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Abstract

The thesis is concerned with the linear quadratic (LQ) mean field games (MFGs)

involving forward-backward stochastic differential equations (FBSDEs). Five topics

are under consideration:

1. The large-population dynamic optimization in forward-backward setting.

2. The backward LQ games of stochastic large-population systems.

3. The large-population systems in major-minor framework.

4. The combination problems of leader-follower and major-minor large-population

systems.

5. The dynamic optimization of large-population systems with partial informa-

tion.

For the first topic, a class of dynamic optimization problems of large-population are

formulated. The most significant feature in this setup is the dynamics of individual

agents follow the FBSDEs in which the forward and backward states are coupled

at the terminal time. The related LQMFG, in its forward-backward sense, is also

formulated to seek the decentralized strategies. Unlike the forward case, the consis-

tency conditions of the forward-backward MFGs involve six Riccati and force rate

equations. Moreover, their initial and terminal conditions are mixed which requires

some special decoupling technique. The ε-Nash equilibrium property of the derived
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decentralized strategies is also verified. To this end, some estimates to backward

stochastic system are employed. In addition, due to the adaptiveness requirement to

forward-backward system, all arguments here are not parallel to those in its forward

case.

For the second topic, the backward LQMFGs of weakly coupled stochastic large-

population system are studied. In contrast to the well-studied forward LQMFGs,

the individual state in this large-population system follows the backward stochastic

differential equation (BSDE) whose terminal instead of initial condition should be

prescribed. The individual agents of large-population system are weakly coupled in

their state dynamics and the full information is accessible to all agents. The explicit

form of the limiting process and ε-Nash equilibrium of the decentralized control

strategy are investigated. To this end, some estimates to BSDE, are presented in the

large-population setting.

For the third topic, the backward-forward LQ games with major and minor play-

ers are investigated. In this topic, the dynamics of major player is given by a BSDE;

while dynamics of minor players are described by (forward) SDEs. A backward-

forward stochastic differential equation (BFSDE) system is established in which a

large number of negligible agents are coupled in their dynamics via state average.

The problem when major player takes into account the relative performance by com-

parison to minor players is under consideration. Some auxiliary mean field (MF)

SDEs and a 3 ˆ 2 mixed FBSDE system are considered and analyzed instead of in-

volving the fixed-point analysis. The decentralized strategies are derived, which are

also shown to satisfy the ε-Nash equilibrium property.

For the fourth topic, the combination problems of leader-follower and major-

minor large-population systems are proposed. In the entire system, the major and

minor agents are together regarded as the leaders, which are called major-leader

and minor-leaders, respectively. The major-leader tracks a convex combination of
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the centroid of the minor-leaders and the followers; the minor-leaders track a convex

combination of their own centroid and the major-leader’s dynamics; and the followers

track a convex combination of their own centroid and the centroid of the minor-

leaders or a convex combination of the centroid of the minor-leaders and the major-

leader’s dynamics. As the applications of leader-follower and major-minor theory,

the analysis of this problem is only presented as a framework and three consistency

condition systems are obtained.

For the fifth topic, the dynamic optimization of large-population systems with

partial information is considered. In this topic, the individual agents can only access

the filtration generated by one observable component of the underlying Brownian

motion. The state-average limit in this setup turns out to be some stochastic pro-

cess driven by the common Brownian motion. Two classes of MFGs are proposed

in this framework: one is governed by forward dynamics, and the other involves the

backward one. In the forward case, the associated MFG is formulated and its consis-

tency condition is equivalent to the wellposedness of some Riccati equation system.

In the backward case, the explicit forms of the decentralized strategies and some

BSDE (satisfied by the limiting process) are obtained. In both cases, the ε-Nash

equilibrium properties are presented.
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Chapter 1

Introduction

1.1 Background

Game theory is the study of strategic decision making. Generally speaking, it is the

study of mathematical models of cooperation and conflict among intelligent rational

decision-makers. It is mainly used in economics, political science, psychology, logic,

computer science, biology, etc. The subject first addresses zero-sum games, in which

one person’s gains exactly equal net losses of the other participant or participants.

Today, however, game theory applies to a wide range of behavioral relations, and

has developed into an umbrella term for the logical side of decision science. In many

social, economic and engineering models, the individuals or agents involved have

conflicting objectives. Therefore it is more appropriate to consider the optimization

problem based upon individual payoffs or costs. This gives rise to noncooperative

game theoretic approaches partly based upon the vast corpus of relevant work within

economics, social sciences, etc.

In the literature, studies of stochastic dynamic games and team problems may be

traced to the 1960s (see e.g.,[1, 2, 3, 4]). The optimal control context weakly inter-

connected systems were studied in [5], and in a two player noncooperative nonlinear

dynamic games setting Nash equilibria were analyzed in [6]. In recent years, the

controlled stochastic large-population (also called multi-agent) system is evidently
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of importance due to its wide range of appearance in these areas. Afterwards, the

dynamic optimization or control of this kind of system has attracted consistent and

intense attentions by research communities. The most special feature of controlled

large-population system lies in the existence of considerable insignificant agents who

are individually negligible but their collective behaviors will impose some significant

impact on all agents. This feature can be captured by the weakly-coupling structure

in the individual dynamics and (or) cost functionals via the state-average across the

whole population. In this way, the individual behaviors of all agents in micro-scale,

can be connected to their mass effects in the macro-scale. This kind of weak-coupling

in both dynamics and costs is used to model the mutual impact of agents during com-

petitive decision-making. In particular, the dynamic coupling specifies the impact of

the environment on an individual’s decision-making, and the underlying model takes

the form of weakly coupled diffusion subject to individual controls.

It is remarkable that the classical strategies by consolidating all agent’s exact

states, turn out to be infeasible and ineffective due to the highly complicated coupling

structure in large-population system. Alternatively, it is more tractable and effective

to study the related strategies by considering its own individual state and some

off-line quantities only. For large-population stochastic dynamic games with MF

couplings, Nash certainty equivalence theory was originally developed in a series of

papers by Huang togeter with Caines and Malhamé. The optimization of large-scale

linear control systems wherein many agents are coupled with each other via their

individual dynamics and the costs are in an “individual to the mass” form, was

presented in [7]. Then a general formulation of nonlinear McKean-Vlasov Markov

process models was developed in [8, 9, 10].

This thesis mainly focuses on the study of large-population system in its LQ case

where the state equations are linear in the state with nonhomogeneous terms, and

the cost functionals are quadratic. Recall the linear system and its related LQ control

2



have already been extensively investigated. Such a control problem is called a linear

quadratic optimal control problem. Readers can refer to [11] for some classic results

of deterministic LQ problems. For the stochastic case, the problems were addressed

in [12, 13]. One systematic introduction of stochastic LQ optimal control problem can

be found in the monograph [14] and the references therein. Other related literature

includes [15, 16, 17], etc. Due to the nice structure of LQ problem, there is also

rich literature on large-population problem modeled by LQ system. LQ games in

large-population systems where the agents evolve according to nonuniform dynamics

were considered and an ε-Nash equilibrium property was proved in [18]. In [19], the

author solved an Hamilton-Jacobi-Bellman and Kolmogorov-Fokker-Plank equations

and found explicit Nash equilibria in the form of linear feedbacks. [20] aimed to study

a class of LQ control problems with N decision makers, where the basic objective is

to minimize a social cost as the sum of N individual costs containing MF coupling.

Later on, [21] provided a comprehensive study of a general class of MF games in the

LQ framework. For more literature about LQ problem with large-population, see

[22, 23, 24] etc.

As a new branch of game theory, MFGs arises from variety of areas, such as

particle physics, economics, etc. In many situations of particle physics, it is possible

to construct an excellent approximation to the situation by introducing one or more

“mean fields” that serve as mediators for describing inter-particle interactions. In

this kind of model, one describes the contribution of each particle to the creation of

a mean field and the effect of the mean field on each particle, by conceiving each

particle as infinitesimal, i.e. by carrying out a kind of limit process on the number N

of particles pN Ñ `8q. In game theory, from a mathematical standpoint it involves

of studying the limit of a large class of N -player games when N tends to infinity.

Usually, differential games with N -players turn out to be untractable. Fortunately

things are simplified, as least for a wide range of games that are symmetrical as far
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as players are concerned, as the number of players increases. Indeed, interindividual

complex strategies can no longer be implemented by the players, for each player

is progressively lost in the crowd in the eyes of other players when the number of

players increases.

During the last few decades, there is a growing literature to the study of MFGs

and their applications. For this class of game problems a closely related approach

was independently developed in [25, 26, 27]. Based on these, considerable research

attention has been drawn along this research line. Some recent literature include

[28, 29, 30, 31] for recent progress in MFG theory. Introductions and some models

to MFGs were given in [28]. In [29], the authors provided a complete probabilistic

analysis of a large class of stochastic differential games with MF interactions. [30] was

devoted to discussing and comparing two investigation methods of the asymptotic

regime of stochastic differential games with a finite number of players as the number

of players tends to the infinity. In addition, in [31], a model of inter-bank borrowing

and lending was proposed, and systemic risk was analyzed.

MF type control has also been extensively studied recently. In [32], the authors

obtained MF BSDEs associated with a MF SDE as a limit of a high dimensional sys-

tem of forward and backward SDEs, corresponding to a large number of agents. Later

on, [33] deepened the investigation of such MF BSDEs with general coefficients and

presented the related partial differential equations. Based upon these, [34] and [35]

independently studied the optimal control of a SDE of MF type when the action space

is convex, which was a partial result of [36]. Moreover, [37] provided an existence

result for the solution of fully coupled FBSDEs of the MF type. For more literature

about MF games and controls, see [38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50],

etc. It is worth pointing out that there are differences between MFG and MF type

control. Generally speaking, as addressed in [29, 30, 31], the MFG and MF type con-

trol are essentially different in their methods applied and the equilibriums derived.
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To be precise, the method of MFG will be “asynchronous”-styled. It will first fix

or freeze the state-average x
pNq
t (in its linear case) or empirical measure µxt (in its

nonlinear case) to reduce the initial problem into some standard problem but param-

eterized by such frozen term. Note that such frozen term is still undetermined in this

step. Next, this parameterized standard problem can be solved and the optimal state

can be obtained. This can be called the decentralized control. With this in hand, the

frozen state-average or empirical measure can be further determined through some

fixed-point analysis and consistency condition concerning the obtained optimality

system. In this sense, the state-average (or, empirical measure) and the underlying

control in MFG will change “asynchronously”.

By contrast, in MF type control problems, the state-average (i.e., the expectation

Ext “ limNÑ`8 x
pNq
t ) or empirical measure will not be fixed or frozen beforehand.

Actually, they will change depending on the underlying control applied. In this way,

the state-average term and state itself will be treated in “synchronous” style. More-

over, the equilibrium derived in MF type control will be the franchised equilibrium

(see [31]) whereas the equilibrium from MFG will be in the “ε-Nash sense” (see [29]).

These two equilibriums are both approximating equilibriums to handle the large-

population systems but as discussed in [31], they are very different in their dynamic

properties.

It is remarkable that all agents in above literature are comparably negligible

in that they are not able to affect the whole population in separable manner. By

contrast, their impacts are imposed in a unified manner through the population

state-average. In this sense, all agents can be viewed as peers. One real example

is the market price formation in which there are considerable producers or firms to

produce the same type product. Each firm is so small thus its individual production

behavior can’t affect its peers’ states. However, the average production of all firms
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will determine the market price of this product. All small firms are price-takers

thus they are further interacted and coupled via such price formation mechanism.

The above discussion assumes all agents are equally participating in the market

price formation. However, in reality we point out the status and roles of agents

may illustrate significant differences in various realistic situations. For instance, the

decision making of small individuals are always influenced by some “leading” agent or

“dominated” institutions. In our price formation example, such “leading” agent can

be interpreted as some monopoly firm which takes considerable production capacity

thus imposes more significant affects to the price formation. As to the “dominated”

institution, it can be viewed as the local government as its industrial policy will

greatly affect the production behaviors of all firms. Conversely, the small firms

will also affect the local government through the market price. One channel is the

production tax revenue, an important factor to calibrate the local government’s state,

will depend on the formulated market price.

The above discussion suggests the so-called major-minor agent models. To be

more precise, let us figure out the following oil production example. In the crude

oil exploration, each individual oil production company aims to explore more oil

and thus pursue more profits. In this sense, their production plans always intend

to take less account of some macro-factors such as the limited oil resources, the

possible environmental costs as well as the long-term benefits in their exploration.

On the other hand, these factors are mainly the concerns of relevant supervisory

department or local government. Unlike the individual oil company, they are more

concerned about the factors such as sustainable development, and the overall benefit

of oil sector. Thus, they will always execute some macro-control policy by assuming

the responsibility of major agent. All small firms (as the minor agents) should

obey the policies when the production plan is making. Consequently, the set of all

individual small producers consists of our minor-agent part, and it is further coupled
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with the local government (the major agent) via their state-average. The major-

minor large-population system and related MFGs are extensively studied. Looking

back to previous work, [51] discussed large-population systems with major and minor

players by analyzing the case in an infinite set where the minor players are from a

total of K classes. Later on, [52] considered a LQ problem with major and minor

players by directly treating the mean field z in the population limit as a random

process with random coefficients. Recently, [53] studied large-population dynamic

games involving nonlinear stochastic dynamical systems with a major agent and a

population of N minor agents and derived the εN -Nash equilibrium property where

εN “ Op1{
?
Nq. In addition, [54] derived a game problem in a weak formulation; this

means in particular that the game was of the type “feedback control against feedback

control”. Then payoff/cost functional was defined through a controlled BSDE, for

which the driving coefficient was assumed to satisfy strict concavity-convexity with

respect to the control parameters.

In addition, [55] investigated a leader-follower hierarchical game. The feature of

this kind of game is as follows. For any choice u2 of the leader, the follower would like

to choose a strategy u1 to minimize his/her cost. Knowing the follower would take

such an optimal strategy ū1 (supposing it exist, which depends on the choice u2 of

the leader, in general), the leader would like to choose some ū2 to minimize his/her

cost, in which the strategy of the follower (ū1) is already optimal. Based on some

discussions of stochastic Riccati equations, the author obtained an open-loop solu-

tion of the leader-follower differential game. For the approach of the large-population

leader-follower model, [56] was devoted to developing a general model and presenting

the main adaptation result of the uniform cost coupling model in the case that the

leaders’ costs are based on a tradeoff between a certain reference trajectory and the

centroid of themselves, while the followers “only” track the centroid of the leaders. In

[57], the authors completely analyzed a more general scenario where the followers are
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tracking a convex combination of their own centroid and the centroid of the leaders.

Besides, in [57], the leaders observe no one and the followers have limited observations

on the leaders. [58] is concerned with a leader-follower stochastic differential game

with asymmetric information. Stochastic maximum principles and verification theo-

rems with partial information are obtained, to represent the Stackelberg equilibrium.

It is also realistic to consider the combinations of major-minor and leader-follower

manners. Take the above production model for example. As referred, the “leading”

agent that can be viewed as the local government or supervisory department, will

greatly affect the production behaviors of all firms. Conversely, the small firms will

also affect the local government through some factor like the market price. Howev-

er, in this industry chain, there may also exist the downstream industry which can

be viewed as the suppliers of raw material or manufacturers of primary commodity.

There is no doubt that the behaviors of suppliers or manufacturers (downstream

industry) are affected directly by that of all small firms (upstream industry). And

when making the industrial policy, the “leading” agent should also consider the price

of raw materials or productions of primary commodities sufficiently. Therefore, the

behaviors of suppliers or manufacturers (downstream industry) will affect the policy

making by the “leading” agent. In addition, in many practical cases, the government

or supervisory will also make some policies about the raw material or primary com-

modity by considering the resource factor, environmental factor, etc. In this way,

the “leading” agent imposes the impacts to the suppliers of raw material and manu-

facturers of primary commodity directly. Consequently, the leader-follower involving

major-minor models are proposed to characterize this kind of problem.

In most control problems, the information is assumed to be completely observed.

However, it may be not reasonable in reality. It turns out that various stochastic

control problems fit into the partial information framework due to the factors such

as finite datum, latent process or noisy observation, etc. An extensive review of
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stochastic control with partial information was provided in [59]. There is other rich

literature on partially observed stochastic control systems (see e.g. [60, 61, 62, 63,

64, 65, 66, 67] for previous work and [68, 69, 70, 71, 72, 73, 74, 75, 76, 77] for

recent work). For the literature on partially observed stochastic games, please refer

to [78, 79, 80] and references therein. Remark that a class of LQMFGs with noisy

observations was also addressed in [81] but defined on an infinite-time horizon so the

algebra Riccati equations were involved. Moreover, the limiting state-average in [81]

was deterministic as there was no common noise.

It is worth pointing out in all above works involving large-population system,

all agents’ states are formulated by (forward) SDEs with the initial conditions as

a priori. As a sequel, the agents’ objectives are minimizations of cost functionals

involving their terminal states. As the BSDE are well-defined stochastic systems

with broad-range applications, it is very natural to study its dynamic optimization

in large-population setup. Indeed, the dynamic optimization of backward large-

population system is inspired by a variety of scenarios. For example, the dynamic

economic models for which the participants are of some recursive utilities or nonlin-

ear expectations, or some production planning problems with some tracking terminal

objectives but affected by the market price via production average. Another example

arises from the risk management when considering the relative or comparable crite-

ria based on the average performance of all other peers through the whole sector.

This is the case for a given pension fund to evaluate its own performance by setting

the average performance (say, average hedging cost or initial deposit, surplus) as its

benchmark. In addition, the controlled forward large-population systems, which are

subjected to some terminal constraints, can be reformulated by some backward large-

population systems, as motivated by [82]. Different to SDE, the terminal instead of

initial condition of BSDE should be specified as the priori. As a consequence, the

BSDE will admit one adapted solution pair pyt, ztq where the second solution com-
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ponent zt (it is also called the diffusion component) is naturally presented here due

to the martingale representation and the adaptiveness requirement. It is remarkable

that there exist rich literature concerning the theories and applications of BSDE. The

linear BSDEs were first introduced by [83] when studying stochastic optimal control

problems. [84] first proved the existence and uniqueness of solution for nonlinear

BSDEs, which have been extensively used in stochastic control and mathematical fi-

nance. Independently, [85] presented a stochastic differential recursive utility, which

is a generalization of a standard additive utility with an instantaneous utility de-

pending not only on an instantaneous consumption rate, but also on a future utility.

As found by [86], the utility process can be regarded as a solution of a special BSDE.

[86] also gave the formulations of recursive utilities and their properties from the

point of view of BSDE. A BSDE coupled with a SDE in their terminal condition for-

mulates the FBSDE. The forward-backward large-population dynamic optimization

problems arise naturally in many practical situations. A typical situation is from the

large-population system with constrained terminal condition (see e.g., [87]). In this

situation, the standard forward stochastic control problem can be well approximated

by some forward-backward stochastic control problem.

In the last few decades, FBSDE has been well studied. There are several meth-

ods to solve FBSDE. The method of contraction mapping was first used by [88] and

later detailed by [89]. It works well when the duration T is relatively small. Anoth-

er method called the “four step scheme” ([90]) was the first solution method that

removed restriction on the time duration for Markovian FBSDEs. The third is the

method of continuation. This is a method that can treat non-Markovian FBSDEs

with arbitrary duration, initiated by [91] and [92], and later developed by [93] and

[94]. Please refer to the book [95] for the detailed accounts for all the three meth-

ods. Recently, in [96] the authors find a unified scheme which combines all existing

methodology, and overcome some fundamental difficulties that have been longstand-
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ing problems for non-Markovian FBSDEs. For more theoretical and practical results

on FBSDE, please refer to [97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107, 108,

109, 110] and references therein. Due to the interdependence of the states, FBSDE

can be divided into two kinds: the partially-coupled FBSDE and fully-coupled FB-

SDE. The former means that the backward state component yt depends explicitly

on the forward xt, but xt doesn’t explicitly depend on the backward pyt, ztq, which

is more accepted to represent the recursive utility or nonlinear expectation (see, e.g.

[87, 72, 41]). In fact, the forward state xt usually represents the dynamics of some

underlying asset, the backward state yt stands for the nonlinear expectation or recur-

sive utility of decision maker. Thus it is reasonable and natural that the recursively

utility will depend on the underlying state. But conversely, the forward underlying

state will not be affected by the recursive utility adopted. Mathematically, there’s

great value to formulate and study the fully-coupled FBSDE (namely, the forward

state also depends on the backward state).

1.2 Contributions and Organization of the Thesis

As the novelty, this thesis mainly considers the LQMFGs in forward-backward frame-

work. Details can be summarized as follows.

• The large-population dynamic optimization in forward-backward setting is for-

mulated and the related LQMFGs for partially-coupled FBSDEs are investigat-

ed in Chapter 2. The optimal control of auxiliary track system is studied. The

decoupling procedure of the Hamiltonian system (due to its two-dimensional

feature) will involve six Riccati equations or ordinary differential equations

(ODEs). Moreover, the decentralized control strategies are derived from the

consistency condition and approximation scheme. In addition, the ε-Nash equi-

librium property of our original problem is also verified based on some FBSDE

11



estimates.

• The backward LQ games of large-population systems are studied, for which

the individual states follow some BSDEs. Chapter 3 focuses on this problem.

This feature makes the setting very different to the existing works of LQMFGs

wherein the individual states evolve by some SDEs. The individual state dy-

namics are weakly coupled through the state-average and the full information

structure is assumed thus the individual agent can access the central informa-

tion of all other agents. The explicit form of the limiting process and ε-Nash

equilibrium of the decentralized control strategy are investigated.

• The large-population system in major-minor framework is considered in Chap-

ter 4, in which the major agent’s dynamics is characterized by some BSDE with

prescribed terminal condition while the minor agents’ dynamics are governed by

SDEs with prescribed initial condition. In this way, the major agent’s objective

turns to minimize the cost functional depending on initial state and the minor

agents want to minimize the cost functionals depending on terminal states.

The problem when major player takes into account the relative performance

by comparison to minor players is under consideration. The related LQMFGs

are discussed and the decentralized strategies are derived. A stochastic pro-

cess which relates to the state of major player is introduced here to be the

approximation of the state-average process. An auxiliary MF SDE and a 3ˆ 2

FBSDE system are considered and analyzed. Here, the 3ˆ 2 FBSDE, which is

also called a triple FBSDE (TFBSDE), is composed by three forward and three

backward equations. With the help of the monotonic method in [92] and [108],

the wellposedness of this FBSDE is obtained. Finally, the ε-Nash equilibrium

property of decentralized control strategy is derived with ε “ Op1{
?
Nq.
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• In Chapter 5, the combination problems of leader-follower and major-minor

large-population systems are proposed. In the entire system, the major and

minor agents are together regarded as the leaders, which are called major-leader

and minor-leaders, respectively. The major-leader tracks a convex combination

of the centroid of the minor-leaders and the followers; the minor-leaders track

a convex combination of their own centroid and the major-leader’s dynamics;

and the followers track a convex combination of their own centroid and the

centroid of the minor-leaders or a convex combination of the centroid of the

minor-leaders and the major-leader’s dynamics. Although the analysis of this

problem in this chapter is only presented as a framework, it is divided into three

topics due to the tracking structure and processing ways. Three consistency

condition systems are obtained for all the topics.

• Chapter 6 is devoted to the dynamic optimizations of large-population systems

with partial information structure. Here, the individual agents can only access

the filtration generated by one observable component of underlying Brownian

motion. The state-average limit in this setup turns out to be some stochastic

process driven by the common Brownian motion. Two classes of MFGs are

proposed in this framework: one is governed by forward dynamics, and the

other involves the backward one. In the forward case, the associated MFG

and some Riccati equation system are formulated. In the backward case, the

explicit forms of the decentralized strategies and some BSDE (satisfied by the

limiting process) are obtained. In both cases, the ε-Nash equilibrium properties

are presented.

• Chapter 7 concludes the whole thesis and plans for the future work.
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Chapter 2

LQMFGs of FBSDEs

This chapter studies a new class of dynamic optimization problems of large-population

system. The most significant feature in this setup is the dynamics of individual agents

follow the FBSDEs in which the forward and backward states are coupled at the ter-

minal time. This work is hence different to most existing large-population literature

where the individual states are typically modeled by the SDEs only including the

forward state ([8, 18, 20], etc.). The associated LQMFG, in its forward-backward

sense, is also formulated to seek the decentralized strategies. Unlike the forward

case, the consistency conditions of the forward-backward MFGs involve six Riccati

and force rate equations. Moreover, their initial and terminal conditions are mixed

thus some special decoupling technique is applied here. The fixed-point analysis

and the asymptotic near-optimality property (namely, ε-Nash equilibrium) of the

derived decentralized strategies are also investigated. To this end, some estimates to

forward-backward stochastic systems are employed. In addition, due to the adaptive-

ness requirement to forward-backward system, the arguments here are not parallel

to those in its forward case. Anyway, for notational simplicity, in this chapter and

the following chapters we focus on the cases where all processes are 1-dimensional.

Actually, for higher dimensional we can also derive the corresponding results in the

same way.
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2.1 Problem Formulation

Suppose pΩ,F , tFtu0ďtďT , P q is a complete filtered probability space on which a

standard N -dimensional Brownian motion tWiptq, 1 ď i ď Nu0ďtďT is defined.

Denote by tFwi
t u0ďtďT the filtration generated by tWipsq, 0 ď s ď tu but augmented

by all P -null sets.

Consider a large-population system withN individual agents, denoted by tAiu1ďiďN .

The dynamics for individual agent involves three components. The forward compo-

nents txiu1ďiďN of tAiu1ďiďN satisfy

$

’

&

’

%

dxiptq “
”

Axiptq `Buiptq ` Fx
pNq
ptq

ı

dt` σxiptqdWiptq,

xip0q “xi0

(2.1)

where txi0u
N
i“1 are initial conditions of the forward system (2.1), and the backward

states are

$

’

’

’

&

’

’

’

%

´dyiptq “
”

Cyiptq `Duiptq `Hxiptq ` Lx
pNq
ptq

ı

dt´
N
ÿ

j“1

zijptqdWjptq,

yipT q “KxipT q

(2.2)

where xpNqptq “ 1
N

N
ř

i“1

xiptq is the (forward) state-average. Here, A,B, F, C,D,H,L,

K, σ are scalar constants. Equation (2.1) and (2.2) together become a partially-

coupled FBSDE. By “partially-coupled”, we mean the dynamics of forward state

does not depend on the backward components. Introduce Ft :“ σtWipsq, xi0; 0 ď

s ď t, 1 ď i ď Nu as the full information accessible to the large-population system up

to time t. Different to forward large-population system, the backward diffusion term

N
ř

j“1

zijptqdWjptq driving by all Brownian motions (not Wi only), should be introduced

in the dynamics of Ai by considering xpNqptq P Ft (even through Eq.(2.1), the forward
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state of Ai is only driven by Wi only). Let Ui, i “ 1, 2, . . . , N be subsets of R. The

admissible control ui P Ui where the admissible control set Ui is defined as

Ui :“
!

ui
ˇ

ˇuiptq P Ui, 0 ď t ď T ; uip¨q P L
2
Ft
p0, T ;Rq

)

, 1 ď i ď N.

Let u “ pu1, . . . , uNq denote the set of control strategies of all N agents; u´i “

pu1, . . . , ui´1, ui`1, . . . , uNq the control strategies except ith agent Ai. The individual

cost functional is given by

Jipuip¨q, u´ip¨qq“
1

2
E
"
ż T

0

„

Q
´

xiptq´
`

SxpNqptq ` η
˘

¯2
`Ru2

i ptq



dt`N0y
2
i p0q

*

(2.3)

where S, η are scalar constants and Q ě 0, R ą 0, N0 ě 0.

It is worthy pointing out that the system (2.1)-(2.2) is well motivated by various

real examples in decision making or mathematical finance, such as the recursive util-

ity optimization or the principle-agent problem, etc. For illustration, let us consider

the following recursive utility optimization in large-population system built on the

model of ([111], [72]).

Example 2.1. (Recursive Utility Optimization) Suppose there is an economy or

market which consists of N individual participants. Each participant has its own

individual underlying state (asset) with dynamics xip¨q as follows:

$

’

&

’

%

dxiptq “
”

A1xiptq ` A2πiptq ` A3x
pNq
ptq

ı

dt` δdWiptq,

xip0q “ xi0 ą 0.

Here, xpNqp¨q “ 1
N

N
ř

i“1

xip¨q is the asset-average which represents some common econ-

omy primitive (e.g., the price index); A1, A2, A3, δ are constants; Wip¨q, i “ 1, . . . , N

are standard Brownian motions; πip¨q P R is regarded as some idiosyncratic economic

factor such as the individual investment strategies.

Now we consider the given participant may consume continuously from 0 to T .

Let cip¨q, i “ 1, . . . , N be continuous consumption rate processes and suppose that
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there exist terminal rewards KxipT q at time T . By [86], the recursive utility of the

investor is a solution of a BSDE, which is denoted by yci,πii p¨q. We assume it satisfies

$

’

’

’

&

’

’

’

%

´dyiptq “
”

B1yiptq `B2ciptq `B3x
pNq
ptq

ı

dt´
N
ÿ

j“1

zijptqdWjptq,

yipT q “ KxipT q.

Define Ft :“ σtWipsq; 0 ď s ď t, 1 ď i ď Nu. In this setting, to select a Ft-

adapted process pc̄ip¨q, π̄ip¨qq such that yc̄i,π̄ii p0q “ max
pci,πiq

yci,πii p0q is recognized as a

recursive optimal control problem. Based on this motivation, we formulate the large-

population LQ system (2.1)-(2.3) in FBSDE setting. For more applications, please

refer [112, 110, 41], etc.

Remark 2.1. As referred before, unlike the forward large-population literature, the

new term of backward state N0y
2
i p0q is introduced in (2.3) to denote some recursive

evaluation or nonlinear expectation. Another practical meaning of it is the initial

hedging deposits in the pension fund industry. In addition, one explanation of above

forward-backward system (2.1) and (2.2) is as follows: the forward state xi in (2.1)

represents some underlying asset/product dynamics while the state-average xpNqptq

denotes some average market index on it; the control ui stands for a economic factor

(for example, a dividend rate, a consumption rate, a tax rate); and the backward

state yi denotes the dynamics of some derivative asset on xi (for example, the option

on real product such as crude oil). In this case, (2.3) implies the minimization of

the average deviation from market price, and the initial hedging cost for some future

commitment at the same time.

We introduce the following assumption:

(H2.1) txi0u
N
i“1 are independent and identically distributed (i.i.d) with E|xi0|2 ă

`8, and also independent of tWi, 1 ď i ď Nu.
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Now, we formulate the large-population dynamic optimization problem of forward-

backward stochastic system.

Problem (FB-MFG). Find a control strategy set ū “ pū1, . . . , ūNq which sat-

isfies

Jipūip¨q, ū´ip¨qq “ inf
uiPUi

Jipuip¨q, ū´ip¨qq

where ū´i represents pū1, . . . , ūi´1, ūi`1, . . . , ūNq.

2.2 The Limiting Control Problem

To study Problem (FB-MFG), one efficient approach is to discuss the associated

MFGs via limiting problem when the agent number N tends to infinity. To obtain the

feedback control and the desired results, we assume Ui “ R for i “ 1, 2, . . . , N . As

N Ñ `8, suppose xpNq can be approximated by a deterministic continuous function

x̄ and introduce the following auxiliary (forward) state dynamics

$

’

&

’

%

dxiptq “
”

Axiptq `Buiptq ` Fx̄ptq
ı

dt` σxiptqdWiptq,

xip0q “xi0

(2.4)

and
$

’

&

’

%

´dyiptq “
”

Cyiptq `Duiptq `Hxiptq ` Lx̄ptq
ı

dt´ ziptqdWiptq,

yipT q “KxipT q.

(2.5)

The associated limiting cost functional becomes

Jipuip¨qq “
1

2
E
"
ż T

0

„

Q
´

xiptq ´
`

Sx̄ptq ` η
˘

¯2

`Ru2
i ptq



dt`N0y
2
i p0q

*

. (2.6)

Thus, we formulate the limiting LQ game (L-FB-MFG) as follows.

Problem (L-FB-MFG). For the ith agent Ai, i “ 1, 2, . . . , N, find ūi P Ui
satisfying

Jipūip¨qq “ inf
uiPUi

Jipuip¨qq. (2.7)
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ūi satisfying (2.7) is called an optimal control for (L-FB-MFG). Applying the s-

tandard variational method, we have:

Lemma 2.1. Under (H2.1), the optimal control for Problem (L-FB-MFG) is given

by

ūiptq “ R´1
”

Dk̂iptq ´Bp̂iptq
ı

(2.8)

where the adjoint process pk̂i, p̂i, q̂iq and the optimal trajectory px̂i, ŷi, ẑiq satisfy the

SDE

$

’

’

’

’

’

&

’

’

’

’

’

%

dx̂iptq “
”

Ax̂iptq `R
´1BDk̂iptq ´R

´1B2p̂iptq ` Fx̄ptq
ı

dt` σx̂iptqdWiptq,

dk̂iptq “Ck̂iptqdt,

x̂ip0q “xi0, k̂ip0q “ ´N0ŷip0q

(2.9)

and BSDE

$

’

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

’

%

´dŷiptq “
”

Cŷiptq `R
´1D2k̂iptq ´R

´1BDp̂iptq `Hx̂iptq ` Lx̄ptq
ı

dt

´ ẑiptqdWiptq,

´dp̂iptq “
”

Ap̂iptq ´Hk̂iptq `Qx̂iptq ´QSx̄ptq ´Qη ` σq̂iptq
ı

dt

´ q̂iptqdWiptq,

ŷipT q “Kx̂ipT q, p̂ipT q “ ´Kk̂ipT q.

(2.10)

The proof is similar to that of [108]. In the following, we aim to decouple the

FBSDE system (2.9)-(2.10). Let βptq be the unique solution of the Riccati equation

$

’

&

’

%

dβptq

dt
`
`

2A` σ2
˘

βptq ´R´1B2β2ptq `Q “ 0,

βpT q “ 0,

(2.11)

αptq the unique solution of the ordinary differential equation (ODE)

$

’

&

’

%

dαptq

dt
`
`

A` C ´R´1B2βptq
˘

αptq `R´1BDβptq ´H “ 0,

αpT q “ ´K,

(2.12)
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ζptq the unique solution of the ODE

$

’

&

’

%

dζptq

dt
`
`

A` C ´R´1B2βptq
˘

ζptq ´
`

R´1BDβptq ´H
˘

“ 0,

ζpT q “ K,

(2.13)

and ξptq the unique solution of the ODE

$

’

&

’

%

dξptq

dt
` 2Cξptq `

`

R´1BD ´R´1B2αptq
˘

ζptq `R´1D2 ´R´1BDαptq “ 0,

ξpT q “ 0.

(2.14)

Introduce

p̂iptq “ αptqk̂iptq ` βptqx̂iptq ` γptq, (2.15)

and

ŷiptq “ ξptqk̂iptq ` ζptqx̂iptq ` τptq (2.16)

where γptq and τptq are to be determined. By Itô’s formula, it follows that (2.10) is

equivalent to the following BSDEs

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

´dγptq “
”

`

A´R´1B2βptq
˘

γptq `
`

Fβptq ´QS
˘

x̄ptq ´Qη
ı

dt

´

”

q̂iptq ´ σβptqx̂iptq
ı

dWiptq,

γpT q “0

(2.17)

and

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

´dτptq “
”

Cτptq ´
`

R´1B2ζptq `R´1BD
˘

γptq `
`

Fζptq ` L
˘

x̄ptq
ı

dt

´

”

ẑiptq ´ σζptqx̂iptq
ı

dWiptq,

τpT q “0.

(2.18)

In terms of the existence and uniqueness of solutions of BSDEs (see [84]), (2.17)-
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(2.18) are equivalent to the following equations

$

’

&

’

%

dγptq

dt
`
`

A´R´1B2βptq
˘

γptq `
`

Fβptq ´QS
˘

x̄ptq ´Qη “ 0,

γpT q “ 0,

(2.19)

$

’

&

’

%

dτptq

dt
` Cτptq ´

`

R´1B2ζptq `R´1BD
˘

γptq `
`

Fζptq ` L
˘

x̄ptq “ 0,

τpT q “ 0,

(2.20)

q̂iptq “ σβptqx̂iptq (2.21)

and

ẑiptq “ σζptqx̂iptq. (2.22)

Note that both (2.19) and (2.20) are the ODEs. Letting t “ 0 in (2.16), we have

ŷip0q “ ξp0qk̂ip0q ` ζp0qx̂ip0q ` τp0q. (2.23)

From (2.9), we know that

k̂ip0q “ ´N0ŷip0q and x̂ip0q “ xi0. (2.24)

Supposing 1` ξp0qN0 ‰ 0 and substituting (2.24) into (2.23) yield

ŷip0q “
ζp0qxi0 ` τp0q

1` ξp0qN0

. (2.25)

Then computing k̂iptq in (2.9), we obtain the unique solution

k̂iptq “ ´
N0

`

ζp0qxi0 ` τp0q
˘

eCt

1` ξp0qN0

. (2.26)

Based on (2.8), (2.15) and (2.26), we can rewrite (2.8) and the first equation in (2.9)

as

ūiptq “ ´R
´1Bβptqx̂iptq `

`

R´1Bαptq ´R´1D
˘

N0

`

ζp0qxi0 ` τp0q
˘

eCt

1` ξp0qN0

´R´1Bγptq

(2.27)
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and

$

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

%

dx̂iptq “

»

–

`

A´R´1B2βptq
˘

x̂iptq `

´

R´1B2αptq ´R´1BD
¯

N0

`

ζp0qxi0 ` τp0q
˘

eCt

1` ξp0qN0

´R´1B2γptq ` Fx̄ptq

ff

dt` σx̂iptqdWiptq,

x̂ip0q “xi0.

(2.28)

Equation (2.28) admits a unique solution x̂ip¨q, which together with (2.26) in turn

determines unique solutions p̂ip¨q and ŷip¨q of equations (2.15) and (2.16), respectively.

Meanwhile, q̂ip¨q and ẑip¨q are uniquely determined by (2.21) and (2.22), respectively.

Remark 2.2. From (2.11)-(2.14), (2.19)-(2.20), it follows that pβ, α, ζ, ξq is inde-

pendent of the undetermined limiting state-average x̄ whereas pγ, τq depends on x̄.

Remark 2.3. It is required that 1 ` ξp0qN0 ‰ 0. One special case is that N0 “ 0,

and in this case, our problem is reduced to the forward large-population problem by

considering system (2.28) only. On the other hand, a direct calculation implies

ξp0q “

ż T

0
e2CvR´1

`

´ 2BDαpvq `B2α2pvq `D2
˘

dv “

ż T

0
e2CvR´1

`

Bαpvq ´D
˘2
dv ě 0.

Therefore, 1` ξp0qN0 ‰ 0 whenever N0 ą 0. In summary, 1` ξp0qN0 ‰ 0 is always

true provided N0 ě 0.
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2.3 The Consistency Condition System

For simplicity of presentation, we introduce the following notations

Aptq :“ A´R´1B2βptq, Γts :“ e
şt
s Aprqdr, t ě s, Γ̄ :“ e

şT
0 |Aprq|dr,

Θ1psq :“

`

R´1B2αpsq ´R´1BD
˘

N0

1` ξp0qN0
, Θ2psq :“ ´

`

R´1B2ζpsq `R´1BD
˘

,

Θ3psq :“ Fβpsq ´QS, Θ4psq :“ Fζpsq ` L,

Θ5psq :“

`

R´1Bαpsq ´R´1D
˘

N0

1` ξp0qN0
, Θ6psq :“ R´1BDβpsq ´H,

Θ̄i :“

ż T

0
|Θipsq|ds, i “ 1, . . . , 4.

(2.29)

Note that the terms defined in (2.29) are not dependent on x̄p¨q. We present the

following result.

Proposition 2.1. Assume A,B,Q are nonzero, then Θ̄i, i “ 1, . . . , 4 is bounded.

Proof. Denote by A “
ˆ

A` σ2

2
´B2

R

´Q ´A´ σ2

2

˙

, and λ “
b

pA` σ2

2
q2 `

B2Q
R

as

the positive eigenvalue of A. Then we have

`

0 1
˘

eAt
ˆ

0
1

˙

“
1

2λ

”´

λ´A´
σ2

2

¯

eλt `
´

λ`A`
σ2

2

¯

e´λt
ı

ą 0.

According to [95], we get the explicit expression of βptq as follows

βptq “ ´

„

`

0 1
˘

eApT´tq
ˆ

0
1

˙´1
`

0 1
˘

eApT´tq
ˆ

1
0

˙

“ Q
`

e2λpT´tq ´ 1
˘

”´

λ´A´
σ2

2

¯

e2λpT´tq `

´

λ`A`
σ2

2

¯ı´1

(2.30)
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and we can see β1ptq ă 0, t P r0, T s. Thus, for @ t P r0, T s

0 ď βptq ď βp0q “
Q
`

e2λT ´ 1
˘

pλ´A´ σ2

2 qe
2λT ` pλ`A` σ2

2 q
ď

Q
`

e2λT ´ 1
˘

pλ´ |A` σ2

2 |qpe
2λT ` 1q

ă
Q

λ´ |A` σ2

2 |
“

R

B2

´

λ` |A`
σ2

2
|

¯

ă
R

B2
¨ 2λ ď

R

B2
p1` λ2q

“ Q`
R

B2

”

1`
`

A`
1

2
σ2
˘2
ı

.

Then we get

sup
0ďtďT

|Aptq| “ sup
0ďtďT

|A´R´1B2βptq| ă 1` |A| ` pA`
1

2
σ2
q
2
`R´1B2Q

and

Γ̄ “ e
şT
0 |Aprq|dr ă e

“

1`|A|`pA` 1
2
σ2q2`R´1B2Q

‰

T .

Based on (2.30), we can directly solve the ODEs (2.12)-(2.14) as follows

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

αptq “ ´KeCpT´tqΓTt `

ż T

t
eCpv´tqΓvtΘ6pvqdv,

ζptq “ ´αptq,

ξptq “

ż T

t
e2Cpv´tq

”

`

R´1BD ´R´1B2αpvq
˘

ζpvq `R´1D2 ´R´1BDαpvq
ı

dv.

(2.31)

Thus, we obtain

$

’

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

’

%

sup
0ďtďT

|αptq| “ sup
0ďtďT

|ζptq|

ď

”

|K| ` T
´

|BD|Q

R
`
|D|

|B|
r1` pA`

1

2
σ2q2s ` |H|

¯ı

¨ e

“

1`|A|`pA` 1
2
σ2q2`|C|`R´1B2Q

‰

T ,

Rp1` ξp0qN0q “ R`N0

ż T

0
e2CvpBαpvq ´Dq2dv.

(2.32)
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In addition, we get

$

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

%

Θ̄1 “

ż T

0

N0|B||Bαpsq ´D|

R`N0

şT
0 e

2CvpBαpvq ´Dq2dv
ds,

Θ̄2 “

ż T

0

|B||Bαpsq ´D|

R
ds,

Θ̄3 “

ż T

0
|Fβpsq ´QS|ds ď T

ˆ

|F |Q`
|F |R

B2
r1` pA`

1

2
σ2q2s `Q|S|

˙

,

Θ̄4 “

ż T

0
|Fαpsq ´ L|ds

(2.33)

which yields the boundness of Θ̄i, i “ 1, . . . , 4. The proof is completed. l

For the given deterministic continuous function x̄ defined on r0, T s, solving the

ODEs (2.19) and (2.20),

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

γptq “

ż T

t
Γvt

`

Θ3pvqx̄pvq ´Qη
˘

dv,

τptq “

ż T

t
eCpr´tqΘ2prq

ˆ
ż T

r
Γvr

´

Θ3pvqx̄pvq ´Qη
¯

dv

˙

dr

`

ż T

t
eCpr´tqΘ4prqx̄prqdr.

(2.34)

Now we can introduce the decentralized feedback strategy for Ai as follows:

ūiptq “ ´R
´1Bβptqxiptq `

`

ζp0qxi0 ` τp0q
˘

Θ5ptqe
Ct
´R´1Bγptq. (2.35)

Applying the decentralized control law (2.35) to Ai, its realized closed-loop state

becomes

$

’

’

’

’

’

&

’

’

’

’

’

%

dxiptq “
”

Aptqxiptq `
`

ζp0qxi0 ` τp0q
˘

Θ1ptqe
Ct ´R´1B2γptq ` FxpNqptq

ı

dt

` σxiptqdWiptq,

xip0q “xi0

(2.36)
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and

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

´dyiptq “
”

Cyiptq `
`

H ´R´1BDβptq
˘

xiptq `D
`

ζp0qxi0 ` τp0q
˘

Θ5ptqe
Ct

´R´1BDγptq ` LxpNqptq
ı

dt´
N
ÿ

j“1

zijptqdWjptq,

yipT q “KxipT q.

(2.37)

Taking summation of the above N equations of (2.36) and dividing by N , we get

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

dxpNqptq “
”

AptqxpNqptq `
`

ζp0qx
pNq
0 ` τp0q

˘

Θ1ptqe
Ct ´R´1B2γptq

` FxpNqptq
ı

dt`
1

N

N
ÿ

i“1

σxiptqdWiptq,

xpNqp0q “x
pNq
0

(2.38)

where xpNqptq “ 1
N

N
ř

i“1

xiptq, x
pNq
0 “ 1

N

N
ř

i“1

xi0. On the other hand, by Itô’s isometry

and basic theory of stochastic process, we have

E
ˆ
ż t

0
σxipsqdWipsq ¨

ż t

0
σxjpsqdWjpsq

˙

“

"

E
şt
0 σ

2x2
i psqds, j “ i;

0, j ‰ i.

Thus, it follows that

E
ˇ

ˇ

ˇ

1

N

N
ÿ

i“1

ż t

0
σxipsqdWipsq

ˇ

ˇ

ˇ

2
“

1

N2

N
ÿ

i“1

E
ż t

0
σ2x2

i psqds “ O
´ 1

N

¯

.

Then we get

lim
NÑ`8

1

N

N
ÿ

i“1

ż t

0
σxipsqdWipsq “ 0, in L2

Ft
p0, T ;Rq.

Letting N Ñ `8 and replacing xpNq by x̄, we obtain the following limiting system

$

’

&

’

%

dx̄ptq “
”

`

Aptq ` F
˘

x̄ptq `
`

ζp0qx0 ` τp0q
˘

Θ1ptqe
Ct
´R´1B2γptq

ı

dt,

x̄p0q “ x0.

(2.39)
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We call (2.34) and (2.39) the consistency condition system by which the limiting

state-average process can be determined through the fixed-point analysis, as dis-

cussed below. Solving the ODE (2.39) directly and noting (2.31) and (2.34), we

have

x̄ptq “x0Γt0e
Ft `

ż t

0
Γtse

F pt´sqx0Θ1psqe
Cs ¨KΓT0 e

CTds

´

ż t

0
Γtse

F pt´sqx0Θ1psqe
Csds ¨

ż T

0
eCrΓr0Θ6prqdr

`

ż t

0
Γtse

F pt´sqΘ1psqe
Csds ¨

ż T

0
eCrΘ2prq

˜

ż T

r
Γvr

´

Θ3pvqx̄pvq ´Qη
¯

dv

¸

dr

`

ż t

0
Γtse

F pt´sqΘ1psqe
Csds ¨

ż T

0
eCrΘ4prqx̄prqdr

´

ż t

0
Γtse

F pt´sqR´1B2

ˆ
ż T

s
Γvs

´

Θ3pvqx̄pvq ´Qη
¯

dv

˙

ds

:“pT x̄qptq.

(2.40)

To apply the contraction mapping, hereafter we introduce the following assumption:

(H2.2) ep2|C|`|F |qT Γ̄2Θ̄1Θ̄2Θ̄3 ` e
p2|C|`|F |qT Γ̄Θ̄1Θ̄4 ` e

|F |TR´1B2T Γ̄2Θ̄3 ă 1.

Then the following theorem is obtained.

Theorem 2.1. Under (H2.2), the map T : Cp0, T ;Rq Ñ Cp0, T ;Rq described by

(2.40) has a unique fixed point. Moreover, the decentralized feedback strategy ūi, 1 ď

i ď N in (2.35) is uniquely determined .
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Proof. For any x, y P Cp0, T ;Rq, we have

›

›pT x´ T yqptq
›

›

8

“

›

›

›

›

›

ż t

0
Γtse

F pt´sqΘ1psqe
Csds ¨

ż T

0
eCrΘ2prq

«

ż T

r
ΓvrΘ3pvq

`

xpvq ´ ypvq
˘

dv

ff

dr

`

ż t

0
Γtse

F pt´sqΘ1psqe
Csds ¨

ż T

0
eCrΘ4prq

`

xprq ´ yprq
˘

dr

´

ż t

0
Γtse

F pt´sqR´1B2

ˆ
ż T

s
ΓvsΘ3pvq

`

xpvq ´ ypvq
˘

dv

˙

ds

›

›

›

›

›

8

ď
›

›x´ y
›

›

8

´

ep2|C|`|F |qT Γ̄2Θ̄1Θ̄2Θ̄3 ` e
p2|C|`|F |qT Γ̄Θ̄1Θ̄4 ` e

|F |TR´1B2T Γ̄2Θ̄3

¯

.

(2.41)

From (H2.2), T defined by (2.40) is a contraction and has a unique fixed point

x̄ P Cp0, T ;Rq which is equivalently given by (2.39) and in turn uniquely determines γ

and τ in (2.34). Meanwhile, the solutions γ and τ to (2.19) and (2.20) are equivalently

given by (2.34), respectively. Then ūi is uniquely determined, which completes the

proof. l

Remark 2.4. (1) From Theorem 2.1, there exists a unique deterministic function

x̄ in Cp0, T ;Rq to approximate the state-average of forward system. In next section,

we specify more details of their difference when applying the system (2.39).

(2) The limit process x̄ in forward equation (2.39) only involves τp0q and γptq.

On the other hand, (2.34) satisfies the backward system (2.19) and (2.20) which ac-

tually depends on x̄. Thus (2.39) and (2.34) constitute a forward-backward ordinary

differential equation (FBODE) system. Here, we focus on the fixed point analysis in

Theorem 2.1 which provides one sufficient condition for the well-posedness of FBODE

system (2.39) and (2.34).

Remark 2.5. By Proposition 2.1, if R is large enough and |F | is small enough (it

corresponds to the weak-coupling of state-average, see e.g., [8]), we get that Θ̄1Θ̄2Θ̄3,

Θ̄1Θ̄4 and R´1Θ̄3 should be small enough hence (H2.2) follows.
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Remark 2.6. (1) One interesting special case is when N0 “ 0 which corresponds to

the forward large-population problem only. In this case, we have Θ̄1 “ 0, and (H2.2)

reads as below:

(H2.2)’ e|F |TR´1B2T Γ̄2Θ̄3 ă 1

which is similar to that of [18] but noting our diffusion term in (2.1) depends on state

itself while in [18] the diffusion term is constant. In addition, different to (H2.2),

(H2.2)’ does not depend on C. This is because the dynamic system in this case is

irrelevant with the backward one.

(2) Another interesting special case is when N0 ą 0 but Q “ 0. In this case, the

cost functional becomes

Jipuip¨q, u´ip¨qq “
1

2
E
"
ż T

0
Ru2

i ptqdt`N0y
2
i p0q

*

which takes into account the initial hedging cost via N0y
2
i p0q, and we have βptq ” 0

and thus Θ̄3 “ 0. Now (H2.2) reads as follows

(H2.2)” ep2|C|`|F |qT Γ̄Θ̄1Θ̄4 ă 1.

To get a more clear result, further assume H “ K “ 0, AC ‰ 0, A ˘ C ‰ 0. In this

case, we have Aptq ” A, Γts “ eApt´sq, Γ̄ “ e|A|T , Θ6ptq ” 0 and αptq ” 0. Then we

obtain
ż T

0
e2Cv

`

Bαpvq ´D
˘2
dv “

D2

2C
pe2CT ´ 1q,

Θ̄1 “
2C|B||D|N0T

2CR`D2N0pe2CT ´ 1q
,

Θ̄4 “ |L|T.

Thus, (H2.2)” implies

2C|B||D||L|N0T
2

2CR`D2N0pe2CT ´ 1q
ep|A|`2|C|`|F |qT ă 1.
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If, in system (2.1)-(2.3), we fix

“

A,B,C,D, F,H, L,K,Q,R,N0

‰

“

”

1,
1

2
,
1

2
, 1, 1, 0,

1

2
, 0, 0, 350, 100

ı

and T “ 1, (H2.2) implies

ep2|C|`|F |qT Γ̄2Θ̄1Θ̄2Θ̄3 ` e
p2|C|`|F |qT Γ̄Θ̄1Θ̄4 ` e

|F |TR´1B2T Γ̄2Θ̄3

“
2C|B||D||L|N0T

2

2CR`D2N0pe2CT ´ 1q
ep|A|`2|C|`|F |qT

“
e3

4e` 10

which is obviously less than 1. Thus, the fix-point assumption (H2.2) [(H2.2)”] holds.

2.4 ε-Nash Equilibrium Analysis for (FB-MFG)

In above sections, we obtained the optimal control ūip¨q, 1 ď i ď N of Problem (L-

FB-MFG) through the consistency condition system. Now we turn to verify the

ε-Nash equilibrium of Problem (FB-MFG). Due to its own forward-backward struc-

ture, our analysis here is not simple extension of that in the forward large-population

system. More details are as follows. To start, we first present the definition of ε-Nash

equilibrium.

Definition 2.1. A set of controls ukp¨q P Uk, 1 ď k ď N, for N agents is called an

ε-Nash equilibrium with respect to the costs Jk, 1 ď k ď N, if there exists ε ě 0 such

that for any fixed 1 ď i ď N , we have

Jipui, u´iq ď Jipu1i, u´iq ` ε (2.42)

when any alternative control u1ip¨q P Ui is applied by Ai.

Now, we state the following result and its proof will be given later.
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Theorem 2.2. Under (H2.1)-(H2.2), pũ1, ũ2, . . . , ũNq in Problem (FB-MFG) sat-

isfies the ε-Nash equilibrium where, for 1 ď i ď N, ũi is given by

ũiptq “ ´R
´1Bβptqx̃iptq `

`

ζp0qxi0 ` τp0q
˘

Θ5ptqe
Ct
´R´1Bγptq (2.43)

for x̃ip¨q satisfying (2.36), the decentralized state trajectory for Ai.

The proof of above theorem needs several lemmas which are presented later. We

first introduce the optimal control and state of auxiliary limiting system as

ūiptq “ ´R
´1Bβptqx̂iptq `

`

ζp0qxi0 ` τp0q
˘

Θ5ptqe
Ct
´R´1Bγptq.

Note that tũip¨qu
N
i“1 are different from tūip¨qu

N
i“1, as x̃ip¨q differs from x̂ip¨q which

is the decentralized state of auxiliary system. Applying ũip¨q for Ai, we have the

following close-loop system

$

’

’

’

’

’

&

’

’

’

’

’

%

dx̃iptq “
”

Aptqx̃iptq `
`

ζp0qxi0 ` τp0q
˘

Θ1ptqe
Ct ´R´1B2γptq ` Fx̃pNqptq

ı

dt

` σx̃iptqdWiptq,

x̃ip0q “xi0

(2.44)

and

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

´dỹiptq “
”

Cỹiptq `
`

H ´R´1BDβptq
˘

x̃iptq `D
`

ζp0qxi0 ` τp0q
˘

Θ5ptqe
Ct

´R´1BDγptq ` Lx̃pNqptq
ı

dt´
N
ÿ

j“1

z̃ijptqdWjptq,

ỹipT q “Kx̃ipT q

(2.45)

with the cost functional

Jipũip¨q, ũ´ip¨qq“
1

2
E
"
ż T

0

”

Q
´

x̃iptq´
`

Sx̃pNqptq`η
˘

¯2
`Rũ2

i ptq
ı

dt`N0ỹ
2
i p0q

*

(2.46)
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where x̃pNqptq “ 1
N

N
ř

i“1

x̃iptq. The auxiliary system (of limiting problem) is given by

$

’

’

’

’

’

&

’

’

’

’

’

%

dx̂iptq “
”

Aptqx̂iptq `
`

ζp0qxi0 ` τp0q
˘

Θ1ptqe
Ct ´R´1B2γptq ` Fx̄ptq

ı

dt

` σx̂iptqdWiptq,

x̂ip0q “xi0

(2.47)

and

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

´dŷiptq “
”

Cŷiptq `
`

H ´R´1BDβptq
˘

x̂iptq `D
`

ζp0qxi0 ` τp0q
˘

Θ5ptqe
Ct

´R´1BDγptq ` Lx̄ptq
ı

dt´ ẑiptqdWiptq,

ŷipT q “Kx̂ipT q

(2.48)

with the cost functional

Jipūip¨qq “
1

2
E
"
ż T

0

”

Q
´

x̂iptq ´
`

Sx̄ptq ` η
˘

¯2

`Rū2
i ptq

ı

dt`N0ŷ
2
i p0q

*

. (2.49)

We have

Lemma 2.2.

sup
0ďtďT

E
ˇ

ˇ

ˇ
x̃pNqptq ´ x̄ptq

ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

. (2.50)

Proof. By (2.44), we have

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

dx̃pNqptq “
”

`

Aptq ` F
˘

x̃pNqptq `
`

ζp0qx
pNq
0 ` τp0q

˘

Θ1ptqe
Ct ´R´1B2γptq

ı

dt

`
1

N

N
ÿ

i“1

σx̃iptqdWiptq,

x̃pNqp0q “x
pNq
0
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where x
pNq
0 is given in (2.38). Noting (2.39), we get

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

d
´

x̃pNqptq ´ x̄ptq
¯

“

”

`

Aptq ` F
˘`

x̃pNqptq ´ x̄ptq
˘

` ζp0qΘ1ptqe
Ct
`

x
pNq
0 ´ x0

˘

ı

dt

`
1

N

N
ÿ

i“1

σx̃iptqdWiptq,

x̃pNqp0q ´ x̄p0q “x
pNq
0 ´ x0.

(2.51)

Thus

ˇ

ˇ

ˇ
x̃pNqptq ´ x̄ptq

ˇ

ˇ

ˇ

2

ď3
ˇ

ˇ

ˇ
x
pNq
0 ´ x0

ˇ

ˇ

ˇ

2

` 6t

ż t

0

´
ˇ

ˇ

ˇ
Apsq ` F

ˇ

ˇ

ˇ

2ˇ
ˇ

ˇ
x̃pNqpsq ´ x̄psq

ˇ

ˇ

ˇ

2

`

ˇ

ˇ

ˇ
ζp0qΘ1psqe

Cs
ˇ

ˇ

ˇ

2ˇ
ˇ

ˇ
x
pNq
0 ´ x0

ˇ

ˇ

ˇ

2¯

ds` 3
ˇ

ˇ

ˇ

ż t

0

1

N

N
ÿ

i“1

σx̃ipsqdWipsq
ˇ

ˇ

ˇ

2

.

By (H2.1), we have

E
ˇ

ˇ

ˇ
x
pNq
0 ´ x0

ˇ

ˇ

ˇ

2

“ E
ˇ

ˇ

ˇ

1

N

N
ÿ

i“1

xi0 ´ x0

ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

.

Noting sup
0ďtďT

Ex̃2
i ptq ă `8, we have

E

ˇ

ˇ

ˇ

ˇ

ˇ

ż T

0

1

N

N
ÿ

i“1

σx̃ipsqdWipsq

ˇ

ˇ

ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

.

Thus, (2.50) follows by Gronwall’s inequality. l

Considering the difference between the decentralized and centralized states and

controls, we have the following estimates:

Lemma 2.3.

sup
1ďiďN

„

sup
0ďtďT

E
ˇ

ˇ

ˇ
x̃iptq ´ x̂iptq

ˇ

ˇ

ˇ

2


“ O
´ 1

N

¯

, (2.52)

sup
1ďiďN

„

sup
0ďtďT

E
ˇ

ˇ

ˇ
ũiptq ´ ūiptq

ˇ

ˇ

ˇ

2


“ O
´ 1

N

¯

, (2.53)

sup
1ďiďN

„

sup
0ďtďT

E
ˇ

ˇ

ˇ
ỹiptq ´ ŷiptq

ˇ

ˇ

ˇ

2


“ O
´ 1

N

¯

. (2.54)
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Proof. For @ 1 ď i ď N, by (2.44) and (2.47), we get

sup
0ďtďT

E
ˇ

ˇ

ˇ
x̃iptq ´ x̂iptq

ˇ

ˇ

ˇ

2
ď3

”

T }Aptq}28 ` σ2
ı

ż T

0
E
ˇ

ˇ

ˇ
x̃ipsq ´ x̂ipsq

ˇ

ˇ

ˇ

2
ds

` 3T |F |2
ż T

0
E
ˇ

ˇ

ˇ
x̃pNqpsq ´ x̄psq

ˇ

ˇ

ˇ

2
ds.

Then (2.52) follows from Lemma 2.2. Noting the difference between ũip¨q and ūip¨q,

(2.53) is obtained by (2.52). From (2.45) and (2.48), we have

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

´ d
´

ỹiptq ´ ŷiptq
¯

“

”

C
`

ỹiptq ´ ŷiptq
˘

`
`

H ´R´1BDβptq
˘`

x̃iptq ´ x̂iptq
˘

` L
`

x̃pNqptq ´ x̄ptq
˘

ı

dt´
`

z̃iiptq ´ ẑiptq
˘

dWiptq ´
N
ÿ

j“1,j‰i

z̃ijptqdWjptq,

ỹipT q ´ ŷipT q “ K
`

x̃ipT q ´ x̂ipT q
˘

.

(2.55)

Applying the basic estimate of BSDE, we get

E
„

sup
0ďtďT

ˇ

ˇ

ˇ
ỹiptq ´ ŷiptq

ˇ

ˇ

ˇ

2


` E
ż T

0

ˇ

ˇ

ˇ
z̃iiptq ´ ẑiptq

ˇ

ˇ

ˇ

2
dt`

N
ÿ

j“1,j‰i

E
ż T

0

ˇ

ˇ

ˇ
z̃ijptq

ˇ

ˇ

ˇ

2
dt

ďC1

"

E
ˇ

ˇ

ˇ
x̃ipT q ´ x̂ipT q

ˇ

ˇ

ˇ

2
` E

ż T

0

ˇ

ˇ

ˇ
H ´R´1BDβptq

ˇ

ˇ

ˇ

2ˇ
ˇ

ˇ
x̃iptq ´ x̂iptq

ˇ

ˇ

ˇ

2
dt

`E
ż T

0

ˇ

ˇ

ˇ
x̃pNqptq ´ x̄ptq

ˇ

ˇ

ˇ

2
dt

*

,

where C1 is a positive constant. Thus, we get (2.54) by Lemma 2.2 and (2.52). l

Lemma 2.4. For @ 1 ď i ď N,

ˇ

ˇ

ˇ
Jipũi, ũ´iq ´ Jipūiq

ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

. (2.56)

Proof. For @ 1 ď i ď N, by (2.39) and (2.47), we easily get
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sup
0ďtďT

E
ˇ

ˇx̂iptq ´
`

Sx̄ptq ` η
˘ˇ

ˇ

2
ă `8. Applying Cauchy-Schwarz inequality, we have

sup
0ďtďT

E
ˇ

ˇ

ˇ

ˇ

ˇx̃iptq ´
`

Sx̃pNqptq ` η
˘ˇ

ˇ

2
´
ˇ

ˇx̂iptq ´
`

Sx̄ptq ` η
˘ˇ

ˇ

2
ˇ

ˇ

ˇ

ď sup
0ďtďT

E
ˇ

ˇx̃iptq ´
`

Sx̃pNqptq ` η
˘

´ x̂iptq `
`

Sx̄ptq ` η
˘ˇ

ˇ

2

` 2 sup
0ďtďT

E
”

ˇ

ˇx̂iptq ´
`

Sx̄ptq ` η
˘
ˇ

ˇ

ˇ

ˇx̃iptq ´
`

Sx̃pNqptq ` η
˘

´ x̂iptq `
`

Sx̄ptq ` η
˘
ˇ

ˇ

ı

ď sup
0ďtďT

E
ˇ

ˇx̃iptq ´ x̂iptq ´ S
`

x̃pNqptq ´ x̄ptq
˘
ˇ

ˇ

2

` 2
´

sup
0ďtďT

E
ˇ

ˇx̂iptq ´
`

Sx̄ptq ` η
˘ˇ

ˇ

2
¯

1
2
´

sup
0ďtďT

E
ˇ

ˇx̃iptq ´ x̂iptq ´ S
`

x̃pNqptq ´ x̄ptq
˘
ˇ

ˇ

2
¯

1
2

“O
´ 1
?
N

¯

where the last equality is obtained by using the fact

sup
0ďtďT

E
ˇ

ˇx̃iptq ´ x̂iptq´S
`

x̃pNqptq ´ x̄ptq
˘ˇ

ˇ

2

ď 2 sup
0ďtďT

E
ˇ

ˇx̃iptq ´ x̂iptq
ˇ

ˇ

2
` 2S2 sup

0ďtďT
E
ˇ

ˇx̃pNqptq ´ x̄ptq
ˇ

ˇ

2

and Lemma 2.2, 2.3. Similarly, by (2.53) and (2.54), we get

sup
0ďtďT

E
ˇ

ˇ

ˇ

ˇ

ˇũiptq
ˇ

ˇ

2
´
ˇ

ˇūiptq
ˇ

ˇ

2
ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

,

and

sup
0ďtďT

E
ˇ

ˇ

ˇ

ˇ

ˇỹiptq
ˇ

ˇ

2
´
ˇ

ˇŷiptq
ˇ

ˇ

2
ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

.

Further,

E
ˇ

ˇ

ˇ

ˇ

ˇỹip0q
ˇ

ˇ

2
´
ˇ

ˇŷip0q
ˇ

ˇ

2
ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

.
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Then
ˇ

ˇ

ˇ
Jipũi, ũ´iq ´ Jipūiq

ˇ

ˇ

ˇ

ď
1

2
E
ż T

0

„

Q
ˇ

ˇ

ˇ

´

x̃iptq ´
`

Sx̃pNqptq ` η
˘

¯2
´

´

x̂iptq ´
`

Sx̄ptq ` η
˘

¯2ˇ
ˇ

ˇ

`R
ˇ

ˇ

ˇ
ũ2
i ptq ´ ū

2
i ptq

ˇ

ˇ

ˇ

ı

dt`
1

2
N0E

ˇ

ˇ

ˇ
ỹ2
i p0q ´ ŷ

2
i p0q

ˇ

ˇ

ˇ

“O
´ 1
?
N

¯

,

which completes the proof. l

Now, we already present some estimates of states and costs corresponding to

control ũi and ūi,1 ď i ď N . Our next work is to prove that the control strategies set

pũ1, ũ2, . . . , ũNq is an ε-Nash equilibrium for (FB-MFG). For any fixed i, 1 ď i ď N ,

consider a perturbed control ui P Ui for Ai and introduce

$

’

&

’

%

dliptq “
”

Aliptq `Buiptq ` Fl
pNqptq

ı

dt` σliptqdWiptq,

lip0q “xi0

(2.57)

whereas other agents keep the control ũj, 1 ď j ď N, j ‰ i, i.e.,

$

’

’

’

’

’

&

’

’

’

’

’

%

dljptq “
”

Aptqljptq `
`

ζp0qxj0 ` τp0q
˘

Θ1ptqe
Ct ´R´1B2γptq ` FlpNqptq

ı

dt

` σljptqdWjptq,

ljp0q “xj0

(2.58)

where lpNqptq “ 1
N

N
ř

k“1

lkptq. Similar to the forward system, the backward system is

introduced as

$

’

’

’

&

’

’

’

%

´dmiptq “
”

Cmiptq `Duiptq `Hliptq ` Ll
pNqptq

ı

dt´
N
ÿ

k“1

nikptqdWkptq,

mipT q “KlipT q

(2.59)
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while for j ‰ i,

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

´dmjptq “
”

Cmjptq `
`

H ´R´1BDβptq
˘

ljptq `D
`

ζp0qxj0 ` τp0q
˘

Θ5ptqe
Ct

´R´1BDγptq ` LlpNqptq
ı

dt´
N
ÿ

k“1

njkptqdWkptq,

mjpT q “KljpT q.

(2.60)

If ũi, 1 ď i ď N is an ε-Nash equilibrium with respect to cost Ji, it holds that

Jipũi, ũ´iq ě inf
uiPUi

Jipui, ũ´iq ě Jipũi, ũ´iq ´ ε.

Then, when making the perturbation, we just need to consider ui P Ui such that

Jipui, ũ´iq ď Jipũi, ũ´iq, which implies

1

2
E
ż T

0

Ru2
i ptqdt ď Jipui, ũ´iq ď Jipũi, ũ´iq “ Jipūiq `O

´ 1
?
N

¯

,

i.e.,

E
ż T

0

u2
i ptqdt ď C2 (2.61)

where C2 is a positive constant which is independent of N . Then we have the

following proposition.

Proposition 2.2. sup
1ďjďN

„

sup
0ďtďT

E
ˇ

ˇljptq
ˇ

ˇ

2



is bounded.

Proof. By (2.57) and (2.58), it holds that

|liptq|
2 ďC3

#

|xi0|
2 `

ż t

0

”

|lipsq|
2 ` |uipsq|

2 `
1

N

N
ÿ

k“1

|lkpsq|
2
ı

ds`
ˇ

ˇ

ˇ

ż t

0
σlipsqdWipsq

ˇ

ˇ

ˇ

2
+

and for j ‰ i,

|ljptq|
2 ďC3

#

|xj0|
2 `

ż t

0

”

|ljpsq|
2 ` |ũjpsq|

2 `
1

N

N
ÿ

k“1

|lkpsq|
2
ı

ds`
ˇ

ˇ

ˇ

ż t

0
σljpsqdWjpsq

ˇ

ˇ

ˇ

2
+
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where C3 is a positive constant. Thus,

E
”

N
ÿ

k“1

|lkptq|
2
ı

ďC3

$

&

%

E
”

N
ÿ

k“1

|xk0|
2
ı

` E
ż t

0

”

N
ÿ

k“1

|lkpsq|
2 ` |uipsq|

2 `

N
ÿ

k“1,k‰i

|ũkpsq|
2

`

N
ÿ

k“1

|lkpsq|
2
ı

ds`
N
ÿ

k“1

E
ˇ

ˇ

ˇ

ż t

0
σlkpsqdWkpsq

ˇ

ˇ

ˇ

2
+

ďC3

#

N
ÿ

k“1

E|xk0|
2 `

ż t

0

”

2
N
ÿ

k“1

E|lkpsq|2 ` E|uipsq|2

`

N
ÿ

k“1,k‰i

E|ũkpsq|2
ı

ds`

ż t

0

N
ÿ

k“1

E|lkpsq|2ds

,

.

-

.

By (2.61), we can see that uip¨q is L2-bounded. Besides, the decentralized optimal

controls ũkp¨q, k ‰ i are L2-bounded. Then by Gronwall’s inequality, it follows that

sup
0ďtďT

E

«

N
ÿ

k“1

|lkptq|
2

ff

“ OpNq,

and for any 1 ď j ď N, sup
0ďtďT

E|ljptq|2 is bounded. l

Correspondingly, the system for agent Ai under control ui in (L-FB-MFG) is

as follows
$

’

&

’

%

dl0i ptq “
”

Al0i ptq `Buiptq ` Fx̄ptq
ı

dt` σl0i ptqdWiptq,

l0i p0q “xi0

(2.62)

and for agent Aj, j ‰ i,

$

’

’

’

’

’

&

’

’

’

’

’

%

dl̂jptq “
”

Aptql̂jptq `
`

ζp0qxj0 ` τp0q
˘

Θ1ptqe
Ct ´R´1B2γptq ` Fx̄ptq

ı

dt

` σl̂jptqdWjptq,

l̂jp0q “xj0

(2.63)
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coupled with the backward systems

$

’

&

’

%

´dm0
i ptq “

”

Cm0
i ptq `Duiptq `Hl

0
i ptq ` Lx̄ptq

ı

dt´ n0
i ptqdWiptq,

m0
i pT q “Kl

0
i pT q

(2.64)

for j ‰ i,

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

´dm̂jptq “
”

Cm̂jptq `
`

H ´R´1BDβptq
˘

l̂jptq `D
`

ζp0qxj0 ` τp0q
˘

Θ5ptqe
Ct

´R´1BDγptq ` Lx̄ptq
ı

dt´ n̂jptqdWjptq,

m̂jpT q “Kl̂jpT q.

(2.65)

In order to give necessary estimates in Problem (FB-MFG) and (L-FB-MFG),

we introduce the intermediate states as

$

’

’

&

’

’

%

dľiptq “

„

Aľiptq `Buiptq `
N ´ 1

N
F ľpN´1qptq



dt` σľiptqdWiptq,

ľip0q “xi0

(2.66)

and for j ‰ i,

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

dľjptq “
”

Aptqľjptq `
`

ζp0qxj0 ` τp0q
˘

Θ1ptqe
Ct ´R´1B2γptq

`
N ´ 1

N
F ľpN´1qptq

ı

dt` σľjptqdWjptq,

ľjp0q “xj0

(2.67)

where ľpN´1qptq “ 1
N´1

N
ř

j“1,j‰i

ľjptq. Denoting lpN´1qptq “ 1
N´1

N
ř

j“1,j‰i

ljptq, by (2.58)

and (2.67), we get

$

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

%

dlpN´1qptq “

„

`

Aptq `
N ´ 1

N
F
˘

lpN´1qptq `
`

ζp0qx
pN´1q
0 ` τp0q

˘

Θ1ptqe
Ct

´R´1B2γptq `
F

N
liptq



dt`
1

N ´ 1

N
ÿ

j“1,j‰i

σljptqdWjptq,

lpN´1qp0q “x
pN´1q
0

(2.68)
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and

$

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

%

dľpN´1qptq “
”

`

Aptq `
N ´ 1

N
F
˘

ľpN´1qptq `
`

ζp0qx
pN´1q
0 ` τp0q

˘

Θ1ptqe
Ct

´R´1B2γptq
ı

dt`
1

N ´ 1

N
ÿ

j“1,j‰i

σľjptqdWjptq,

ľpN´1qp0q “x
pN´1q
0

(2.69)

where x
pN´1q
0 “ 1

N´1

N
ř

j“1,j‰i

xj0. We have the following estimates on these states.

Proposition 2.3.

sup
0ďtďT

E
ˇ

ˇ

ˇ
lpN´1q

ptq ´ ľpN´1q
ptq

ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

, (2.70)

sup
0ďtďT

E
ˇ

ˇ

ˇ
lpNqptq ´ lpN´1q

ptq
ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

, (2.71)

sup
0ďtďT

E
ˇ

ˇ

ˇ
ľpN´1q

ptq ´ x̄ptq
ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

. (2.72)

Proof. By (2.68)-(2.69), we have

$

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

%

d
´

lpN´1qptq ´ ľpN´1qptq
¯

“

”

`

Aptq `
N ´ 1

N
F
˘`

lpN´1qptq ´ ľpN´1qptq
˘

`
F

N
liptq

ı

dt

`
1

N ´ 1

N
ÿ

j“1,j‰i

σ
`

ljptq ´ ľjptq
˘

dWjptq,

lpN´1qp0q ´ ľpN´1qp0q “0.

Then by Proposition 2.2 and Gronwall’s inequality, the assertion (2.70) holds. (2.71)

follows from assumption (H2.2) and the L2-boundness of controls uip¨q and ũjp¨q, j ‰

i. From (2.39) and (2.69), we get

d
´

ľpN´1qptq ´ x̄ptq
¯

“

„

`

Aptq `
N ´ 1

N
F
˘`

ľpN´1qptq ´ x̄ptq
˘

´
F

N
x̄ptq

`ζp0q
`

x
pN´1q
0 ´ x0

˘

Θ1ptqe
Ct
ı

dt`
1

N ´ 1

N
ÿ

j“1,j‰i

σľjptqdWjptq
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with ľpN´1qp0q ´ x̄p0q “ x
pN´1q
0 ´ x0. Thus, (2.72) is obtained. l

In addition, based on Proposition 2.3, we have

Lemma 2.5.

sup
0ďtďT

E
ˇ

ˇ

ˇ
lpNqptq ´ x̄ptq

ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

, (2.73)

sup
0ďtďT

E
ˇ

ˇ

ˇ
liptq ´ l

0
i ptq

ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

, (2.74)

sup
0ďtďT

E
ˇ

ˇ

ˇ
|miptq|

2
´ |m0

i ptq|
2
ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

, (2.75)

ˇ

ˇ

ˇ
Jipui, ũ´iq ´ Jipuiq

ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

. (2.76)

Proof. (2.73) follows from Proposition 2.3 directly. By (2.57), (2.62), and using

(2.73), we get (2.74). Noting (2.59) and (2.64), we have

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

´d
´

miptq ´m
0
i ptq

¯

“

”

C
`

miptq ´m
0
i ptq

˘

`H
`

liptq ´ l
0
i ptq

˘

` L
`

lpNqptq ´ x̄ptq
˘

ı

dt

´
`

niiptq ´ n
0
i ptq

˘

dWiptq ´
N
ÿ

k“1,k‰i

nikptqdWkptq,

mipT q ´m
0
i pT q “K

`

lipT q ´ l
0
i pT q

˘

.

Applying the estimate of BSDE, we get

E
„

sup
0ďtďT

ˇ

ˇ

ˇ
miptq ´m

0
i ptq

ˇ

ˇ

ˇ

2


` E
ż T

0

ˇ

ˇ

ˇ
niiptq ´ n

0
i ptq

ˇ

ˇ

ˇ

2
dt`

N
ÿ

k“1,k‰i

E
ż T

0

ˇ

ˇ

ˇ
nikptq

ˇ

ˇ

ˇ

2
dt

ďC4

"

E
ˇ

ˇ

ˇ
lipT q ´ l

0
i pT q

ˇ

ˇ

ˇ

2
` E

ż T

0

ˇ

ˇ

ˇ
liptq ´ l

0
i ptq

ˇ

ˇ

ˇ

2
dt` E

ż T

0

ˇ

ˇ

ˇ
lpNqptq ´ x̄ptq

ˇ

ˇ

ˇ

2
dt

*

.

Then by (2.73) and (2.74), we have

E
„

sup
0ďtďT

ˇ

ˇ

ˇ
miptq ´m

0
i ptq

ˇ

ˇ

ˇ

2


“ O
´ 1

N

¯

.
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We can see that both sup
0ďtďT

E|m0
i ptq|

2 and sup
0ďtďT

E
ˇ

ˇl0i ptq ´
`

Sx̄ptq ` η
˘ˇ

ˇ

2
are bounded.

Similar to the proof in Lemma 2.4, we get

sup
0ďtďT

E
ˇ

ˇ

ˇ
|miptq|

2 ´ |m0
i ptq|

2
ˇ

ˇ

ˇ

ď sup
0ďtďT

E|miptq ´m
0
i ptq|

2 ` 2
´

sup
0ďtďT

E|m0
i ptq|

2
¯

1
2
´

sup
0ďtďT

E|miptq ´m
0
i ptq|

2
¯

1
2

“O
´ 1
?
N

¯

,

which is (2.75). Further, we have

E
ˇ

ˇ

ˇ
|mip0q|

2
´ |m0

i p0q|
2
ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

.

Moreover,

sup
0ďtďT

E
ˇ

ˇ

ˇ

ˇ

´

liptq ´
`

SlpNqptq ` η
˘

¯2
´

´

l0i ptq ´
`

Sx̄ptq ` η
˘

¯2
ˇ

ˇ

ˇ

ˇ

ď sup
0ďtďT

E
ˇ

ˇ

ˇ
liptq ´ l

0
i ptq ´ S

`

lpNqptq ´ x̄ptq
˘

ˇ

ˇ

ˇ

2

` 2
´

sup
0ďtďT

E
ˇ

ˇl0i ptq ´
`

Sx̄ptq ` η
˘
ˇ

ˇ

2
¯

1
2
´

sup
0ďtďT

E
ˇ

ˇliptq ´ l
0
i ptq ´ S

`

lpNqptq ´ x̄ptq
˘
ˇ

ˇ

2
¯

1
2

“O
´ 1
?
N

¯

,

then
ˇ

ˇ

ˇ
Jipui, ũ´iq ´ Jipuiq

ˇ

ˇ

ˇ

ď
1

2
E
ż T

0
Q
ˇ

ˇ

ˇ

´

liptq ´
`

SlpNqptq ` η
˘

¯2
´

´

l0i ptq ´
`

Sx̄ptq ` η
˘

¯2ˇ
ˇ

ˇ
dt

`
1

2
N0E

ˇ

ˇ

ˇ
m2
i p0q ´

`

m0
i p0q

˘2
ˇ

ˇ

ˇ

“O
´ 1
?
N

¯
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which implies (2.76). l

Proof of Theorem 2.2: Now, we consider the ε-Nash equilibrium for Ai. Combin-

ing Lemma 2.4 and 2.5, we have

Jipũi, ũ´iq “ Jipūiq `O
´ 1
?
N

¯

ď Jipuiq `O
´ 1
?
N

¯

“ Jipui, ũ´iq `O
´ 1
?
N

¯

.

Thus, Theorem 2.2 follows by taking ε “ O
´

1?
N

¯

. l
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Chapter 3

LQMFGs of BSDEs

This chapter focuses on the backward LQMFGs of weakly coupled stochastic large-

population system. In contrast to the well-studied forward LQMFGs, the individual

state in this large-population system follows the BSDE whose terminal instead of

initial condition should be prescribed. This work also differs from that in Chapter

2, because there are neither forward dynamics nor Riccati equations to be derived.

In this chapter, to get the explicit forms, the individual agents of large-population

system are assumed to be weakly coupled in their state dynamics. Some estimates

to BSDE are presented in the large-population setting. In the end, the ε-Nash

equilibrium property of decentralized strategies is verified.

3.1 Problem Formulation

Let pΩ,F , tFtu0ďtďT , P q be the complete probability space on which a standard N -

dimensional Brownian motion tWiptq, 1 ď i ď Nu0ďtďT is defined. We denote

by Ft :“
ŤN
i“1F

wi
t the full information of large-population system where Fwi

t :“

σtWipsq; 0 ď s ď tu is the natural filtration generated by ith Brownian motion Wi

but augmented by all P -null sets. Now we are ready to formulate our backward

LQMFGs.

Now, we first introduce the backward LQMFGs in which the large-population
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system is weakly-coupled in the states of individual agents. For short, the problem

is given by

(B-MFG)

$

’

’

’

’

’

&

’

’

’

’

’

%

state :

$

’

’

&

’

’

%

´dyiptq“
“

Ayiptq `Buiptq ` Cy
pNqptq

‰

dt´ziptqdWiptq

´
N
ř

j“1,j‰i

zijptqdWjptq,

yipT q “ ξi,

cost functional : Ji
`

uip¨q, u´ip¨q
˘

“ E
”

şT

0
Ru2

i ptqdt`Hy
2
i p0q

ı

.

(3.1)

Here, we assume the full information (hence (B-MFG) for short) structure. That

is, each agent can access the states of all other agents; the dynamics of agent Ai is

denoted by yi which satisfies the above controlled linear backward stochastic differen-

tial equation (LBSDE). It is remarkable that pzi, zij, 1 ď j ď N, j ‰ iq is also part of

our solution of (3.1) which are introduced here to enable yi to satisfy the adaptation

requirement; A,B,C are scalar constants, R ą 0, H ě 0; ypNqptq “ 1
N

N
ř

i“1

yiptq is the

state average across the whole population. It stands for the global population effects

in macro-scale. ξi P FT , i “ 1, 2, . . . , N, are the terminal conditions for individual

agents which stand for the future objective or tracking target. Let Ui, i “ 1, 2, . . . , N

be subsets of R. The admissible control ui P Ui where the admissible control set Ui

is defined as

Ui :“
!

ui
ˇ

ˇuiptq P Ui, 0 ď t ď T ; uip¨q P L
2
Ft
p0, T ;Rq

)

, 1 ď i ď N.

Let u “ pu1, . . . , ui, . . . , uNq denote the set of control strategies of all N agents;

u´i “ pu1, . . . , ui´1, ui`1, . . . , uNq the control strategies except the ith agent Ai.

Here, we write the cost functional as Jipui, u´iq to emphasize that it depends on

both ui and u´i due to the weakly coupling structure in dynamics.

In full information structure, we make the following assumption:

(H3) The terminal conditions tξiu
N
i“1 are independent identically distributed (i.i.d)
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with E|ξi|2 ă `8.

It follows that under (H3), the state equation in (3.1) admits a unique solution for

all ui P Ui. In fact, if we denote by

Y “

¨

˚

˝

y1
...
yN

˛

‹

‚

, U “

¨

˚

˝

u1
...
uN

˛

‹

‚

, Z “

¨

˚

˚

˚

˝

z1 z12 ¨ ¨ ¨ z1,N´1 z1N

z21 z2 ¨ ¨ ¨ z2,N´1 z2N
...

...
...

...
zN1 zN2 ¨ ¨ ¨ zN,N´1 zN

˛

‹

‹

‹

‚

, W̃ “

¨

˚

˝

W1
...

WN

˛

‹

‚

,

Ξ “

¨

˚

˝

ξ1
...
ξN

˛

‹

‚

, JN “

¨

˚

˝

1 ¨ ¨ ¨ 1
...

...
1 ¨ ¨ ¨ 1

˛

‹

‚

.

Then the state equation in (3.1) can be rewritten as

´dY ptq “
”

AY ptq `BUptq `
C

N
JNY ptq

ı

dt´ ZptqdW̃ ptq, Y pT q “ Ξ

which is a LBSDE of vector value and admits a unique solution pY, Zq P L2
Fp0, T ;RNqˆ

L2
Fp0, T ;RNˆNq for U P L2

Fp0, T ;RNq, (see [84]). Thus, for any 1 ď i ď N , the state

equation in (3.1) admits a unique solution
`

yi, zi, zijpj ‰ iq
˘

P L2
Fp0, T ;Rq ˆ ¨ ¨ ¨ ˆ

L2
Fp0, T ;Rq.

Remark 3.1. (1) We now give some remarks to the real meaning of system (3.1).

In reality, the LBSDE in (3.1) stands for the dynamics of some investment behaviors

such as in stocks and bonds in a self-financed market, that is, there is no infusion or

withdrawal of funds over r0, T s. In recursive or hedging problems (finance, optimal

control, etc.), the BSDE dynamics have been deeply studied in the existing literature,

such as [86], [72] and so on. The cost used to be applied in some terminal hedging

problems with possible nonlinear expectation, taking mean variance model as an ex-

ample. In particular, the initial state yip0q in our cost can be viewed as the initial

hedging cost (or, cash surplus), which aim to reach some future payoff or obligation

target ξi at given time T . Besides, the constrained forward LQ control problem with
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state average coupling in state dynamics can also be transferred to the backward LQ

control with state given by the linear BSDE, as given in (3.1).

(2) For simplicity of analysis, the state average in system (3.1) is coupled in

dynamics only. Actually, our analysis can be extended to the problem with coupling in

cost functional. Applying similar procedures, we can obtain the corresponding optimal

control and fixed point principle, and analyze the properties of ε-Nash equilibrium.

(3) In this system, there are N individual agents coupled together to be investigat-

ed for the hedging strategies. Actually, problems to get optimal strategies in forward

setup with small players have been well studied by the existing literature, including

[113], [18], [20], [8], etc. In this setting, we analyze the limit when the number of

players N goes to infinity where the situation considerably simplifies in the spirit of

MFGs, see [27].

3.2 The Optimal Control of (L-B-MFG)

Now, we study the problem (B-MFG): the backward LQMFGs with full information

(B-MFG). A key component in our analysis is to study the associated LQMFGs via

limiting state average, as the number of agents tends to infinity. To obtain the

feedback control and the desired results, we suppose Ui “ R for i “ 1, 2, . . . , N .

We assume ypNq is approximated by a deterministic continuous function y0 satis-

fying
$

&

%

´dy0ptq “ r rAptqy0ptq `mptqsdt,

y0pT q “ ξ0

(3.2)

where ξ0 is some deterministic constant, rAptq and mptq are some continuous func-

tions to be determined. Actually, by (H3) and strong law of large numbers (LLN),

lim
NÑ`8

ξpNq exists and ξ0 is determined by

ξ0 “ lim
NÑ`8

ξpNq “ Eξi, a.s., i “ 1, 2, ¨ ¨ ¨ , N (3.3)
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where ξpNq “ 1
N

N
ř

i“1

ξi. Now, we introduce the limiting full-information system

$

’

’

’

&

’

’

’

%

´dyiptq “
“

Ayiptq `Buiptq ` Cy
0ptq

‰

dt´ ziptqdWiptq ´
N
ÿ

j“1,j‰i

zijptqdWjptq,

yipT q “ξi

(3.4)

with the cost functional

Ji
`

uip¨q
˘

“ E
„
ż T

0

Ru2
i ptqdt`Hy

2
i p0q



(3.5)

where y0p¨q is given by (3.2).

Now we formulate the limiting backward full information (L-B-MFG) problem of

our large-population system as follows.

Problem (L-B-MFG). For the ith agent, i “ 1, 2, . . . , N, find ūi P Ui satisfying

Jipūiq “ inf
uiPUi

Jipuiq.

Then ūi is called the optimal control for problem (L-B-MFG).

In the following, we apply the variational method to get the optimal control ūi.

First, introduce the variational equation

$

’

’

’

&

’

’

’

%

´dζiptq “
“

Aζiptq `Bδuiptq
‰

dt´ θiptqdWiptq ´
N
ÿ

j“1,j‰i

θijptqdWjptq,

ζipT q “ 0, i “ 1, 2, . . . , N

(3.6)

where ζiptq P L
2
Ft
p0, T ;Rq, δuip¨q denotes the variation of ūip¨q. Then the following

proposition holds true.

Proposition 3.1. Let (H3) hold. Then the optimal control of (L-B-MFG) is

ūiptq “ ´R
´1Bpiptq
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where piptq P L
2p0, T ;Rq satisfies the following ordinary differential equation (ODE):

$

&

%

dpiptq “ Apiptqdt,

pip0q “ Hȳip0q, i “ 1, 2, . . . , N.
(3.7)

Proof. Suppose pȳi, z̄i, z̄ijpj ‰ iq, ūiq is an optimal solution. Then for any variation

δui of ūi, the associated first order variation of cost functional Jipūiq satisfies

0 “
1

2
δJipūiq “ E

„
ż T

0

Rδuiptqūiptqdt`Hζip0qȳip0q



. (3.8)

Applying Itô’s formula, we have

d
`

ζiptqpiptq
˘

“

#

´
“

Aζiptq `Bδuiptq
‰

dt` θiptqdWiptq `
N
ÿ

j“1,j‰i

θijptqdWjptq

+

piptq ` ζiptqApiptqdt

“´Bδuiptqpiptqdt` piptq

«

θiptqdWiptq `
N
ÿ

j“1,j‰i

θijptqdWjptq

ff

.

Combining this identity with ζipT q “ 0 and pip0q “ Hȳip0q yields

E
“

ζip0qHȳip0q
‰

“ E
ż T

0

Bδuiptqpiptqdt. (3.9)

It follows from (3.8)-(3.9) that for any δuip¨q P L
2
Fwi p0, T ;Rq,

E
ż T

0

´

Rδuiptqūiptq `Bδuiptqpiptq
¯

dt “ 0.

This implies that ūiptq “ ´R
´1Bpiptq. On the other hand, the sufficiency of optimal

control can also be obtained via the convexity of Jip¨q. l
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3.3 The Explicit Representation

Now, we aim to study the properties of the given function y0p¨q. For @ 1 ď i ď N ,

solving ODE (3.7) directly, we have

piptq “ Hȳip0qe
At.

Thus, the optimal control ūiptq is given by

ūiptq “ ´R
´1BHȳip0qe

At. (3.10)

Applying the decentralized control law (3.10) for the ith agent Ai, the closed-loop

state in system (3.1) becomes

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

´dyiptq “
”

Ayiptq ´B
2R´1Hȳip0qe

At ` CypNqptq
ı

dt´ ziptqdWiptq

´

N
ÿ

j“1,j‰i

zijptqdWjptq,

yipT q “ξi

(3.11)

where ypNqptq “ 1
N

N
ř

i“1

yiptq. Denote by ȳpNqp0q “ 1
N

N
ř

i“1

ȳip0q. Summing the above N

equations of (3.11) and dividing by N , we get

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

´dypNqptq “
”

AypNqptq ´B2R´1HeAtȳpNqp0q ` CypNqptq
ı

dt

´
1

N

N
ÿ

i“1

«

ziptqdWiptq `
N
ÿ

j“1,j‰i

zijptqdWjptq

ff

,

ypNqpT q “ξpNq.

(3.12)

Letting N Ñ `8, replacing ypNq pȳpNqq by y0 and noting (3.3), we obtain the fol-

lowing limiting system

$

’

&

’

%

´dy0
ptq “

”

`

A` C
˘

y0
ptq ´B2R´1HeAty0

p0q
ı

dt,

y0
pT q “ ξ0.

(3.13)
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Comparing the coefficients with (3.2), we have

$

&

%

Ãptq ” A` C,

mptq “ ´B2R´1HeAty0
p0q.

(3.14)

Solving the ODE (3.2), we get

y0
ptq “ ξ0e

şT
t Ãpsqds `

ż T

t

mpsqe
şs
t Ãpuqduds.

Taking t “ 0 and noting (3.14), we have

y0
p0q “ ξ0e

pA`CqT
`

ż T

0

mpsqepA`Cqsds.

Thus, mptq in (3.14) has the following expression:

mptq “ ´B2R´1HeAtξ0e
pA`CqT

´B2R´1HeAt
ż T

0

mpsqepA`Cqsds. (3.15)

We have the following explicit representation of mptq. As a sequel, y0p¨q in (3.2) can

be determined.

Proposition 3.2. mp¨q can be explicitly solved as

mptq “

$

’

’

&

’

’

%

´
B2Hp2A` Cqξ0e

At`pA`CqT

Rp2A` Cq `B2H
`

ep2A`CqT ´ 1
˘ , if 2A` C ‰ 0;

´
B2HrR `B2HpT ´ 1qsξ0e

´ApT´tq

RpR `B2HT q
, if 2A` C “ 0.

(3.16)

Proof. Denote K :“
şT

0
mpsqepA`Cqsds, which is a constant depending on T . Then

(3.15) can be rewritten as

mptq “ ´B2R´1HeAtξ0e
pA`CqT

´B2R´1HeAtK.
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Multiplying with epA`Cqt on both sides and taking integral from 0 to T w.r.t t, we

have

K “

ż T

0

mptqepA`Cqtdt

“ ´B2R´1Hξ0e
pA`CqT

ż T

0

ep2A`Cqtdt´B2R´1HK

ż T

0

ep2A`Cqtdt.

Then we get

K “

$

’

’

&

’

’

%

´
B2Hξ0e

pA`CqT
`

ep2A`CqT ´ 1
˘

Rp2A` Cq `B2H
`

ep2A`CqT ´ 1
˘ , if 2A` C ‰ 0;

´
B2Hξ0e

´AT

R `B2HT
, if 2A` C “ 0.

Thus, (3.16) is obtained. Noting (3.14), y0p¨q is also determined. l

Remark 3.2. (1) By Proposition 3.2, it follows that there exists a unique determin-

istic function y0 in Cp0, T ;Rq to approximate the state average ypNq. Applying the

limiting function y0, we get the optimal control for (L-B-MFG), which plays an

important role in obtaining the decentralized control and analyzing the properties of

ε-Nash equilibrium.

(2) Actually, in (3.16) if 2A ` C ą 0pă 0q, ep2A`CqT ´ 1 ą 0pă 0q. Noting

R ą 0, H ě 0, we get Rp2A ` Cq ` B2H
`

ep2A`CqT ´ 1
˘

ą 0pă 0q. Meanwhile, we

have RpR `B2HT q ą 0. Thus, the representation (3.16) is meaningful.

3.4 ε-Nash Equilibrium Analysis for (B-MFG)

In previous sections, we obtained the optimal control ūip¨q, 1 ď i ď N of (L-B-

MFG). In this section, we analyze the asymptotic property of the decentralized

control strategies and verify the ε-Nash equilibrium property for (B-MFG).

We state one main result of this paper and its proof will be given later.
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Theorem 3.1. Let (H3) hold. Then pū1, ū2, . . . , ūNq satisfies the ε-Nash equilibrium

of (B-MFG), with ε is of order 1{
?
N . Here, for 1 ď i ď N, ūi is given by

ūiptq “ ´R
´1BHy0

p0qeAt. (3.17)

Before proving the theorem, some analysis is needed. Applying the optimal con-

trol (3.10) to (3.4), we have

$

’

’

’

&

’

’

’

%

´dȳiptq “
”

Aȳiptq ´B
2R´1Hȳip0qe

At ` Cy0ptq
ı

dt´ z̄iptqdWiptq ´
N
ÿ

j“1,j‰i

z̄ijptqdWjptq,

ȳipT q “ξi.

Taking expectation and solving the corresponding backward ODE, we get

Eȳiptq “ ξ0e
ApT´tq ´

ż T

t

”

BR´1BHȳip0qe
As ´ Cy0psq

ı

eAps´tqds.

Taking t “ 0 and noting ȳip0q “ Eȳip0q, we obtain

ȳip0q “

$

&

%

”

1` B2HT
R

ı´1”

ξ0 ` C
şT
0 y

0psqds
ı

, if A “ 0;
”

1` B2H
2AR

`

e2AT ´ 1
˘

ı´1”

ξ0e
AT ` C

şT
0 y

0psqeAsds
ı

, if A ‰ 0.

Thus, ȳip0q is a constant which can be determined by y0p¨q and ξ0. Further, we

have ȳip0q “ y0p0q, i “ 1, 2, . . . , N. For simplicity, we use the notation y0p0q in ūip¨q

instead of ȳip0q hereafter. Now, we formulate the dynamic systems as follows

$

’

’

’

&

’

’

’

%

´dyiptq“
”

Ayiptq´B
2R´1Hy0p0qeAt`CypNqptq

ı

dt´ziptqdWiptq´
N
ÿ

j“1,j‰i

zijptqdWjptq,

yipT q “ξi

(3.18)
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and

$

’

’

’

&

’

’

’

%

´dȳiptq“
”

Aȳiptq´B
2R´1Hy0p0qeAt`Cy0ptq

ı

dt´z̄iptqdWiptq´
N
ÿ

j“1,j‰i

z̄ijptqdWjptq,

ȳipT q “ξi.

(3.19)

Then we have

Lemma 3.1.

sup
0ďtďT

E
ˇ

ˇ

ˇ
ypNqptq ´ y0

ptq
ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

, (3.20)

sup
1ďiďN

„

sup
0ďtďT

E
ˇ

ˇ

ˇ
yiptq ´ ȳiptq

ˇ

ˇ

ˇ

2


“ O
´ 1

N

¯

. (3.21)

Proof. By (3.18) and (3.13), we have

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

´d
´

ypNqptq ´ y0ptq
¯

“

”

pA` CqpypNqptq ´ y0ptqq
ı

dt

´
1

N

N
ÿ

i“1

«

ziptqdWiptq `
N
ÿ

j“1,j‰i

zijptqdWjptq

ff

,

ypNqpT q ´ y0pT q “ξpNq ´ ξ0.

(3.22)

Introduce a 1-dimensional dual process Xps, tq for (3.22), which satisfies

$

&

%

dXps, tq “pA` CqXps, tqds,

Xpt, tq “1, t ď s ď T.

Xps, tq is deterministic and belongs to L2p0, T ;Rq. Applying Itô’s formula to

xypNqpsq ´ y0psq, Xps, tqy, we get

ypNqptq ´ y0
ptq “XpT, tqE

`

ξpNq ´ ξ0

ˇ

ˇFt
˘

.

By (H3), we have

E
ˇ

ˇ

ˇ
ξpNq ´ ξ0

ˇ

ˇ

ˇ

2

“ E
ˇ

ˇ

ˇ

1

N

N
ÿ

i“1

ξi ´ ξ0

ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

.
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Then (3.20) follows. Noting (3.18) and (3.19), applying the similar method, we can

get (3.21). l

Lemma 3.2. For @ 1 ď i ď N ,

ˇ

ˇ

ˇ
Jipūi, ū´iq ´ Jipūiq

ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

.

Proof. For @ 1 ď i ď N, by (3.19), we get sup
0ďtďT

E
ˇ

ˇȳiptq
ˇ

ˇ

2
ă `8. Applying

Cauchy-Schwarz inequality and noting (3.21), we have

sup
0ďtďT

E
ˇ

ˇ

ˇ
|yiptq|

2
´ |ȳiptq|

2
ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

.

Further,

E
ˇ

ˇ

ˇ
|yip0q|

2
´ |ȳip0q|

2
ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

.

Then
ˇ

ˇ

ˇ
Jipūi, ū´iq ´ Jipūiq

ˇ

ˇ

ˇ
ď HE

ˇ

ˇ

ˇ
y2
i p0q ´ ȳ

2
i p0q

ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

,

which completes the proof. l

Now, we have addressed some estimates of states and costs corresponding to

control ūi,1 ď i ď N . Our remaining analysis is to prove the control strategies set

pū1, ū2, . . . , ūNq is an ε-Nash equilibrium for (B-MFG). For any fixed i, 1 ď i ď N ,

consider an admissible alternative control ui P Ui for Ai and introduce the dynamics

$

’

’

’

&

’

’

’

%

´dxiptq “
”

Axiptq `Buiptq ` Cx
pNqptq

ı

dt´ qiptqdWiptq ´
N
ÿ

k“1,k‰i

qikptqdWkptq,

xipT q “ξi

(3.23)
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whereas other agents keep the control ūj, 1 ď j ď N, j ‰ i, i.e.,

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

´dxjptq “
”

Axjptq ´B
2R´1Hy0p0qeAt ` CxpNqptq

ı

dt´ qjptqdWjptq

´

N
ÿ

k“1,k‰j

qjkptqdWkptq,

xjpT q “ξj

(3.24)

where xpNqptq “ 1
N

N
ř

j“1

xjptq.

If ūi, 1 ď i ď N is an ε-Nash equilibrium with respect to the cost Ji, we have

Jipūi, ū´iq ě inf
uiPUi

Jipui, ū´iq ě Jipūi, ū´iq ´ ε.

Then, when making the perturbation, we just need to consider ui P Ui such that

Jipui, ū´iq ď Jipūi, ū´iq, which implies

E
ż T

0

Ru2
i ptqdt ď Jipui, ū´iq ď Jipūi, ū´iq “ Jipūiq `O

´ 1
?
N

¯

,

i.e.,

E
ż T

0

u2
i ptqdt ď C0, (3.25)

where C0 is a positive constant which is independent of N .

Proposition 3.3. sup
1ďiďN

”

sup
0ďtďT

E|xiptq|2
ı

is bounded.

Proof. Similar to the proof of Proposition 2.2, by (3.23) and (3.24), it holds that

E

«

N
ÿ

k“1

|xkptq|
2

ff

ďC1

#

E

«

N
ÿ

k“1

|ξk|
2

ff

`E
ż T

t

«

2
N
ÿ

k“1

|xkpsq|
2`|uipsq|

2`

N
ÿ

k“1,k‰i

|ūkpsq|
2

ff

ds

+

where C1 is a positive constant. By (3.25), we can see uiptq is L2-bounded. Besides,

the optimal controls ūkptq, k ‰ i are L2-bounded. Then by Gronwall’s inequality, we
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get

sup
0ďtďT

E

«

N
ÿ

k“1

|xkptq|
2

ff

“ OpNq,

and for any 1 ď i ď N, sup
0ďtďT

E|xiptq|2 is bounded. l

For the ith agent Ai, consider the perturbation in (L-B-MFG) and introduce a

new system

$

’

’

’

&

’

’

’

%

´dx0
i ptq “

”

Ax0
i ptq `Buiptq ` Cy

0ptq
ı

dt´ q0
i ptqdWiptq ´

N
ÿ

k“1,k‰i

q0
ikptqdWkptq,

x0
i pT q “ξi

(3.26)

and for the jth agent Aj, j ‰ i,

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

´dx̄jptq “
”

Ax̄jptq ´B
2R´1Hy0p0qeAt ` Cy0ptq

ı

dt´ q̄jptqdWjptq

´

N
ÿ

k“1,k‰j

q̄jkptqdWkptq,

x̄jpT q “ξj .

(3.27)

In order to obtain necessary estimates for (B-MFG) and (L-B-MFG), we need

introduce some intermediate states as follows

$

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

%

´dx̌iptq “

„

Ax̌iptq `Buiptq `
N ´ 1

N
Cx̌pN´1qptq



dt´ q̌iptqdWiptq

´

N
ÿ

k“1,k‰i

q̌ikptqdWkptq,

x̌ipT q “ξi

(3.28)
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and for j ‰ i,

$

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

%

´dx̌jptq “

„

Ax̌jptq ´B
2R´1Hy0p0qeAt `

N ´ 1

N
Cx̌pN´1qptq



dt

´ q̌jptqdWjptq ´
N
ÿ

k“1,k‰j

q̌jkptqdWkptq,

x̌jpT q “ξj

(3.29)

where x̌pN´1qptq “ 1
N´1

N
ř

j“1,j‰i

x̌jptq. Denote xpN´1qptq “ 1
N´1

N
ř

j“1,j‰i

xjptq, by (3.24)

and (3.29), we get

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

´dxpN´1qptq “

„

´

A`
N ´ 1

N
C
¯

xpN´1qptq ´B2R´1Hy0p0qeAt `
C

N
xiptq



dt

´
1

N ´ 1

N
ÿ

j“1,j‰i

»

–qjptqdWjptq `
N
ÿ

k“1,k‰j

qjkptqdWkptq

fi

fl ,

xpN´1qpT q “ξpN´1q

(3.30)

and

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

´dx̌pN´1qptq “

„

´

A`
N ´ 1

N
C
¯

x̌pN´1qptq ´B2R´1Hy0p0qeAt


dt

´
1

N ´ 1

N
ÿ

j“1,j‰i

»

–q̌jptqdWjptq `
N
ÿ

k“1,k‰j

q̌jkptqdWkptq

fi

fl ,

x̌pN´1qpT q “ξpN´1q

(3.31)

where ξpN´1q “ 1
N´1

N
ř

j“1,j‰i

ξj.

We have the following estimates.
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Proposition 3.4.

sup
0ďtďT

E
ˇ

ˇ

ˇ
xpN´1qptq ´ x̌pN´1qptq

ˇ

ˇ

ˇ

2
“ O

´ 1

N2

¯

, (3.32)

sup
0ďtďT

E
ˇ

ˇ

ˇ
xpNqptq ´ xpN´1qptq

ˇ

ˇ

ˇ

2
“ O

´ 1

N

¯

, (3.33)

sup
0ďtďT

E
ˇ

ˇ

ˇ
x̌pN´1qptq ´ y0ptq

ˇ

ˇ

ˇ

2
“ O

´ 1

N

¯

. (3.34)

Proof. By (3.30) and (3.31), we have

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

´d
`

xpN´1qptq ´ x̌pN´1qptq
˘

“

«

´

A`
N ´ 1

N
C
¯

`

xpN´1qptq ´ x̌pN´1qptq
˘

`
C

N
xiptq

ff

dt

´
1

N ´ 1

N
ÿ

j“1,j‰i

«

`

qjptq ´ q̌jptq
˘

dWjptq `
N
ÿ

k“1,k‰j

`

qjkptq ´ q̌jkptq
˘

dWkptq

ff

,

xpN´1qpT q ´ x̌pN´1qpT q “ 0.

By the estimates of BSDE, Proposition 3.3, and Gronwall’s inequality, the assertion

(3.32) holds. (3.33) follows from assumption (H3) and the L2-boundness of controls

uip¨q and ũjp¨q, j ‰ i. By (3.13) and (3.31), making similar analysis, we get (3.34). l

In addition, based on Proposition 3.4, we obtain more direct estimates to prove

Theorem 3.1.

Lemma 3.3.

sup
0ďtďT

E
ˇ

ˇ

ˇ
|xiptq|

2
´ |x0

i ptq|
2
ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

, (3.35)

ˇ

ˇ

ˇ
Jipui, ū´iq ´ Jipuiq

ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

. (3.36)

Proof. By Proposition 3.4, we get sup
0ďtďT

E
ˇ

ˇ

ˇ
xpNqptq ´ y0ptq

ˇ

ˇ

ˇ

2

“ O
´

1
N

¯

. Besides, by

(3.23) and (3.26), we obtain sup
0ďtďT

E
ˇ

ˇ

ˇ
xiptq´x

0
i ptq

ˇ

ˇ

ˇ

2

“ O
´

1
N

¯

. Noting sup
0ďtďT

E|x0
i ptq|

2 ă

`8, applying Cauchy-Schwarz inequality, we have (3.35). Further, it follows

E
ˇ

ˇ

ˇ
|xip0q|

2
´ |x0

i p0q|
2
ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

.
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Thus, (3.36) is obtained. l

Proof of Theorem 3.1: Now, we consider the ε-Nash equilibrium of Ai for (B-

MFG). Combining Lemma 3.2 and 3.3, we have

Jipūi, ū´iq “Jipūiq `O
´ 1
?
N

¯

ďJipuiq `O
´ 1
?
N

¯

“Jipui, ū´iq `O
´ 1
?
N

¯

.

Thus, Theorem 3.1 follows by taking ε “ O
´

1?
N

¯

. l
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Chapter 4

Backward-Forward LQMFGs with

Major and Minor Agents

This chapter aims to investigate the backward-forward LQ games of large-population

systems with major and minor agents (players). In the last few years, there is some

great work to study the large-population systems with major and minor players, like

[51, 52, 53], etc. It is remarkable that in above works, all agents’ states are formulated

by (forward) SDEs. As the novelty, this chapter turns to consider the major-minor

framework in which the major agent’s dynamics is characterized by some BSDE

with prescribed terminal condition; while dynamics of minor players are described

by SDEs. In this way, a BFSDE system is established in which a large number

of negligible agents are coupled in their dynamics via state average. The problem

when major player takes into account the relative performance by comparison to

minor players is also under consideration. Some auxiliary MF SDEs and a 3 ˆ 2

mixed FBSDE system are considered and analyzed instead of involving the fixed-

point analysis as in Chapter 2. The decentralized strategies are derived, which are

also shown to satisfy the ε-Nash equilibrium property.
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4.1 Problem Formulation

Throughout this chapter, suppose pΩ,F , tFtu0ďtďT , P q is a complete filtered probabil-

ity space on which a standard p1`Nq-dimensional Brownian motion tW0ptq,Wiptq, 1 ď

i ď Nu0ďtďT is defined. Fw0
t :“ σtW0psq, 0 ď s ď tu, Fwi

t :“ σtWipsq, 0 ď s ď tu,

F it :“ σtW0psq,Wipsq; 0 ď s ď tu. Here, tFw0
t u0ďtďT stands for the information of

the major player; while tFwi
t u0ďtďT the individual information of ith minor player.

Consider a large-population system with p1 ` Nq individual agents, denoted by

A0 and tAiu1ďiďN , where A0 stands for the major player, while Ai stands for ith

minor player. The dynamics of A0 is given by a BSDE as follows:

$

&

%

dx0ptq “
“

A0x0ptq `B0u0ptq ` C0z0ptq
‰

dt` z0ptqdW0ptq,

x0pT q “ξ
(4.1)

where ξ P Fw0
T satisfies E|ξ|2 ă `8. The state of minor player Ai is a SDE satisfying

$

’

&

’

%

dxiptq “
”

Axiptq `Buiptq `Dx
pNq
ptq ` αx0ptq

ı

dt` σdWiptq,

xip0q “xi0

(4.2)

where xpNqptq “ 1
N

N
ř

i“1

xiptq is the state-average of minor players; xi0 is the initial

value of Ai. Here, A0, B0, C0, A,B,D, α, σ are scalar constants. Assume that Ft is

the augmentation of σtW0psq,Wipsq, xi0; 0 ď s ď t, 1 ď i ď Nu by all the P -null sets

of F , which is the full information accessible to the large-population system up to

time t. Let Ui, i “ 0, 1, 2, . . . , N be subsets of R. The admissible control strategy

u0 P U0, ui P Ui where

U0 :“
!

u0

ˇ

ˇu0ptq P U0, 0 ď t ď T ; u0p¨q P L
2
Fw0

t
p0, T ;Rq

)

,

and

Ui :“
!

ui
ˇ

ˇuiptq P Ui, 0 ď t ď T ; uip¨q P L
2
Ft
p0, T ;Rq

)

, 1 ď i ď N.
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Let u “ pu0, u1, . . . , uNq denote the set of control strategies of all p1 ` Nq agents;

u´0 “ pu1, u2, . . . , uNq the control strategies except A0; u´i “ pu0, u1, . . . , ui´1,

ui`1, . . . , uNq the control strategies except ith agent Ai, 1 ď i ď N . The cost func-

tional for A0 is given by

J0pu0p¨q, u´0p¨qq“
1

2
E
"
ż T

0

„

Q0

´

x0ptq́ x
pNqptq

¯2
`Q̃x2

0ptq̀ R0u
2
0ptq



dt`H0x
2
0p0q

*

(4.3)

where Q0 ě 0, Q̃ ě 0, R0 ą 0, H0 ě 0. The individual cost functional for Ai, 1 ď i ď

N , is

Jipuip¨q, u´ip¨qq “
1

2
E
"
ż T

0

„

Q
´

xiptq ´ x
pNqptq

¯2
`Ru2

i ptq



dt`Hx2
i pT q

*

(4.4)

where Q ě 0, R ą 0, H ě 0.

Remark 4.1. Unlike [51, 52, 53], the dynamics of major agent in our work is a

BSDE with terminal condition as a priori. The term H0x
2
0p0q is thus introduced in

(4.3) to represent some recursive evaluation. One of its practical meanings is the

initial hedging deposits in pension fund industry. For sake of simplicity, behaviors of

major agent (e.g., the government, as presented in our above example) affect the state

of minor agents (which can be understood as considerable individual and negligible

firms or producers). Moreover, the major and minor agents are further coupled via

the state-average.

Remark 4.2. The cost functional (4.3) takes some linear combination weighted by

Q0 and Q̃. Regarding this point, (4.3) enables us to represent some trade-off between

the absolute quadratic cost x2
0ptq and relative quadratic deviation

´

x0ptq ´ x
pNqptq

¯2

.

This functional combination can be interpreted as some balance between the mini-

mization of its own cost and the benchmark index tracking to minor agents’ average.

Moreover, such tracking can be framed into the relative performance setting. Simi-

lar works can be found in [85] where the relative performance is formulated by some

convex combination λ
´

xiptq ´ x
pNqptq

¯2

` p1´ λqx2
0ptq, λ P r0, 1s.
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We introduce the following assumption:

(H4.1) txi0u
N
i“1 are independent and identically distributed (i.i.d) with Exi0 “ x,

E|xi0|2 ă `8, and also independent of tW0,Wi, 1 ď i ď Nu.

It follows that (4.1) admits a unique solution for all u0 P U0, (see [84]). It is also well

known that under (H4.1), (4.2) admits a unique solution for all ui P Ui, 1 ď i ď N .

Now, we formulate the large-population dynamic optimization problem.

Problem (BF-MM). Find a control strategies set ū “ pū0, ū1, . . . , ūNq which

satisfies

Jipūip¨q, ū´ip¨qq “ inf
uiPUi

Jipuip¨q, ū´ip¨qq, 0 ď i ď N

where ū´0 represents pū1, ū2, . . . , ūNq and ū´i represents pū0, ū1, . . . , ūi´1, ūi`1, . . . , ūNq,

for 1 ď i ď N .

4.2 The Limiting Optimal Control and NCE E-

quation System

To study Problem (BF-MM), one efficient approach is to discuss the associated

MFGs via limiting problem when the agent number N tends to infinity. The key

ingredient in this approach is to specify some suitable representation of state-average

limit. With such limit representation, we can figure out a family of approximating

problems and the decentralized strategies of individual agents can be derived based

on them. Now we present some straightforward analysis to determine the limit

representation in our current work. To start, we first recall the standard procedures

of MFGs. As discussed in [29] and [53], the implementation of MFGs breaks into the

following main steps:

• (i) Fix or freeze the limit state-average by a given process, say x̄ which maybe

deterministic or random.

• (ii) Solve the standard stochastic control problem by replacing xpNq using x̄.
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• (iii) Determine the frozen term x̄ such that the the resulting optimal states

will replicate our state limit.

Due to the major-minor agent feature, Step (ii) can be further divided into two

sub-steps:

• (ii-a) Solve the decentralized standard stochastic control problem of major

agent, by replacing xpNq using x̄. We can obtain the decentralized optimal

control and state of major agent.

• (ii-b) Given the decentralized optimal state and control of major agent, solve

the stochastic control problem facing by the minor agents. Here, the state is

augmented by consisting the individual minor agent’s state, the derived optimal

state of major agent, as well as the limiting state-average.

We have the following basic observation by noting the above MFG procedures

and our backward major’s state. First, as addressed in (i), the limit state average

of minor agents will be frozen and denoted by x̄. Then, by (ii-a), the optimal state

of major agent will be characterized by some BFSDE. This is because the state of

major agent is some BSDE, thus its adjoint process will be some forward SDE but

these two equations will be further coupled in the initial condition. Therefore, we

will get some BFSDE instead the classical FBSDE. Next, by (ii-b), the given minor

agent will solve some standard stochastic control problem with the augmented state:

its own state, the limiting state-average, the optimal state of major agent from (ii-a)

which is a BFSDE. The minor’s optimal control should involve some feedback of this

augmented state. In this way, the minor’s optimal state will be represented through

some coupled system of its own state, the major’s agent, the limiting state-average

as well as one forcing state equation (which is another BSDE because the limit state-

average depends on major’s agent thus it should be a random process in general).

Last, as specified in (iii), we need to make summation of all individual minor agents’

states, take average and send it to limit. This will enable us to replicate the limiting

state-average frozen in (i). In sending limit step, the equations of forward SDE (the
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minor’s state) and the limiting state-average will reduce to the same one. Combining

with the major’s state and forcing equation (BSDE with null terminal condition),

we naturally have the following formulation of limit representation. To obtain the

feedback control and the desired results, we assume Ui “ R for i “ 0, 1, 2, . . . , N .

Suppose xpNqp¨q is approximated by x̄p¨q as N Ñ `8. Introduce the following

auxiliary dynamics of major and minor players, still denoted by x0p¨q, xip¨q respec-

tively:
$

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

%

dx0ptq “
“

A0x0ptq `B0u0ptq ` C0z0ptq
‰

dt` z0ptqdW0ptq,

x0pT q “ ξ,

dx̄ptq “
“

Āptqx̄ptq ` B̄ptqx0ptq ` C̄ptqkptq
‰

dt,

x̄p0q “ x,

dkptq “
“

Ãptqkptq ` B̃ptqx̄ptq ` C̃ptqx0ptq
‰

dt` θptqdW0ptq,

kpT q “ 0

(4.5)

and
$

&

%

dxiptq “
“

Axiptq `Buiptq `Dx̄ptq ` αx0ptq
‰

dt` σdWiptq,

xip0q “xi0.
(4.6)

Note that the coefficients pĀp¨q, B̄p¨q, C̄p¨q, Ãp¨q, B̃p¨q, C̃p¨qq P L2p0, T ;R6q are still to

be determined. The associated limiting cost functionals become

J0pu0p¨qq “
1

2
E
"
ż T

0

„

Q0

´

x0ptq ´ x̄ptq
¯2

` Q̃x2
0ptq `R0u

2
0ptq



dt`H0x
2
0p0q

*

(4.7)

and

Jipuip¨qq “
1

2
E
"
ż T

0

„

Q
´

xiptq ´ x̄ptq
¯2

`Ru2
i ptq



dt`Hx2
i pT q

*

. (4.8)

Thus, we formulate the limiting LQ game as follows.
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Problem (L-BF-MM). For ith agentAi, i “ 0, 1, 2, . . . , N, find ūi P Ui satisfying

Jipūip¨qq “ inf
uiPUi

Jipuip¨qq. (4.9)

ūi satisfying (4.9) is called an optimal control for (L-BF-MM).

Remark 4.3. Since x̄ptq is regarded as the approximated process of state average

xpNqptq, we replace xpNqptq by x̄ptq in Problem (L-BF-MM). In what follows, (L-

BF-MM) is called the limiting problem of (BF-MM) as N Ñ `8. As referred

at the beginning of this section, we are going to deal with this limiting problem first.

Then, we will focus on the ε´Nash equilibrium between (BF-MM) and (L-BF-

MM), which is the biggest difference with the usual Nash equilibrium problem.

Remark 4.4. By noting that each minor player’s state xiptq in (4.2) depends on

the major player’s state x0ptq explicitly, we claim that the limiting process x̄ptq also

depends on x0ptq explicitly. In fact, the third process kptq is also meaningful, which

is a stochastic process introduced in decoupling the Hamilton system. Hereinafter we

will show it.

Remark 4.5. Since the state-average of minor players appears only in the cost func-

tional of major player, the first equation in (4.5) has the same form with (4.1) actu-

ally. However, for regularity, we still write it out.

To get the optimal control of Problem (L-BF-MM), we should obtain the opti-

mal control of A0 first. We have the following lemma.

Lemma 4.1. Corresponding to the forward-backward system (4.5) and (4.7), the

optimal control of A0 for (L-BF-MM) is given by

ū0ptq “ ´B0R
´1
0 p0ptq (4.10)

where the adjoint process p0p¨q and the corresponding optimal trajectory px̂0p¨q, ẑ0p¨qq
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satisfy the following Hamilton system
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’
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’

’

’

’

’

’

%

dx̂0ptq “
“

A0x̂0ptq ´B
2
0R

´1
0 p0ptq ` C0ẑ0ptq

‰

dt` ẑ0ptqdW0ptq,

dx̄ptq “
“

Āptqx̄ptq ` B̄ptqx̂0ptq ` C̄ptqkptq
‰

dt,

dkptq “
“

Ãptqkptq ` B̃ptqx̄ptq ` C̃ptqx̂0ptq
‰

dt` θptqdW0ptq,

dp0ptq “
“

´A0p0ptq ´Q0px̂0ptq ´ x̄ptqq ´ Q̃x̂0ptq ´ B̄ptqpptq ´ C̃ptqqptq
‰

dt

´ C0p0ptqdW0ptq,

dpptq “
“

´ Āptqpptq `Q0px̂0ptq ´ x̄ptqq ´ B̃ptqqptq
‰

dt` θ̄ptqdW0ptq,

dqptq “
`

´ Ãptqqptq ´ C̄ptqpptq
˘

dt,

x̂0pT q “ ξ, x̄p0q “ x, kpT q “ 0, p0p0q “ ´H0x̂0p0q, ppT q “ 0, qp0q “ 0

(4.11)

where θp¨q, θ̄p¨q P L2
Fw0

t
p0, T ;Rq.

Proof. For the variation of control δu0p¨q P L
2
Fw0

t
p0, T ;Rq, introduce the following

variational equations:
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&

’

’

’

’

’

’

’

’

%

dδx0ptq “
“

A0δx0ptq `B0δu0ptq ` C0δz0ptq
‰

dt` δz0ptqdW0ptq,

dδx̄ptq “
“

Āptqδx̄ptq ` B̄ptqδx0ptq ` C̄ptqδkptq
‰

dt,

dδkptq “
“

Ãptqδkptq ` B̃ptqδx̄ptq ` C̃ptqδx0ptq
‰

dt` δθptqdW0ptq,

δx0pT q “ 0, δx̄p0q “ 0, δkpT q “ 0.

(4.12)

Applying Itô’s formula to p0ptqδx0ptq`pptqδx̄ptq`qptqδkptq and noting the associated

first order variation of cost functional :

0“δJ0pū0q“E

#

ż T

0

”

Q0

`

x̂0ptq ´ x̄ptq
˘`

δx0ptq ´ δx̄ptq
˘

` Q̃x̂0ptqδx0ptq `R0ū0ptqδu0ptq
ı

dt

`H0x̂0p0qδx0p0q

+

,

we obtain the optimal control (4.10). Combining all state equations and adjoint

equations, and applying ū0p¨q to A0, we get Hamilton system (4.11). l
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After obtaining the optimal control of major player A0, in what follows we aim to

get the optimal control ūi of minor player Ai, with corresponding optimal trajectory

x̂ip¨q.

Lemma 4.2. Under (H4.1), the optimal control of Ai for (L-BF-MM) is

ūiptq “ ´BR
´1piptq (4.13)

where the adjoint process pip¨q and the corresponding optimal trajectory x̂ip¨q satisfy

BSDE

$

&

%

dpiptq “
“

´ Apiptq ´Q
`

x̂iptq ´ x̄ptq
˘‰

dt` θ0ptqdW0ptq ` θiptqdWiptq,

pipT q “Hx̂ipT q
(4.14)

and SDE

$

&

%

dx̂iptq “
“

Ax̂iptq ´B
2R´1piptq `Dx̄ptq ` αx̂0ptq

‰

dt` σptqdWiptq,

x̂ip0q “xi0.
(4.15)

Here θ0p¨q, θip¨q P L
2
F i

t
p0, T ;Rq; x̂0p¨q and x̄p¨q are given by (4.11). The proof is

similar to that of Lemma 4.1 and omitted. For the coupled BFSDE (4.14) and (4.15),

we are going to decouple it and trying to derive the Nash certainty equivalence (NCE)

system satisfied by the decentralized control policy. Then we have

Lemma 4.3. Suppose P p¨q is the unique solution of the following Riccati equation

system
$

&

%

9P ptq ` 2AP ptq ´B2R´1P 2
ptq `Q “ 0,

P pT q “ H,
(4.16)
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then we obtain the following Hamilton system:
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%

dx̂0ptq “
“

A0x̂0ptq ´B
2
0R

´1
0 p0ptq ` C0ẑ0ptq

‰

dt` ẑ0ptqdW0ptq,

dx̄ptq “
“`

A`D ´B2R´1P ptq
˘

x̄ptq ´B2R´1kptq ` αx̂0ptq
‰

dt,

dkptq “
“`

´A`B2R´1P ptq
˘

kptq `
`

Q´DP ptq
˘

x̄ptq ´ αP ptqx̂0ptq
‰

dt

` θ0ptqdW0ptq,

dp0ptq “
“

´A0p0ptq ´Q0px̂0ptq ´ x̄ptqq ´ Q̃x̂0ptq ´ αpptq ` αP ptqqptq
‰

dt

´ C0p0ptqdW0ptq,

dpptq “
“

´
`

A`D ´B2R´1P ptq
˘

pptq `Q0px̂0ptq ´ x̄ptqq

´
`

Q´DP ptq
˘

qptq
‰

dt` θ̄ptqdW0ptq,

dqptq “
“`

A´B2R´1P ptq
˘

qptq `B2R´1pptq
‰

dt,

x̂0pT q “ ξ, x̄p0q “ x, kpT q “ 0, p0p0q “ ´H0x̂0p0q, ppT q “ 0, qp0q “ 0

(4.17)

which is a 3ˆ 2 FBSDE (TFBSDE).

Proof. Suppose

piptq “ Piptqx̂iptq ` fiptq, 1 ď i ď N

where Pip¨q, fip¨q are to be determined. The terminal condition pipT q “ Hx̂ipT q

implies that

PipT q “ H, fipT q “ 0.

Applying Itô’s formula to Piptqx̂iptq ` fiptq, we have

dpiptq “
“

9Piptq ` APiptq ´B
2R´1P 2

i ptq
‰

x̂iptqdt

`
“

DPiptqx̄ptq ´B
2R´1Piptqfiptq ` αPiptqx̂0ptq

‰

dt` dfiptq ` σPiptqdWiptq.

Comparing the coefficients with (4.14), we get θiptq “ σPiptq,

$

&

%

9Piptq ` 2APiptq ´B
2R´1P 2

i ptq `Q “ 0,

PipT q “ H
(4.18)
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and

$

’

’

’

’

&

’

’

’

’

%

dfiptq “
“`

´A`B2R´1Piptq
˘

fiptq `
`

Q´DPiptq
˘

x̄ptq ´ αPiptqx̂0ptq
‰

dt

` θ0ptqdW0ptq,

fipT q “0.

(4.19)

Noting that Riccati equation (4.18) is symmetric, it is well known that (4.18) admits

a unique nonnegative bounded solution Pip¨q (see [95]). Further we get that P1p¨q “

P2p¨q “ ¨ ¨ ¨ “ PNp¨q :“ P p¨q. Thus, (4.18) coincides with (4.16). Besides, for

given x̄p¨q, x̂0p¨q P L2
Fw0

t
p0, T ;Rq, LBSDE (4.19) admits a unique solution fip¨q P

L2
Fw0

t
p0, T ;Rq. We denote fip¨q :“ fp¨q, i “ 1, 2, . . . , N.

Therefore, the decentralized feedback strategy for Ai, 1 ď i ď N is written as

uiptq “ ´BR
´1
`

P ptqxiptq ` fptq
˘

(4.20)

where xip¨q is the state of minor player Ai. Plugging (4.20) into (4.2) implies the

centralized closed-loop state:

$

’

&

’

%

dxiptq“
”

`

A´B2R´1P ptq
˘

xiptq´B
2R´1fptq`DxpNqptq`αx0ptq

ı

dt`σdWiptq,

xip0q “xi0.

(4.21)

Taking summation, dividing by N and letting N Ñ `8, we get

$

&

%

dx̄ptq “
“`

A`D ´B2R´1P ptq
˘

x̄ptq ´B2R´1fptq ` αx0ptq
‰

dt,

x̄p0q “x.
(4.22)

Comparing the coefficients with the second equation of (4.5), we have

Āp¨q “ A`D ´B2R´1P p¨q, B̄p¨q “ α, C̄p¨q “ ´B2R´1, kp¨q “ fp¨q.

Then we obtain

$

&

%

dkptq “
“`

´A`B2R´1P ptq
˘

kptq `
`

Q´DP ptq
˘

x̄ptq ´ αP ptqx0ptq
‰

dt` θ0ptqdW0ptq,

kpT q “0.
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Noting the third equation of (4.5), it follows that

Ãp¨q “ ´A`B2R´1P p¨q, B̃p¨q “ Q´DP p¨q, C̃p¨q “ ´αP p¨q, θp¨q “ θ0p¨q.

Then (4.17) is obtained, which completes the proof. l

Remark 4.6. The proof of Lemma 4.3 implies that kp¨q “ fp¨q. Thus, kp¨q, which is

first introduced in (4.5) has some specific meanings that it is indeed a force function

when decoupling (4.14) and (4.15).

To get the wellposedness of (4.17), we give the following assumption.

(H4.2) B0 ‰ 0, H0 ą 0, Q̃ ą 0.

Theorem 4.1. Under (H4.2), TFBSDE (4.17) is uniquely solvable.

Proof. Uniqueness.

It is easy checked that (4.16) admits a unique nonnegative bounded solution

(see [95]). For sake of notation convenience, in (4.17) we denote by bpφq, σpφq the

coefficients of drift and diffusion terms respectively, for φ “ p0, x̄, q; denote by fpψq

the generator for ψ “ x̂0, p, k.

Define ∆ :“ pp0, x̄, q, x̂0, p, k, ẑ0, θ̄, θ0q. Similar to the notations in [92], we denote

by

Apt,∆q :“
´

´ fpx̂0q,´fppq,´fpkq, bpp0q, bpx̄q, bpqq, σpp0q, σpx̄q, σpqq
¯

,

which implies Apt,∆q “
´

A0x̂0 ´ B2
0R

´1
0 p0 ` C0ẑ0,´

`

A `D ´ B2R´1P ptq
˘

p ` Q0px̂0 ´

x̄q ´
`

Q ´DP ptq
˘

q,
`

´ A ` B2R´1P ptq
˘

k `
`

Q ´DP ptq
˘

x̄ ´ αP ptqx̂0,´A0p0 ´ Q0px̂0 ´

x̄q ´ Q̃x̂0 ´ αp ` αP ptqq,
`

A `D ´ B2R´1P ptq
˘

x̄ ´ B2R´1k ` αx̂0,
`

A ´ B2R´1P ptq
˘

q `

B2R´1p,´C0p0, 0, 0
¯

.

Then for any ∆i “ ppi0, x̄
i, qi, x̂i0, p

i, ki, ẑi0, θ̄
i, θi0q, i “ 1, 2, we have

xApt,∆1q ´ Apt,∆2q,∆1 ´∆2y

“ ´B2
0R

´1
0 pp1

0 ´ p
2
0q

2 ´Q0

“

px̄1 ´ x̄2q ´ px̂1
0 ´ x̂

2
0q
‰2
´ Q̃px̂1

0 ´ x̂
2
0q

2

ď´B2
0R

´1
0 pp1

0 ´ p
2
0q

2 ´ Q̃px̂1
0 ´ x̂

2
0q

2 :“ ´β1pp
1
0 ´ p

2
0q

2 ´ β2px̂
1
0 ´ x̂

2
0q

2.
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In the following, firstly we are going to show that (4.17) admits at most one

adapted solution. Suppose ∆ and ∆1 “ pp10, x̄
1, q1, x̂10, p

1, k1, ẑ10, θ̄
1, θ10q are two solutions

of (4.17). Setting ∆̂ “ pp̂0, ˆ̄x, q̂, ˆ̂x0, p̂, k̂, ˆ̂z0,
ˆ̄θ, θ̂0q “ pp0´ p

1
0, x̄´ x̄

1, q´ q1, x̂0´ x̂
1
0, p´

p1, k´k1, ẑ0´ ẑ
1
0, θ̄´ θ̄

1, θ0´θ
1
0q and applying Itô’s formula to xp̂0, ˆ̂x0y`xˆ̄x, p̂y`xq̂, k̂y,

we have

´Exp̂0p0q, ˆ̂x0p0qy “ E
ż T

0
xAps,∆q ´ Aps,∆1q, ∆̂yds

ď ´β1E
ż T

0
pp0psq ´ p

1
0psqq

2ds´ β2E
ż T

0
px̂0psq ´ x̂

1
0psqq

2ds.

It follows that

β1E
ż T

0
|p̂0psq|

2ds` β2E
ż T

0

ˇ

ˇˆ̂x0psq
ˇ

ˇ

2
ds`H0E

ˇ

ˇ

ˇ

ˆ̂x0p0q
ˇ

ˇ

ˇ

2
ď 0.

By (H4.2) we get β1 ą 0 and β2 ą 0. Then p̂0psq ” 0, ˆ̂x0psq ” 0. Further ˆ̂z0psq ” 0.

Applying the basic technique to ˆ̄xpsq and k̂psq, and using Gronwall’s inequality, we

obtain ˆ̄xpsq ” 0, k̂psq ” 0 and θ̂0psq ” 0. Similarly, we have q̂psq ” 0, p̂psq ” 0 and

ˆ̄θpsq ” 0. Therefore, (4.17) admits at most one adapted solution.

Existence. In order to prove the existence of the solution we first consider the

following family of FBSDEs parameterized by γ P r0, 1s:

$
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’

%

dpγ0ptq “
“

´ p1´ γqx̂γ0ptqβ2 ` γbpp
γ
0q ` ϕ

1
t

‰

dt`
“

γσppγ0q ` λt
‰

dW0ptq,

dx̂γ0ptq “
“

´ p1´ γqpγ0ptqβ1 ´ γfpx̂
γ
0q ` κ

1
t

‰

dt` ẑγ0 ptqdW0ptq,

dx̄γptq “
“

γbpx̄γq ` ϕ2
t

‰

dt,

dpγptq “
“

´ γfppγq ` κ2
t

‰

dt` θ̄γptqdW0ptq,

dqγptq “
“

γbpqγq ` ϕ3
t

‰

dt,

dkγptq “
“

´ γfpkγq ` κ3
t

‰

dt` θγ0 ptqdW0ptq,

pγ0p0q “ ´p1´ γqx̂
γ
0p0q ´ γH0x̂

γ
0p0q ` a, x̂

γ
0pT q “ γξ, x̄γp0q “ γx,

pγpT q “ 0, qγp0q “ 0, kγpT q “ 0

(4.23)
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where pϕ1, ϕ2, ϕ3, λ, κ1, κ2, κ3q P L2
Fp0, T ;R7q, a P L2pΩ,F0, P ;Rq. Clearly, when

γ “ 1, the existence of (4.23) implies that of (4.17). When γ “ 0, it is easy to get

that (4.23) admits a unique solution (see [92] and [105] for details).

If, a priori, for each pϕ1, ϕ2, ϕ3, λ, κ1, κ2, κ3q P L2
Fp0, T ;R7q, a γ0 P r0, 1q there

exists a unique tuple ppγ00 , x̄
γ0 , qγ0 , x̂γ00 , p

γ0 , kγ0 , ẑγ00 , θ̄
γ0 , θγ00 q of (4.23), then for each

us “
`

p0psq, x̄psq, qpsq, x̂0psq, ppsq, kpsq, ẑ0psq, θ̄psq, θ0psq
˘

P L2
Fs
p0, T ;R9

q,

there exists a unique tuple Us “
`

P0psq, X̄psq, Qpsq, X̂0psq, P psq,Kpsq, Ẑ0psq, Θ̄psq,Θ0psq
˘

P L2
Fs
p0, T ;R9q satisfying the following FBSDEs
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’

’

%

dP0ptq “
“

´ p1´ γ0qX̂0ptqβ2 ` γ0bpP0q ` δpx̂0ptqβ2 ` bpp0qq ` ϕ
1
t

‰

dt

`
“

γ0σpP0q ` λt
‰

dW0ptq,

dX̂0ptq “
“

´ p1´ γ0qP0ptqβ1 ´ γ0fpX̂0q ` δpp0ptqβ1 ´ fpx̂0qq ` κ
1
t

‰

dt

` Ẑ0ptqdW0ptq,

dX̄ptq “
“

γ0bpX̄q ` δbpx̄q ` ϕ
2
t

‰

dt,

dP ptq “
“

´ γ0fpP q ´ δfppq ` κ
2
t

‰

dt` Θ̄ptqdW0ptq,

dQptq “
“

γ0bpQq ` δbpqq ` ϕ
3
t

‰

dt,

dKptq “
“

´ γ0fpKq ´ δfpkq ` κ
3
t

‰

dt`Θ0ptqdW0ptq,

P0p0q “ ´p1´ γ0qX̂0p0q ´ γ0H0X̂0p0q ` δp1´H0qx̂0p0q ` a,

X̂0pT q “ γ0ξ ` δξ, X̄p0q “ γ0x` δx, P pT q “ 0, Qp0q “ 0, KpT q “ 0.

(4.24)

In the following we aim to prove that the mapping defined by

Iγ0`δpuˆ x̂0p0qq “ U ˆ X̂0p0q : L2
F p0, T ;R9q ˆL2pΩ,F0, P q Ñ L2

F p0, T ;R9q ˆL2pΩ,F0, P q

is a contraction.
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Introduce u1 “ pp10, x̄
1, q1, x̂10, p

1, k1, ẑ10, θ̄
1, θ10q P L

2
Fp0, T ;R9q, U 1ˆX̂ 1

0p0q “ Iγ0`δpu
1ˆ

x̂10p0qq and set

û “ pp̂0, ˆ̄x, q̂, ˆ̂x0, p̂, k̂, ˆ̂z0,
ˆ̄θ, θ̂0q

“ pp0 ´ p
1
0, x̄´ x̄

1, q ´ q1, x̂0 ´ x̂
1
0, p´ p

1, k ´ k1, ẑ0 ´ ẑ
1
0, θ̄ ´ θ̄

1, θ0 ´ θ
1
0q

Û “ pP̂0,
ˆ̄X, Q̂,

ˆ̂
X0, P̂ , K̂,

ˆ̂
Z0,

ˆ̄Θ, Θ̂0q

“ pP0 ´ P
1
0, X̄ ´ X̄ 1, Q´Q1, X̂0 ´ X̂

1
0, P ´ P

1, K ´K 1, Ẑ0 ´ Ẑ
1
0, Θ̄´ Θ̄1,Θ0 ´Θ1

0q.

Applying Itô’s formula to xP̂0,
ˆ̂
X0y ` x

ˆ̄X, P̂ y ` xQ̂, K̂y, we have

`

γ0H0 ` p1´ γ0q
˘

E
ˇ

ˇ

ˇ

ˆ̂
X0p0q

ˇ

ˇ

ˇ

2

` E
ż T

0

´

β1

ˇ

ˇP̂0psq
ˇ

ˇ

2
` β2

ˇ

ˇ

ˆ̂
X0psq

ˇ

ˇ

2
¯

ds

ďδC1E
ż T

0

´

|ûs|
2
` |Ûs|

2
¯

ds` δC1E
ˇ

ˇ

ˇ

ˆ̂x0p0q
ˇ

ˇ

ˇ

2

.

(4.25)

On the other hand, since P0 and P 10 are solutions of SDEs with Itô’s type, applying

the usual technique, the estimate for the difference P̂0 “ P0 ´ P
1
0 is obtained by

E
ż T

0

|P̂0psq|
2ds ď C1TδE

ż T

0

|ûs|
2ds` C1TE

ˇ

ˇ

ˇ

ˆ̂
X0p0q

ˇ

ˇ

ˇ

2

` C1TδE
ˇ

ˇ

ˇ

ˆ̂x0p0q
ˇ

ˇ

ˇ

2

` C1TE
ż T

0

´

|
ˆ̂
X0psq|

2
` | ˆ̄Xpsq|2 ` |P̂ psq|2 ` |Q̂psq|2

¯

ds.

(4.26)

Similarly, estimates for the difference ˆ̄X “ X̄ ´ X̄ 1 and Q̂ “ Q´Q1 are given by

sup
0ďsďr

E
ˇ

ˇ

ˆ̄Xpsq
ˇ

ˇ

2
ď C1δE

ż r

0

|ûs|
2ds` C1E

ż r

0

´

|K̂psq|2 ` |
ˆ̂
X0psq|

2
¯

ds (4.27)

and

sup
0ďsďr

E
ˇ

ˇQ̂psq
ˇ

ˇ

2
ď C1δE

ż r

0

|ûs|
2ds` C1E

ż r

0

´

|K̂psq|2 ` |P̂ psq|2
¯

ds (4.28)
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respectively, for @ 0 ď r ď T . In the same way, for the difference of the solutions

p
ˆ̂
X0,

ˆ̂
Z0q “ pX̂0´X̂

1
0, Ẑ0´Ẑ

1
0q, pP̂ ,

ˆ̄Θq “ pP´P 1, Θ̄´Θ̄1q and pK̂, Θ̂0q “ pK´K
1,Θ0´

Θ1
0q, applying the usual technique to the BSDEs, we have

E
ż T

0

´

|
ˆ̂
X0psq|

2
` |

ˆ̂
Z0psq|

2
¯

ds ď C1δE
ż T

0

|ûs|
2ds` C1E

ż T

0

|P̂0psq|
2ds, (4.29)

E
ż r

0

´

|P̂ psq|2 ` | ˆ̄Θpsq|2
¯

ds

ď C1δE
ż r

0

|ûs|
2ds` C1E

ż r

0

´

|
ˆ̂
X0psq|

2
` | ˆ̄Xpsq|2 ` |Q̂psq|2

¯

ds

(4.30)

and

E
ż r

0

´

|K̂psq|2 ` |Θ̂0psq|
2
¯

ds

ď C1δE
ż r

0

|ûs|
2ds` C1E

ż r

0

´

|
ˆ̂
X0psq|

2
` | ˆ̄Xpsq|2

¯

ds

(4.31)

for @ 0 ď r ď T . Here the constant C1 depends on the coefficients of (4.1)-(4.2),

P p¨q, β1, β2 and T. γ0H0 ` p1´ γ0q ě µ, µ “ minp1, H0q ą 0.

Under (H4.2), combining (4.25), (4.27)-(4.28), (4.30)-(4.31) and applying Gron-

wall’s inequality, we obtain

E
ż T

0

|Ûs|
2ds` E

ˇ

ˇ

ˇ

ˆ̂
X0p0q

ˇ

ˇ

ˇ

2

ď C2δ
´

E
ż T

0

|ûs|
2ds` E

ˇ

ˇˆ̂x0p0q
ˇ

ˇ

2
¯

where C2 depends on C1, µ and T. Choosing δ0 “
1

2C2
, we get that for each fixed

δ P r0, δ0s, the mapping Iγ0`δ is a contraction in sense that

E
ż T

0

|Ûs|
2ds` E

ˇ

ˇ

ˇ

ˆ̂
X0p0q

ˇ

ˇ

ˇ

2

ď
1

2

´

E
ż T

0

|ûs|
2ds` E

ˇ

ˇˆ̂x0p0q
ˇ

ˇ

2
¯

.

Then it follows that there exists a unique fixed point

Uγ0`δ “
`

P γ0`δ
0 , X̄γ0`δ, Qγ0`δ, X̂γ0`δ

0 , P γ0`δ, Kγ0`δ, Ẑγ0`δ
0 , Θ̄γ0`δ,Θγ0`δ

0

˘
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which is the solution of (4.23) for γ “ γ0 ` δ. Since δ0 depends only on pC1, µ, T q,

we can repeat this process for N times with 1 ď Nδ0 ă 1` δ0.

Then it follows that, in particular, as γ “ 1 corresponding to ϕit ” 0, λt ” 0, κit ”

0, a “ 0 pi “ 1, 2, 3q, (4.23) admits a unique solution, which implies the wellposedness

of (4.17) (also (4.11)). The proof is complete. l

Remark 4.7. In what follows (4.17) is called the Nash certainty equivalence (NCE)

equation system (see [51, 18, 20, 8]). By Theorem 4.1 we know that there exists a

unique 9-tuple solution pp0, x̄, q, x̂0, p, k, ẑ0, θ̄, θ0q which can be obtained off-line. Thus

it is equivalent with the fixed point principle. To our best knowledge, it is the first

time to focus on the wellposedness of TFBSDE in large-population problems. It is of

great feature and meaningful.

4.3 ε-Nash Equilibrium Analysis for (BF-MM)

In above sections, we obtained the optimal control ūip¨q, 0 ď i ď N of Problem

(L-BF-MM) through the consistency condition system. Now we turn to verify the

ε-Nash equilibrium of Problem (BF-MM). To start, we first present the definition

of ε-Nash equilibrium for pN ` 1q agents.

Definition 4.1. A set of controls uk P Uk, 0 ď k ď N, for pN ` 1q agents is called

an ε-Nash equilibrium with respect to the costs Jk, 0 ď k ď N, if there exists ε ě 0

such that for any fixed 0 ď i ď N , we have

Jipui, u´iq ď Jipu1i, u´iq ` ε (4.32)

when any alternative control u1i P Ui is applied by Ai.

Now, we state the main result of this paper and its proof will be given later.

Theorem 4.2. Under (H4.1)-(H4.2), pũ0, ũ1, ũ2, . . . , ũNq satisfies the ε-Nash equi-

librium of (BF-MM). Here, ũ0 is given by

ũ0ptq “ ´B0R
´1
0 p0ptq (4.33)
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where p0p¨q is obtained outline by (4.17); while for 1 ď i ď N, ũi is

ũiptq “ ´BR
´1P ptqx̃iptq ´BR

´1kptq (4.34)

where x̃ip¨q, the state trajectory for Ai, satisfies (4.21).

The proof of above theorem needs several lemmas which are presented later.

Denote by px̃0p¨q, z̃0p¨qq the centralized state trajectory; px̂0p¨q, ẑ0p¨qq the decentralized

one. Applying ũ0p¨q to A0 and using the notations above, it is easy to know that

px̃0p¨q, z̃0p¨qq ” px̂0p¨q, ẑ0p¨qq. Further, px̄p¨q, kp¨qqx̃0 “ px̄p¨q, kp¨qqx̂0 . Hereafter, for any

hjp¨q P L
2
Fp0, T ;Rq, j “ 1, 2, 3, denote by ph1p¨q, h2p¨qqh3 the stochastic process pair

ph1p¨q, h2p¨qq which is determined by h3p¨q. The cost functionals for (BF-MM) and

(L-BF-MM) are given by

J0pũ0p¨q, ũ´0p¨qq “
1

2
E
"
ż T

0

„

Q0

´

x̃0ptq ´ x̃
pNqptq

¯2
` Q̃x̃2

0ptq `R0ũ
2
0ptq



dt`H0x̃
2
0p0q

*

(4.35)

and

J0pū0p¨qq “
1

2
E
"
ż T

0

„

Q0

´

x̂0ptq ´ x̄ptqx̂0

¯2
` Q̃x̂2

0ptq `R0ū
2
0ptq



dt`H0x̂
2
0p0q

*

(4.36)

respectively. For Ai, 1 ď i ď N , we have the following close-loop system

$

’

&

’

%

dx̃iptq“
”

pA´B2R´1P ptqqx̃iptq´B
2R´1kptqx̃0`Dx̃

pNqptq`αx̃0ptq
ı

dt`σdWiptq,

x̃ip0q “xi0

(4.37)

with the cost functional

Jipũip¨q, ũ´ip¨qq “
1

2
E
"
ż T

0

„

Q
´

x̃iptq ´ x̃
pNqptq

¯2
`Rũ2

i ptq



dt`Hx̃2
i pT q

*

(4.38)

where x̃pNqptq “ 1
N

N
ř

i“1

x̃iptq. The auxiliary system (limiting problem) is given by

$

’

&

’

%

dx̂iptq“
”

pA´B2R´1P ptqqx̂iptq´B
2R´1kptqx̂0`Dx̄ptqx̂0`αx̂0ptq

ı

dt`σdWiptq,

x̂ip0q “xi0

(4.39)
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with the cost functional

Jipūip¨qq “
1

2
E
"
ż T

0

„

Q
´

x̂iptq ´ x̄ptqx̂0

¯2

`Rū2
i ptq



dt`Hx̂2
i pT q

*

(4.40)

where px̄ptqx̂0 , kptqx̂0q satisfies (4.17). We have

Lemma 4.4.

sup
0ďtďT

E
ˇ

ˇ

ˇ
x̃pNqptq ´ x̄ptqx̂0

ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

, (4.41)

ˇ

ˇ

ˇ
J0pũ0, ũ´0q ´ J0pū0q

ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

. (4.42)

Proof. By (4.37), we have

$

’

’

’

&

’

’

’

%

dx̃pNqptq“
”

`

A`D´B2R´1P ptq
˘

x̃pNqptq´B2R´1kptqx̃0`αx̃0ptq
ı

dt`
1

N

N
ÿ

i“1

σdWiptq,

x̃pNqp0q “x
pNq
0

where x
pNq
0 “ 1

N

N
ř

i“1

xi0. Noting that

E
ˇ

ˇ

ˇ
x
pNq
0 ´ x

ˇ

ˇ

ˇ

2

„ E

ˇ

ˇ

ˇ

ˇ

ˇ

ż t

0

1

N

N
ÿ

i“1

σdWipsq

ˇ

ˇ

ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

,

by (4.17) and Gronwall’s inequality, we obtain (4.41).

It is easily got that sup
0ďtďT

E
ˇ

ˇx̂0ptq ´ x̄ptqx̂0
ˇ

ˇ

2
ă `8. Applying Cauchy-Schwarz

inequality, we have

sup
0ďtďT

E
ˇ

ˇ

ˇ

ˇ

ˇx̃0ptq ´ x̃
pNq
ptq

ˇ

ˇ

2
´
ˇ

ˇx̂0ptq ´ x̄ptqx̂0
ˇ

ˇ

2
ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

. (4.43)

In addition, by (4.10) and (4.33), we have ũ0p¨q “ û0p¨q. Thus (4.42) is obtained. l

For minor players, we have
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Lemma 4.5.

sup
1ďiďN

„

sup
0ďtďT

E
ˇ

ˇ

ˇ
x̃iptq ´ x̂iptq

ˇ

ˇ

ˇ

2


“ O
´ 1

N

¯

, (4.44)

sup
1ďiďN

„

sup
0ďtďT

E
ˇ

ˇ

ˇ
ũiptq ´ ūiptq

ˇ

ˇ

ˇ

2


“ O
´ 1

N

¯

, (4.45)

ˇ

ˇ

ˇ
Jipũi, ũ´iq ´ Jipūiq

ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

, 1 ď i ď N. (4.46)

Proof. For @ 1 ď i ď N, applying Gronwall’s inequality, we get (4.44) from (4.41).

(4.45) follows from (4.44) obviously. Using the same technique as (4.43) and noting

sup
0ďtďT

E
ˇ

ˇx̂iptq´ x̄ptqx̂0
ˇ

ˇ

2
ă `8, sup

0ďtďT
E
ˇ

ˇūiptq
ˇ

ˇ

2
ă `8, sup

0ďtďT
E
ˇ

ˇx̂iptq
ˇ

ˇ

2
ă `8, we obtain

(4.46). l

Until now, we have addressed some estimates of states and costs corresponding

to control ũi and ūi,0 ď i ď N . Next we will focus on the ε-Nash equilibrium for

(BF-MM). Consider a perturbed control u0 P U0 for A0 and introduce the dynamics

$

’

&

’

%

dl0ptq “
”

A0l0ptq `B0u0ptq ` C0q0ptq
ı

dt` q0ptqdW0ptq,

x0pT q “ξ

(4.47)

whereas minor players keep the control ũi, 1 ď i ď N, i.e.,

$

’

&

’

%

dliptq“
”

pA´B2R´1P ptqqliptq´B
2R´1kptql0`Dl

pNqptq`αl0ptq
ı

dt`σdWiptq,

lip0q “xi0

(4.48)

where lpNqptq “ 1
N

N
ř

k“1

lkptq; kptql0 associated with l0 satisfies

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

dkptql0 “
”

`

´A`B2R´1P ptq
˘

kptql0 `
`

Q´DP ptq
˘

x̄ptql0 ´ αP ptql0ptq
ı

dt

` θ0ptql0dW0ptq,

dx̄ptql0 “
”

`

A`D ´B2R´1P ptq
˘

x̄ptql0 ´B
2R´1kptql0 ` αl0ptq

ı

dt,

kpT ql0 “ 0, x̄p0ql0 “ x.

(4.49)
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And for any fixed i, 1 ď i ď N , consider a perturbed control ui P Ui for Ai, whereas

the major and other minor players keep the control ũj, 0 ď j ď N, j ‰ i. Introduce

the dynamics

$

’

&

’

%

dmiptq “
”

Amiptq `Buiptq `Dm
pNqptq ` αx̃0ptq

ı

dt` σdWiptq,

mip0q “xi0

(4.50)

and for 1 ď j ď N, j ‰ i,

$

’

&

’

%

dmjptq“
”

pA´B2R´1P ptqqmjptq́ B
2R´1kptqx̃0`Dm

pNqptq̀ αx̃0ptq
ı

dt̀ σdWiptq,

mjp0q “xj0

(4.51)

where mpNqptq “ 1
N

N
ř

k“1

mkptq; kptqx̃0 satisfies (4.17) due to x̃0p¨q “ x̂0p¨q.

If ũj, 0 ď j ď N is an ε-Nash equilibrium with respect to cost Jj, it holds that

Jjpũj, ũ´jq ě inf
ujPUj

Jjpuj, ũ´jq ě Jjpũj, ũ´jq ´ ε.

Then, when making the perturbation, we just need to consider uj P Uj such that

Jjpuj, ũ´jq ď Jjpũj, ũ´jq, which implies

1

2
E
ż T

0

Ru2
jptqdt ď Jjpui, ũ´jq ď Jjpũj, ũ´jq “ Jjpūjq `O

´ 1
?
N

¯

.

In the limiting cost functional Jj, by the optimality of px̄j, ūjq, we get that px̄j, ūjq

is L2-bounded. Then we obtain the boundedness of Jjpūjq, i.e.,

E
ż T

0

u2
jptqdt ď C3, 0 ď j ď N (4.52)

where C3 is a positive constant and independent of N . Then we have the following

proposition.
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Proposition 4.1. sup
0ďtďT

E
ˇ

ˇl0ptq
ˇ

ˇ

2
, sup

1ďkďN

„

sup
0ďtďT

E
ˇ

ˇlkptq
ˇ

ˇ

2



, sup
1ďkďN

„

sup
0ďtďT

E
ˇ

ˇmkptq
ˇ

ˇ

2



are

bounded.

Proof. By (4.52), applying the usual technique of BSDE, we get the boundedness

of sup
0ďtďT

E
ˇ

ˇl0ptq
ˇ

ˇ

2
. It follows from (4.48) that

E

«

N
ÿ

k“1

|lkptq|
2

ff

ďC4

#

E

«

N
ÿ

k“1

|xk0|
2

ff

` E
ż t

0

«

N
ÿ

k“1

|lkpsq|
2 `N |kpsql0 |

2 `N |l0psq|
2

ff

ds

`

N
ÿ

k“1

E
ˇ

ˇ

ˇ

ż t

0
σdWkpsq

ˇ

ˇ

ˇ

2
+

.

From (4.50) and (4.51), it holds that

E

«

N
ÿ

k“1

|mkptq|
2

ff

ďC5

#

E

«

N
ÿ

k“1

|xk0|
2

ff

` E
ż t

0

»

–

N
ÿ

k“1

|mkpsq|
2 ` |uipsq|

2 `

N
ÿ

k“1,k‰i

|ũkpsq|
2

`N |x̃0psq|
2
‰

ds`
N
ÿ

k“1

E
ˇ

ˇ

ˇ

ż t

0
σdWkpsq

ˇ

ˇ

ˇ

2
+

.

Here, C4 and C5 are both positive constants. Since sup
0ďtďT

E
ˇ

ˇl0ptq
ˇ

ˇ

2
is bounded, we get

the boundedness of sup
0ďtďT

E
ˇ

ˇkptql0
ˇ

ˇ

2
by (4.49). It follows from (4.52) that E|uip¨q|2

is bounded. Besides, the optimal controls ũkp¨q, k ‰ i is L2-bounded. Then by

Gronwall’s inequality, it follows that

sup
0ďtďT

E

«

N
ÿ

k“1

|lkptq|
2

ff

„ sup
0ďtďT

E

«

N
ÿ

k“1

|mkptq|
2

ff

“ OpNq.

Thus, for any 1 ď k ď N, sup
0ďtďT

E|lkptq|2 and sup
0ďtďT

E|mkptq|
2 are bounded. Hence the

result. l

Correspondingly, the dynamics for agent A0 under control u0 for (L-BF-MM)
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is as follows

$

&

%

dl10ptq “
“

A0l
1
0ptq `B0u0ptq ` C0q

1
0ptq

‰

dt` q10ptqdW0ptq,

x10pT q “ξ
(4.53)

and for agent Ai, 1 ď i ď N ,

$

&

%

dl̂iptq “
“

pA´B2R´1P ptqql̂iptq ´B
2R´1kptql10 `Dx̄ptql10 ` αl

1
0ptq

‰

dt` σdWiptq,

l̂ip0q “xi0.

(4.54)

where pkptql10 , x̄ptql10q associated with l10 satisfying

$

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

%

dkptql10 “
“`

´A`B2R´1P ptq
˘

kptql10 `
`

Q´DP ptq
˘

x̄ptql10 ´ αP ptql
1
0ptq

‰

dt

` θ0ptql10dW0ptq,

dx̄ptql10 “
“`

A`D ´B2R´1P ptq
˘

x̄ptql10 ´B
2R´1kptql10 ` αl

1
0ptq

‰

dt,

kpT ql10 “ 0, x̄p0ql10 “ x.

(4.55)

Then we have

Lemma 4.6.

sup
0ďtďT

E
ˇ

ˇ

ˇ
lpNqptq ´ x̄ptql10

ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

, (4.56)

ˇ

ˇ

ˇ
J0pu0, ũ´0q ´ J0pu0q

ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

. (4.57)

Proof. From (4.47) and (4.53), by the existence and uniqueness of BSDE, for

the same perturbed control u0p¨q we have pl10, q
1
0q “ pl0, q0q. Further, noting FBSDE

(4.49) and (4.55), we get pkptql10 , x̄ptql10q “ pkptql0 , x̄ptql0q.

It follows from (4.48) that

$

’

’

’

&

’

’

’

%

dlpNqptq “
”

`

A`D ´B2R´1P ptq
˘

lpNqptq ´B2R´1kptql0 ` αl0ptq
ı

dt`
1

N

N
ÿ

i“1

σdWiptq,

lpNqp0q “x
pNq
0 .
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Noting (4.55) and

E
ˇ

ˇ

ˇ
x
pNq
0 ´ x0

ˇ

ˇ

ˇ

2
„ E

ˇ

ˇ

ˇ

ˇ

ˇ

ż t

0

1

N

N
ÿ

i“1

σdWipsq

ˇ

ˇ

ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

,

and applying Gronwall’s inequality, we get (4.56). Using the same technique as

Lemma 4.4 and noting sup
0ďtďT

E
ˇ

ˇl10ptq ´ x̄ptql10
ˇ

ˇ

2
ă `8, we obtain (4.57). l

Now, we will focus on the difference of states and cost functionals for the per-

turbed control and optimal control of minor players. Given the system of Ai under

control ui for (L-BF-MM)

$

&

%

dm1iptq “
“

Am1iptq `Buiptq `Dx̄ptqx̂0 ` αx̂0ptq
‰

dt` σdWiptq,

m1ip0q “xi0

(4.58)

and for agent Aj, 1 ď j ď N, j ‰ i,

$

&

%

dm̂jptq“
“

pA´B2R´1P ptqqm̂jptq́ B
2R´1kptqx̂0`Dx̄ptqx̂0`αx̂0ptq

‰

dt̀ σdWiptq,

m̂jp0q “xj0

(4.59)

where px̄ptqx̂0 , kptqx̂0q satisfies (4.17).

In order to give necessary estimates in (BF-MM) and (L-BF-MM), we need

to introduce some intermediate states as

$

’

’

&

’

’

%

dm̌iptq “

„

Am̌iptq `Buiptq `
N ´ 1

N
Dm̌pN´1qptq ` αx̃0ptq



dt` σdWiptq,

m̌ip0q “xi0

(4.60)

and for 1 ď j ď N, j ‰ i,

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

dm̌jptq “
”´

A´B2R´1P ptq
¯

m̌jptq ´B
2R´1kptqx̃0 `

N ´ 1

N
Dm̌pN´1qptq

` αx̃0ptq
ı

dt` σdWjptq,

m̌jp0q “xj0

(4.61)

86



where m̌pN´1qptq “ 1
N´1

N
ř

j“1,j‰i

m̌jptq.

Define mpN´1qptq :“ 1
N´1

N
ř

j“1,j‰i

mjptq, x
pN´1q
0 :“ 1

N´1

N
ř

j“1,j‰i

xj0. By (4.51) and

(4.61), we get

$

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

%

dmpN´1qptq “
”´

A´B2R´1P ptq `
N ´ 1

N
D
¯

mpN´1qptq ´B2R´1kptqx̃0

` αx̃0ptq `
D

N
miptq

ı

dt`
1

N ´ 1

N
ÿ

j“1,j‰i

σdWjptq,

mpN´1qp0q “x
pN´1q
0

(4.62)

and

$

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

%

dm̌pN´1qptq “
”´

A´B2R´1P ptq `
N ´ 1

N
D
¯

m̌pN´1qptq ´B2R´1kptqx̃0

` αx̃0ptq
ı

dt`
1

N ´ 1

N
ÿ

j“1,j‰i

σdWjptq,

m̌pN´1qp0q “x
pN´1q
0 .

(4.63)

Then we have the following proposition.

Proposition 4.2.

sup
0ďtďT

E
ˇ

ˇ

ˇ
mpN´1q

ptq ´ m̌pN´1q
ptq

ˇ

ˇ

ˇ

2

“ O
´ 1

N2

¯

, (4.64)

sup
0ďtďT

E
ˇ

ˇ

ˇ
mpNq

ptq ´mpN´1q
ptq

ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

, (4.65)

sup
0ďtďT

E
ˇ

ˇ

ˇ
m̌pN´1q

ptq ´ x̄ptqx̂0

ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

. (4.66)

Proof. From (4.62)-(4.63), applying Proposition 4.1 and Gronwall’s inequali-

ty, the assertion (4.64) holds. (4.65) follows from (H4.1) and the L2-boundness of

controls uip¨q and ũjp¨q, j ‰ i. From (4.63) and (4.17), noting px̄ptqx̃0 , kptqx̃0 , x̃0q “
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px̄ptqx̂0 , kptqx̂0 , x̂0q, we get

$

’

’

’

&

’

’

’

%

d
´

m̌pN´1qptq́ x̄ptqx̂0

¯

“

„

N ´ 1

N
D
`

m̌pN´1qptq́ x̄ptqx̂0

˘

´
D

N
x̄ptqx̂0



dt̀
1

N ´ 1

N
ÿ

j“1,j‰i

σdWjptq,

m̌pN´1qp0q ´ x̄p0qx̂0
“x

pN´1q
0 ´ x.

Therefore (4.66) is obtained. l

Based on Proposition 4.2, we obtain more direct estimates to prove Theorem 4.2.

Lemma 4.7. For fixed i, 1 ď i ď N , we have

sup
0ďtďT

E
ˇ

ˇ

ˇ
mpNqptq ´ x̄ptqx̂0

ˇ

ˇ

ˇ

2
“ O

´ 1

N

¯

, (4.67)

sup
0ďtďT

E
ˇ

ˇ

ˇ
miptq ´m

1
iptq

ˇ

ˇ

ˇ

2
“ O

´ 1

N

¯

, (4.68)

ˇ

ˇ

ˇ
Jipui, ũ´iq ´ Jipuiq

ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

. (4.69)

Proof. (4.67) follows from Proposition 4.2 directly. From (4.50) and (4.58), we get

(4.68) by applying (4.67). Further, sup
0ďtďT

E
ˇ

ˇ

ˇ
|miptq|

2´|m1
iptq|

2
ˇ

ˇ

ˇ
“ O

´

1?
N

¯

. In addition,

sup
0ďtďT

E
ˇ

ˇ

ˇ

`

miptq ´m
pNqptq

˘2
´
`

m1
iptq ´ x̄ptqx̂0

˘2
ˇ

ˇ

ˇ
“ O

´

1?
N

¯

. Then (4.69) follows. l

Proof of Theorem 4.2: Combining (4.42) and (4.57), we have

J0pũ0, ũ´0q “ J0pū0q `O
´ 1
?
N

¯

ď J0pu0q `O
´ 1
?
N

¯

“ J0pu0, ũ´0q `O
´ 1
?
N

¯

.

It follows from (4.46) and (4.69) that

Jipũi, ũ´iq “ Jipūiq `O
´ 1
?
N

¯

ď Jipuiq `O
´ 1
?
N

¯

“ Jipui, ũ´iq `O
´ 1
?
N

¯

.

Thus, Theorem 4.2 follows by taking ε “ O
´

1?
N

¯

. l
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Chapter 5

Leader-Follower LQMFGs

Involving Major and Minor Agents

This chapter investigates the combination problems of leader-follower and major-

minor systems, where the large scale population is also under consideration. In

the entire system, the major and minor agents are together regarded as the lead-

ers, which are called major-leader and minor-leaders respectively. This chapter is

devoted to giving the frameworks and processing methods of three topics. In the

first topic (“Serial-Parallel Coupling”–Case I), the optimization problems of follow-

ers are solved firstly, and the left is a classic major-minor problem and solved in the

way of [51]. The major-leader imposes some direct impacts to the followers in the

second topic (“Serial-Parallel Coupling”–Case II). The processing way is similar to

the first topic, but the corresponding variation mode is different. In the third top-

ic (“Serial Coupling”), motivated by [55], the problem, which is seemed as “major

leader—minor leader—follower” model, is investigated in the “anticipating” manner

and solved from back to front. In all three topics, the agents track different convex

combinations of the centroid and dynamics of agents. In the end, three consistency

condition systems are obtained.
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5.1 “Serial-Parallel Coupling”–Case I

pΩ,F , P q is a complete probability space on which a standard p1 ` NL ` NF q-

dimensional Brownian motion tW0ptq,Wiptq,ĂWjptq, 1 ď i ď NL, 1 ď j ď NF u0ďtďT

is defined. Here, NL and NF stands for the population size of minor-leaders and

followers respectively. We define the filtration F0
t :“ σtW0psq, 0 ď s ď tu, F it :“

σtW0psq,Wipsq, 0 ď s ď tu, for 1 ď i ď NL, Gjt :“ σtW0psq,ĂWjpsq, 0 ď s ď tu, for

1 ď j ď NF , Ft :“ σtW0psq,Wipsq,ĂWjpsq, 0 ď s ď t; 1 ď i ď NL, 1 ď j ď NF u.

We consider a large-population system with p1 ` NL ` NF q individual agents,

including the major-leader (the government or supervisory, denoted by A0), the

minor-leaders (firms, denoted by Ai, 1 ď i ď NL) and the followers (suppliers of raw

material or manufacturers of primary commodity, denoted by Bj, 1 ď j ď NF ). The

dynamics of A0,Ai,Bj are given as follows:

$

&

%

dx0ptq “ rA0ptqx0ptq `B0ptqu0ptqsdt`D0ptqdW0ptq,

x0p0q “ x0,
(5.1)

$

&

%

dxiptq “ rAptqxiptq `Bptquiptqsdt`DptqdWiptq ` CptqdW0ptq,

xip0q “ x, i “ 1, 2, . . . , NL,
(5.2)

and
$

&

%

dyjptq “ rÃptqyjptq ` B̃ptqvjptqsdt` D̃ptqdĂWjptq ` C̃ptqdW0ptq,

yjp0q “ y, j “ 1, 2, . . . , NF .

(5.3)

Here, Wi,ĂWj denote the individual random noise while W0 denotes the random noise

of the major-leader. The admissible controls u0 P U0, ui P Ui, vj P Vj where the

admissible control set U0, Ui and Vj are defined as

U0 :“
!

u0|u0p¨q P L
2
F0

t
p0, T ;Rq

)

, Ui :“
!

ui|uip¨q P L
2
F i

t
p0, T ;Rq

)

, 1 ď i ď NL,

Vj :“
!

vj |vjp¨q P L
2
Gj
t

p0, T ;Rq
)

, 1 ď j ď NF .
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Let pu0, u, vq “ pu0, u1, . . . , uNL
, v1, . . . , vNF

q denote the set of control strategies of

all p1 ` NL ` NF q agents; u “ pu1, . . . , ui, . . . , uNL
q the set of control strategies of

all NL major-leader agents; v “ pv1, . . . , vj, . . . , vNF
q the set of control strategies of

all NF follower agents; u´i “ pu1, . . . , ui´1, ui`1, . . . , uNL
q the control strategy set

of major-leader agents except the ith one Ai; v´j “ pv1, . . . , vj´1, vj`1, . . . , vNF
q the

control strategy set of follower agents except the jth follower agent Bj. Introduce the

following cost functional

J0pu0, u, vq “
1

2
E
!

ż T

0

”

Q0ptq
´

x0ptq ´
`

λ0x
pNLqptq ` p1´ λ0qy

pNF qptq
˘

¯2

`R0ptqu
2
0ptq

ı

dt`H0x
2
0pT q

)

,

(5.4)

for A0;

J Li pu0, ui, u´iq “
1

2
E
!

ż T

0

”

Qptq
´

xiptq ´
`

λxpNLqptq ` p1´ λqx0ptq
˘

¯2

`Rptqu2
i ptq

ı

dt`Hx2
i pT q

)

,

(5.5)

for Ai, 1 ď i ď NL; and

J Fj pu0, u, vj , v´jq “
1

2
E
!

ż T

0

”

Q̃ptq
´

yjptq ´
`

λ̃xpNLqptq ` p1´ λ̃qypNF qptq
˘

¯2

` R̃ptqv2
j ptq

ı

dt` H̃y2
j pT q

)

,

(5.6)

for Bj, 1 ď j ď NF . Here, xpNLqptq “ 1
N

NL
ř

i“1

xiptq and ypNF qptq “ 1
N

NF
ř

j“1

yjptq are

state-average.

For the coefficients of (5.1)-(5.6), we set the following assumptions:

(H5.1) A0p¨q, B0p¨q, D0p¨q P L
8p0, T ;Rq, x0 P R, Q0p¨q, R0p¨q P L

8p0, T ;Rq,

Q0p¨q ě 0, R0p¨q ě δ0, for δ0 ą 0, λ0, H0 ě 0.

(H5.2) Ap¨q, Bp¨q, Cp¨q, Dp¨q P L8p0, T ;Rq, x P R, Qp¨q, Rp¨q P L8p0, T ;Rq,

Qp¨q ě 0, Rp¨q ě δ, for δ ą 0, λ,H ě 0.
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(H5.3) Ãp¨q, B̃p¨q, C̃p¨q, D̃p¨q P L8p0, T ;Rq, y P R, Q̃p¨q, R̃p¨q P L8p0, T ;Rq,

Q̃p¨q ě 0, R̃p¨q ě δ̃, for δ̃ ą 0, λ̃, H̃ ě 0.

Now, we formulate the large-population LQ games with leader-followers and major-

minors (LF-MFG) as follows.

Problem (LF-MFG). Find a control strategy set pū0, ū, v̄q “ pū0, ū1, . . . , ūNL
,

v̄1, . . . , v̄NF
q which satisfies

J0pū0, ū, v̄q “ inf
u0PU0

J0pu0, ū, v̄q,

J L
i pū0, ūi, ū´iq “ inf

uiPUi

J L
i pū0, ui, ū´iq, 1 ď i ď NL,

J F
j pū0, ū, v̄j, v̄´jq “ inf

vjPVj

J F
j pū0, ū, vj, v̄´jq, 1 ď j ď NF

where ū´i represents pū1, . . . , ūi´1, ūi`1, . . . , ūNL
q, and v̄´j represents pv̄1, . . . , v̄j´1,

v̄j`1, . . . , v̄NF
q.

To study (LF-MFG), one efficient approach is to discuss the associated MFGs via

limiting problem when the agent number NL and NF tends to infinity. As NL, NF Ñ

`8, suppose xpNLq and ypNF q can be approximated by F0
t -measurable functions x̄

and ȳ, respectively.

Introduce the following auxiliary cost functionals as

J0pu0q “
1

2
E
!

ż T

0

”

Q0ptq
´

x0ptq ´
`

λ0x̄ptq ` p1´ λ0qȳptq
˘

¯2
`R0ptqu

2
0ptq

ı

dt

`H0x
2
0pT q

)

,

(5.7)

for A0;

JLi pu0, uiq “
1

2
E
!

ż T

0

”

Qptq
´

xiptq ´
`

λx̄ptq ` p1´ λqx0ptq
˘

¯2
`Rptqu2

i ptq
ı

dt

`Hx2
i pT q

)

,

(5.8)
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for Ai, 1 ď i ď NL; and

JFj pvjq “
1

2
E
!

ż T

0

”

Q̃ptq
´

yjptq ´
`

λ̃x̄ptq ` p1´ λ̃qȳptq
˘

¯2
` R̃ptqv2

j ptq
ı

dt

` H̃y2
j pT q

)

,

(5.9)

for Bj, 1 ď j ď NF . Now we formulate the following limiting LQ games.

Problem (L-LF-MFG). For A0, Ai, i “ 1, 2, . . . , NL, and Bj, j “ 1, 2, . . . , NF ,

find pū0, ūi, v̄jq P U0 ˆ Ui ˆ Vj satisfying

J0pū0q “ inf
u0PU0

J0pu0q,

JLi pū0, ūiq “ inf
uiPUi

JLi pū0, uiq, 1 ď i ď NL,

JFj pv̄jq “ inf
vjPVj

JFj pvjq, 1 ď j ď NF .

Then pū0, ūi, v̄jq is called an optimal control for Problem (L-LF-MFG). In this top-

ic, we use three steps to solve Problem (L-LF-MFG). The entire system is seemed

as the “leaders-followers” manner and px̄p¨q, ȳp¨qq are supposed two fixed stochastic

process. Firstly, the optimization problems of the followers are solved, and the left

is a classic major-minor problem. With the help of ideas in [51], the MF problem

of the major-leader is processed in the second step. And then in the last step, the

optimization problems of minor-leaders are considered.

Step 1. Mean-field games of followers.

Applying the standard variational method, we have:

Lemma 5.1. Under (H5.3), the optimal control for the follower of Problem (L-LF-

MFG) is given by

v̄jptq “ ´R̃
´1
ptqB̃ptqpjptq (5.10)
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where the optimal trajectory ȳjptq and the adjoint process pjptq satisfy the FBSDE

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

dȳjptq “
”

Ãptqȳjptq ´ B̃
2ptqR̃´1ptqpjptq

ı

dt` D̃ptqdĂWjptq ` C̃dW0ptq,

dpjptq “ ´
”

Ãptqpjptq ` Q̃ptq
´

ȳjptq ´
`

λ̃x̄ptq ` p1´ λ̃qȳptq
˘

¯ı

dt

` qjptqdĂWjptq ` q0ptqdW0ptq,

ȳjp0q “ y, pjpT q “ H̃ȳjpT q, j “ 1, 2, . . . , NF .

(5.11)

By the terminal condition of (5.11), we suppose pjptq “ P ptqȳjptq`Φptq, for some

P p¨q P L8p0, T ;Rq and Φp¨q P L2
F0

t
p0, T ;Rq with terminal conditions

P pT q “ H̃, ΦpT q “ 0.

Applying Itô’s formula to P ptqȳjptq`Φptq, noting (5.11) and comparing coefficients,

we obtain
$

&

%

9P ptq ` 2ÃptqP ptq ´ B̃2ptqR̃´1ptqP 2ptq ` Q̃ptq “ 0,

P pT q “ H̃.

(5.12)

and

$

’

&

’

%

dΦptq“
”

´
`

Ãptq´B̃2ptqR̃´1ptqP ptq
˘

Φptq`Q̃ptq
`

λ̃x̄ptq`p1´ λ̃qȳptq
˘

ı

dt` kptqdW0ptq,

ΦpT q “ 0.

(5.13)

Note that the optimal state ȳjptq can be represented by

dȳjptq “
”

Ãptqȳjptq ´ B̃
2
ptqR̃´1

ptqpP ptqȳjptq ` Φptqq
ı

dt` D̃ptqdĂWjptq ` C̃ptqdW0ptq.

Therefore the state-average satisfies:

dȳpNF qptq “
”

`

Ãptq ´ B̃2ptqR̃´1ptqP ptq
˘

ȳpNqptq ´ B̃2ptqR̃´1ptqΦptq
ı

dt

` D̃ptq
1

N

N
ÿ

j“1

dĂWjptq ` C̃ptqdW0ptq.
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Let NF Ñ `8, the limiting process ȳptq is given by

dȳptq“
”

`

Ãptq´B̃2ptqR̃´1ptqP ptq
˘

ȳptq´B̃2ptqR̃´1ptqΦptq
ı

dt` C̃ptqdW0ptq. (5.14)

Noting (5.12), P ptq can be computed off-line. Then it follows from (5.13) and (5.14)

that

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

dȳptq “
”

`

Ãptq ´ B̃2ptqR̃´1ptqP ptq
˘

ȳptq ´ B̃2ptqR̃´1ptqΦptq
ı

dt` C̃ptqdW0ptq,

dΦptq “
”

´
`

Ãptq ´ B̃2ptqR̃´1ptqP ptq
˘

Φptq ` Q̃ptq
`

λ̃x̄ptq ` p1´ λ̃qȳptq
˘

ı

dt

` kptqdW0ptq,

ȳp0q “ y, ΦpT q “ 0

(5.15)

where x̄p¨q is to be determined.

Step 2. Mean-field games of major-leader.

Similar to Step 1, applying the standard variational method, we have:

Lemma 5.2. Under (H5.1), the optimal control for the major-leader of Problem

(L-LF-MFG) is

ū0ptq “ ´R
´1
0 ptqB0ptqpP0ptqx̄0ptq ` Φ0ptqq (5.16)

and the decoupled system implies

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

dx̄0ptq“
”

`

A0ptq́ B
2
0ptqR

´1
0 ptqP0ptq

˘

x̄0ptq́ B
2
0ptqR

´1
0 ptqΦ0ptq

ı

dt̀ D0ptqdW0ptq,

dΦ0ptq“
”

´
`

A0ptq́ B
2
0ptqR

´1
0 ptqP0ptq

˘

Φ0ptq̀ Q0ptq
`

λ0x̄ptq̀ p1´λ0qȳptq
˘

ı

dt

` k0ptqdW0ptq,

x̄0p0q “ x0, Φ0pT q “ 0

(5.17)

where P0p¨q satisfies

$

&

%

9P0ptq ` 2A0ptqP0ptq ´B
2
0ptqR

´1
0 ptqP

2
0 ptq `Q0ptq “ 0,

P0pT q “ H0.
(5.18)
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Step 3. Mean-field games of minor-leaders.

In the same way, we get

Lemma 5.3. Under (H5.2), the optimal control for the minor-leader of Problem

(L-LF-MFG) has the following form

ūiptq “ ´R
´1
ptqBptqpKptqx̄iptq `Ψptqq (5.19)

where the optimal trajectory x̄iptq satisfies

dx̄iptq “
”

Aptqx̄iptq ´B
2ptqR´1ptqpKptqx̄iptq `Ψptqq

ı

dt`DptqdWiptq ` CptqdW0ptq

and the decoupled system is

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

dx̄ptq “
”

`

Aptq ´B2ptqR´1ptqKptq
˘

x̄ptq ´B2ptqR´1ptqΨptq
ı

dt` CptqdW0ptq,

dΨptq “
”

´
`

Aptq ´B2ptqR´1ptqKptq
˘

Ψptq `Qptq
`

λx̄ptq ` p1´ λqx̄0ptq
˘

ı

dt

` k1ptqdW0ptq,

x̄p0q “ x, ΨpT q “ 0.

(5.20)

Here, Kp¨q satisfies the following Riccati equation

$

&

%

9Kptq ` 2AptqKptq ´B2
ptqR´1

ptqK2
ptq `Qptq “ 0,

KpT q “ H.
(5.21)

Combining (5.15), (5.17) and (5.20), we derive the following consistency condition
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system
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%

dȳptq “
”

`

Ãptq ´ B̃2ptqR̃´1ptqP ptq
˘

ȳptq ´ B̃2ptqR̃´1ptqΦptq
ı

dt` C̃ptqdW0ptq,

dΦptq “
”

´
`

Ãptq ´ B̃2ptqR̃´1ptqP ptq
˘

Φptq ` Q̃ptq
`

λ̃x̄ptq ` p1´ λ̃qȳptq
˘

ı

dt

` kptqdW0ptq,

dx̄0ptq “
”

`

A0ptq ´B
2
0ptqR

´1
0 ptqP0ptq

˘

x̄0ptq ´B
2
0ptqR

´1
0 ptqΦ0ptq

ı

dt

`D0ptqdW0ptq,

dΦ0ptq “
”

´
`

A0ptq ´B
2
0ptqR

´1
0 ptqP0ptq

˘

Φ0ptq `Q0ptq
`

λ0x̄ptq

` p1´ λ0qȳptq
˘

ı

dt` k0ptqdW0ptq,

dx̄ptq “
”

`

Aptq ´B2ptqR´1ptqKptq
˘

x̄ptq ´B2ptqR´1ptqΨptq
ı

dt` CptqdW0ptq,

dΨptq “
”

´
`

Aptq ´B2ptqR´1ptqKptq
˘

Ψptq `Qptq
`

λx̄ptq ` p1´ λqx̄0ptq
˘

ı

dt

` k1ptqdW0ptq,

ȳp0q “ y, ΦpT q “ 0, x̄0p0q “ x0, Φ0pT q “ 0, x̄p0q “ x, ΨpT q “ 0.

(5.22)

5.2 “Serial-Parallel Coupling”–Case II

In this topic, a case that the major-leader imposes some direct impacts to the follow-

ers is under considerable. The impacts are reflected in the coupling in the followers’

cost functionals. The processing sequence coincides with “Serial-Parallel Coupling”–

Case I, but the corresponding variational technique is different.

Because the states of all agents and the cost functionals of major-leader and

minor-leaders stay the same with that in “Serial-Parallel Coupling”–Case I, the cost

functionals of followers are only given out. Introduce the following cost functional

J Fj pu0, u, vjq “
1

2
E
!

ż T

0

”

Q̃ptq
´

yjptq ´
`

λ̃xpNLqptq ` p1´ λ̃qx0ptq
˘

¯2

` R̃ptqv2
j ptq

ı

dt` H̃y2
j pT q

)

,

(5.23)
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for Bj, 1 ď j ď NF . Here, xpNLqptq “ 1
N

NL
ř

i“1

xiptq is the state-average of minor-leaders.

Now, we formulate the large-population LQ games with leader-followers and major-

minors as follows.

Problem (LF-MFG’). Find a control strategy set pū0, ū, v̄q “ pū0, ū1, . . . , ūNL
,

v̄1, . . . , v̄NF
q which satisfies

J0pū0, ū, v̄q “ inf
u0PU0

J0pu0, ū, v̄q,

J L
i pū0, ūi, ū´iq “ inf

uiPUi

J L
i pū0, ui, ū´iq, 1 ď i ď NL,

J F
j pū0, ū, v̄jq “ inf

vjPVj

J F
j pū0, ū, vjq, 1 ď j ď NF

where J0 and J L
i are given by (5.4) and (5.5), respectively. xpNLq and ypNF q are still

supposed to be approximated by F0
t -measurable functions x̄ and ȳ, as NL, NF Ñ `8.

Introduce the following auxiliary cost functional

JFj pu0, vjq “
1

2
E
!

ż T

0

”

Q̃ptq
´

yjptq ´
`

λ̃x̄ptq ` p1´ λ̃qx0ptq
˘

¯2
` R̃ptqv2

j ptq
ı

dt

` H̃y2
j pT q

)

,

(5.24)

for Bj, 1 ď j ď NF . Now we formulate the following limiting LQ games.

Problem (L-LF-MFG’). For A0, Ai, i “ 1, 2, . . . , NL, and Bj, j “ 1, 2, . . . , NF ,

find pū0, ūi, v̄jq P U0 ˆ Ui ˆ Vj satisfying

J0pū0q “ inf
u0PU0

J0pu0q,

JLi pū0, ūiq “ inf
uiPUi

JLi pū0, uiq, 1 ď i ď NL,

JFj pū0, v̄jq “ inf
vjPVj

JFj pū0, vjq, 1 ď j ď NF .

Then pū0, ūi, v̄jq is called an optimal control for Problem (L-LF-MFG’).
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Step 1. Mean-field games of followers.

Similar to Step 1 of “Serial-Parallel Coupling”–Case I, applying the standard

variational method, we get

$
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’

’
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’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

dȳptq “
”

`

Ãptq ´ B̃2ptqR̃´1ptqP ptq
˘

ȳptq ´ B̃2ptqR̃´1ptqΦptq
ı

dt` C̃ptqdW0ptq,

dΦptq “
”

´
`

Ãptq ´ B̃2ptqR̃´1ptqP ptq
˘

Φptq ` Q̃ptq
`

λ̃x̄ptq ` p1´ λ̃qx̄0ptq
˘

ı

dt

` kptqdW0ptq,

ȳp0q “ y, ΦpT q “ 0

(5.25)

where P p¨q also satisfies (5.12), and x̄p¨q, x̄0p¨q are to be determined.

Step 2. Mean-field games of major-leader.

In the following, we define

Ǎptq :“ Ãptq ´ B̃2ptqR̃´1ptqP ptq, B̌ptq :“ B̃2ptqR̃´1ptq. (5.26)

Then we have the following state equation system
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’
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’

’

’

’

’

’

’

’

%

dȳptq “
”

Ǎptqȳptq ´ B̌ptqΦptq
ı

dt` C̃ptqdW0ptq,

dΦptq “
”

´ ǍptqΦptq ` Q̃ptq
`

λ̃x̄ptq ` p1´ λ̃qx̄0ptq
˘

ı

dt` kptqdW0ptq,

dx̄0ptq “ rA0ptqx̄0ptq `B0ptqū0ptqsdt`D0ptqdW0ptq,

ȳp0q “ y, ΦpT q “ 0, x0p0q “ x0

(5.27)

and variational equation system
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’

’

’

%

dηptq “
”

Ǎptqηptq ´ B̌ptqξptq
ı

dt,

dξptq “
”

´ Ǎptqξptq ` Q̃ptqp1´ λ̃qη0ptq
ı

dt` δkptqdW0ptq,

dη0ptq “ rA0ptqη0ptq `B0ptqδu0ptqsdt,

ηp0q “ 0, ξpT q “ 0, η0p0q “ 0.

(5.28)

99



Then we obtain

Lemma 5.4. Under (H5.1), the optimal control for the major-leader of Problem

(L-LF-MFG’) is given by

ū0ptq “ ´R
´1
0 ptqB0ptqp0ptq (5.29)

and the adjoint equation is given by
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’
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’

%

dp0ptq “ ´
”

A0ptqp0ptq `Q0ptq
´

x̄0ptq ´
`

λ0x̄ptq ` p1´ λ0qȳptq
˘

¯

` Q̃ptqp1´ λ̃qSptq
ı

dt` q0ptqdW0ptq,

dpptq “
”

´ Ǎptqpptq ` p1´ λ0qQ0ptq
´

x̄0ptq ´
`

λ0x̄ptq ` p1´ λ0qȳptq
˘

¯ı

dt

` qptqdW0ptq,

dSptq “
”

ǍptqSptq ` B̌ptqpptq
ı

dt,

p0pT q “ H0x̄0pT q, ppT q “ 0, Sp0q “ 0.

(5.30)

Proof. The variation of cost functional is

0 “
δJ0pu0q

δu0
“ E

!

ż T

0

”

Q0ptq
´

x̄0ptq ´
`

λ0x̄ptq ` p1´ λ0qȳptq
˘

¯

¨
`

η0ptq ´ p1´ λ0qηptq
˘

`R0ptqū0ptqδu0ptq
ı

dt`H0x̄0pT qη0pT q
)

.

(5.31)

Applying Itô’s formula to p0ptqη0ptq ` pptqηptq ` Sptqξptq, the results are easily ob-

tained. l
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Then the following coupled system follows
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%

dx̄0ptq “
”

A0ptqx̄0ptq ´B
2
0ptqR

´1
0 ptqp0ptq

ı

dt`D0ptqdW0ptq,

dȳptq “
”

Ǎptqȳptq ´ B̌ptqΦptq
ı

dt` C̃ptqdW0ptq,

dΦptq “
”

´ ǍptqΦptq ` Q̃ptq
`

λ̃x̄ptq ` p1´ λ̃qx̄0ptq
˘

ı

dt` kptqdW0ptq,

dp0ptq “ ´
”

A0ptqp0ptq `Q0ptq
´

x̄0ptq ´
`

λ0x̄ptq ` p1´ λ0qȳptq
˘

¯

` Q̃ptqp1´ λ̃qSptq
ı

dt` q0ptqdW0ptq,

dpptq “
”

´ Ǎptqpptq ` p1´ λ0qQ0ptq
´

x̄0ptq ´
`

λ0x̄ptq ` p1´ λ0qȳptq
˘

¯ı

dt

` qptqdW0ptq,

dSptq “
”

ǍptqSptq ` B̌ptqpptq
ı

dt,

x̄0p0q “ x0, ȳp0q “ y, ΦpT q “ 0, p0pT q “ H0x̄0pT q, ppT q “ 0, Sp0q “ 0

(5.32)

where Ǎptq and B̌ptq are given by (5.26), and x̄p¨q is to be determined.

Step 3. Mean-field games of minor-leaders.

Same to Step 3 of “Serial-Parallel Coupling”–Case I, the decoupled system is

derived (same to (5.20))
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%

dx̄ptq “
”

`

Aptq ´B2ptqR´1ptqKptq
˘

x̄ptq ´B2ptqR´1ptqΨptq
ı

dt` CptqdW0ptq,

dΨptq “
”

´
`

Aptq ´B2ptqR´1ptqKptq
˘

Ψptq `Qptq
`

λx̄ptq ` p1´ λqx̄0ptq
˘

ı

dt

` k1ptqdW0ptq,

x̄p0q “ x, ΨpT q “ 0.

(5.33)

where Kp¨q satisfies (5.21).
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Combining (5.32) and (5.33) implies the following consistency condition system
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dx̄0ptq “
”

A0ptqx̄0ptq ´B
2
0ptqR

´1
0 ptqp0ptq

ı

dt`D0ptqdW0ptq,

dȳptq “
”

Ǎptqȳptq ´ B̌ptqΦptq
ı

dt` C̃ptqdW0ptq,

dΦptq “
”

´ ǍptqΦptq ` Q̃ptq
`

λ̃x̄ptq ` p1´ λ̃qx̄0ptq
˘

ı

dt` kptqdW0ptq,

dp0ptq “ ´
”

A0ptqp0ptq `Q0ptq
´

x̄0ptq ´
`

λ0x̄ptq ` p1´ λ0qȳptq
˘

¯

` Q̃ptqp1´ λ̃qSptq
ı

dt` q0ptqdW0ptq,

dpptq “
”

´ Ǎptqpptq ` p1´ λ0qQ0ptq
´

x̄0ptq ´
`

λ0x̄ptq ` p1´ λ0qȳptq
˘

¯ı

dt

` qptqdW0ptq,

dSptq “
”

ǍptqSptq ` B̌ptqpptq
ı

dt,

dx̄ptq “
”

`

Aptq ´B2ptqR´1ptqKptq
˘

x̄ptq ´B2ptqR´1ptqΨptq
ı

dt` CptqdW0ptq,

dΨptq “
”

´
`

Aptq ´B2ptqR´1ptqKptq
˘

Ψptq `Qptq
`

λx̄ptq ` p1´ λqx̄0ptq
˘

ı

dt

` k1ptqdW0ptq,

x̄0p0q “ x0, ȳp0q “ y, ΦpT q “ 0, p0pT q “ H0x̄0pT q, ppT q “ 0, Sp0q “ 0,

x̄p0q “ x, ΨpT q “ 0

(5.34)

where Ǎptq and B̌ptq are given by (5.26).

5.3 “Serial Coupling”

The model implied in this topic is the same to “Serial-Parallel Coupling”–Case I.

However, in this topic, another method is under considerable. Motivated by [55],

this problem is seemed as “major leader-minor leader-follower”, which can be view

as a “Serial Coupling”. It is solved from back to front and the variational technique is

used widely. We also suppose xpNLq and ypNF q can be approximated by F0
t -measurable

functions x̄ and ȳ, as NL, NF Ñ `8.
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Step 1. Mean-field games of followers.

This step is same to Step 1 of “Serial-Parallel Coupling”–Case I. And the following

system is obtained (same to (5.15))
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dȳptq “
”

`

Ãptq ´ B̃2ptqR̃´1ptqP ptq
˘

ȳptq ´ B̃2ptqR̃´1ptqΦptq
ı

dt` C̃ptqdW0ptq,

dΦptq “
”

´
`

Ãptq ´ B̃2ptqR̃´1ptqP ptq
˘

Φptq ` Q̃ptq
`

λ̃x̄ptq ` p1´ λ̃qȳptq
˘

ı

dt

` kptqdW0ptq,

ȳp0q “ y, ΦpT q “ 0.

(5.35)

Here, P p¨q satisfies (5.12) and x̄p¨q is to be determined.

Step 2. Mean-field games of minor-leaders.

Because the minor-leaders do not “dominate” the behaviors of the major-leader,

the variational technique is out of use for x0p¨q. Therefore, this step is same to Step

3 of “Serial-Parallel Coupling”–Case I and the decoupled system is derived (same to

(5.20))
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dx̄ptq “
”

`

Aptq ´B2ptqR´1ptqKptq
˘

x̄ptq ´B2ptqR´1ptqΨptq
ı

dt` CptqdW0ptq,

dΨptq “
”

´
`

Aptq ´B2ptqR´1ptqKptq
˘

Ψptq `Qptq
`

λx̄ptq ` p1´ λqx̄0ptq
˘

ı

dt

` k1ptqdW0ptq,

x̄p0q “ x, ΨpT q “ 0.

(5.36)

where Kp¨q satisfies (5.21) and x̄0p¨q is to be determined.

Step 3. Mean-field games of major-leader.
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In the following, we define
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Ǎptq :“ Aptq ´B2ptqR´1ptqKptq,

B̌ptq :“ B2ptqR´1ptq,

Čptq :“ Ãptq ´ B̃2ptqR̃´1ptqP ptq,

Ďptq :“ B̃2ptqR̃´1ptq.

(5.37)

Introduce the following variational equation system
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dη0ptq “ rA0ptqη0ptq `B0ptqδu0ptqsdt,

dξptq “
”

Ǎptqξptq ´ B̌ptqθptq
ı

dt,

dθptq “
”

´ Ǎptqθptq `Qptq
`

λξptq ` p1´ λqη0ptq
˘

ı

dt` δk1ptqdW0ptq,

dζptq “
”

Čptqζptq ´ Ďptqβptq
ı

dt,

dβptq “
”

´ Čptqβptq ` Q̃ptq
`

λ̃ξptq ` p1´ λ̃qζptq
˘

ı

dt` δkptqdW0ptq,

η0p0q “ 0, ξp0q “ 0, θpT q “ 0, ζp0q “ 0, βpT q “ 0.

(5.38)

Then we have

Lemma 5.5. Under (H5.1), the optimal control for the major-leader of Problem

(L-LF-MFG) is given by

ū0ptq “ ´R
´1
0 ptqB0ptqp0ptq (5.39)
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and the adjoint equation satisfies
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%

dp0ptq “ ´
”

A0ptqp0ptq `Qptqmptqp1´ λq `Q0ptq
´

x̄0ptq ´
`

λ0x̄ptq

` p1´ λ0qȳptq
˘

¯ı

dt` q0ptqdW0ptq,

dpptq “
”

´ Ǎptqpptq ´ λ̃Q̃ptqlptq ´ λQptqmptq ` λ0Q0ptq
´

x̄0ptq ´
`

λ0x̄ptq

` p1´ λ0qȳptq
˘

¯ı

dt` qptqdW0ptq,

dmptq “
”

Ǎptqmptq ` B̌ptqpptq
ı

dt,

dnptq “
”

´ Čptqnptq ´ p1´ λ̃qQ̃ptqlptq ` p1´ λ0qQ0ptq
´

x̄0ptq ´
`

λ0x̄ptq

` p1´ λ0qȳptq
˘

¯ı

dt` rptqdW0ptq,

dlptq “
”

Čptqlptq ` Ďptqnptq
ı

dt,

p0pT q “ H0x̄0pT q, ppT q “ 0, mp0q “ 0, npT q “ 0, lp0q “ 0.

(5.40)

Proof. The variation of cost functional is

0 “
δJ0pu0q

δu0
“ E

!

ż T

0

”

Q0ptq
´

x̄0ptq ´
`

λ0x̄ptq ` p1´ λ0qȳptq
˘

¯

¨

´

η0ptq ´
`

λ0ξptq ` p1´ λ0qζptq
˘

¯

`R0ptqū0ptqδu0ptq
ı

dt`H0x̄0pT qη0pT q
)

.

(5.41)

Applying Itô’s formula to p0ptqη0ptq ` pptqξptq `mptqθptq ` nptqζptq ` lptqβptq, hence

the results. l
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From (5.35), (5.36) and (5.40), the consistency condition system is given as follows
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’
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’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

%

dx̄0ptq “
”

A0ptqx̄0ptq ´B
2
0ptqR

´1
0 ptqp0ptq

ı

dt`D0ptqdW0ptq,

dx̄ptq “
”

Ǎptqx̄ptq ´ B̌ptqΨptq
ı

dt` CptqdW0ptq,

dΨptq “
”

´ ǍptqΨptq `Qptq
`

λx̄ptq ` p1´ λqx̄0ptq
˘

ı

dt` k1ptqdW0ptq,

dȳptq “
”

Čptqȳptq ´ ĎptqΦptq
ı

dt` C̃ptqdW0ptq,

dΦptq “
”

´ ČptqΦptq ` Q̃ptq
`

λ̃x̄ptq ` p1´ λ̃qȳptq
˘

ı

dt` kptqdW0ptq,

dp0ptq “ ´
”

A0ptqp0ptq `Qptqmptqp1´ λq `Q0ptq
´

x̄0ptq ´
`

λ0x̄ptq

` p1´ λ0qȳptq
˘

¯ı

dt` q0ptqdW0ptq,

dpptq “
”

´ Ǎptqpptq ´ λ̃Q̃ptqlptq ´ λQptqmptq ` λ0Q0ptq
´

x̄0ptq ´
`

λ0x̄ptq

` p1´ λ0qȳptq
˘

¯ı

dt` qptqdW0ptq,

dmptq “
”

Ǎptqmptq ` B̌ptqpptq
ı

dt,

dnptq “
”

´ Čptqnptq ´ p1´ λ̃qQ̃ptqlptq ` p1´ λ0qQ0ptq
´

x̄0ptq ´
`

λ0x̄ptq

` p1´ λ0qȳptq
˘

¯ı

dt` rptqdW0ptq,

dlptq “
”

Čptqlptq ` Ďptqnptq
ı

dt,

x̄0p0q “ x0, x̄p0q “ x, ΨpT q “ 0, ȳp0q “ y, ΦpT q “ 0, p0pT q “ H0x̄0pT q,

ppT q “ 0, mp0q “ 0, npT q “ 0, lp0q “ 0

(5.42)

where Ǎptq, B̌ptq, Čptq and Ďptq are given by (5.37).

Remark 5.1. To conclude this chapter, we give some remarks concerning the solu-

tions of Riccati equations and consistency condition systems.

(1) The sufficient conditions for the existence and uniqueness of P p¨q, P0p¨q, Kp¨q

(solutions of (5.12), (5.18), (5.21)) are given in [95]. In addition, with the help
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of the sufficient condtions, the explicit forms of P p¨q, P0p¨q, Kp¨q can be obtained as

nonnegative functions, respectively.

(2) Based on P p¨q, P0p¨q, Kp¨q, the following work is to seek the wellposedness of

the consistency condition systems (5.22), (5.34) and (5.42), which are all coupled

FBSDEs. Though there is some classical literature for wellposedness of FBSDE (see

[88, 90, 92, 96], etc.), it is still challenging due to the complicated coupled structures

of (5.22), (5.34) and (5.42). If the wellposedness of the consistency condition system-

s is obtained, the decentralized strategies and the corresponding ε-Nash equilibrium

properties will be studied.
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Chapter 6

LQMFGs with Partial Information

— An FBSDE Representation

The purpose of this chapter is to consider the dynamic optimization of large-population

system with partial information structure. In this framework, the individual agents

can only access the filtration generated by one observable component of the underly-

ing Brownian motion. The most significant feature is that the limiting state average

in this setup turns out to be some stochastic process driven by the common Brownian

motion.

Two classes of large-population systems are proposed in this chapter: one class is

characterized by forward dynamics, and the other class is governed by backward one.

In the first class, the LQ system is proposed, the limiting state average is represented

by a MF SDE and its consistency condition is equivalent to the wellposedness of

some common Riccati equation system. This case differs from [81] because in [81]

an infinite-time horizon was defined, as a result the algebra Riccati equations were

involved. Moreover, the limiting state average in [81] was deterministic as there was

no common noise. In the backward class, the explicit forms of the decentralized

strategies and some BSDE satisfied by the limiting process are obtained. In both

cases, with the help of estimates to SDE and BSDE, the ε-Nash equilibrium properties

are presented.
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6.1 Problem Formulation

The information structure of our large-population system can be described as follows.

First, introduce pΩ,F , tFtu0ďtďT , P q as the complete probability space on which a

standard p1 ` Nq-dimensional Brownian motion tW ptq,Wiptq, 1 ď i ď Nu0ďtďT is

defined. Depending on which problems to be addressed, we have different setup

to the information structure. In case of forward partial information problem, we

denote by tFwi
t u0ďtďT the filtration generated by the component Wi; tFwt u0ďtďT the

filtration generated by the component W . Here, tFwi
t u0ďtďT stands for the individual

information owning by the ith agent; tFwt u0ďtďT the information of some macro

process imposing on all agents (firms) due to the common external economic factors

which can’t be directly observed by our agents (say, some latent marco-economic

process, or hidden action process). F it :“ Fwi
t

Ť

Fwt . Gt :“
ŤN
i“1F it denotes the

complete information of system. In case of backward partial information problem,

we let Ft :“
ŤN
i“1F

wi
t denote the information accessible to all agents. Actually, in

this case Gt “ Ft
Ť

Fwt denotes the complete information of large-population system.

6.1.1 Forward LQMFGs with partial information

Now, we first consider the forward large-population system with N individual agents

tAiu1ďiďN in partial information structure. The state xi for Ai satisfies the following

controlled linear stochastic system:

$

’

’

’

’

&

’

’

’

’

%

dxiptq “
”

Aptqxiptq `Bptquiptq ` αx
pNq
ptq `mptq

ı

dt` σptqdWiptq

` σ̃ptqdW ptq,

xip0q “x

(6.1)

where xpNqptq “ 1
N

N
ř

i“1

xiptq is the state-average, α P R denotes the coupling con-

stant which maybe positive or negative. In (6.1), Wi denotes the individual random
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noise while W denotes the common random noise. Other work discussing the large-

population system with common noise W includes [43]. Thus, the admissible control

ui P Ui where the admissible control set Ui is defined by

Ui :“
!

ui
ˇ

ˇuip¨q P L
2
Fwi

t
p0, T ;Rq

)

, 1 ď i ď N.

Denote u´i “ pu1, . . . , ui´1, ui`1, . . . uNq the strategies of all agents except Ai. The

cost functional of Ai is

Jipuip¨q, u´ip¨qq “ E
„
ż T

0

`

Qptqpxiptq ´ x
pNq
ptqq2 `Rptqu2

i ptq
˘

dt`Gx2
i pT q



. (6.2)

Moreover, we have the following assumption:

(H6.1) Ap¨q, Bp¨q,mp¨q, σp¨q, σ̃p¨q, Qp¨q, Rp¨q P L8p0, T ;Rq, α P R, Qp¨q ě 0,

Rp¨q ě δ, for δ ą 0, G ě 0.

Now, we formulate the forward large-population LQ games with partial filtration

(F-PI).

Problem (F-PI). Find a control strategies set ū “ pū1, ū2, . . . , ūNq which satis-

fies

Jipūip¨q, ū´ip¨qq “ inf
uip¨qPUi

Jipuip¨q, ū´ip¨qq

where ū´i represents pū1, . . . , ūi´1, ūi`1, . . . , ūNq.

6.1.2 Backward MFGs with partial information

In some case, it is very natural to consider the backward MFGs. To this end, we

formulate the following backward MFGs in which the large-population system is

weakly-coupled in the cost functional :

(B-PI)

$

’

’

’

&

’

’

’

%

state :

"

´dyiptq “
“

Ayiptq `Buiptq
‰

dt´ ziptqdWiptq ´ z̃iptqdW ptq,
yipT q “ ηi,

cost functional : Ji
`

uip¨q, u´ip¨q
˘

“ E
”

şT
0 Ru

2
i ptqdt` 2yip0q

`

α´ βypNqp0q
˘

ı

.

(6.3)
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Here, we assume A,B are scalar constants, R ą 0, α ě 0, β ě 0; ηi P F iT , i “

1, 2, ¨ ¨ ¨ , N, are the terminal conditions for individual agents; ypNqptq “ 1
N

N
ř

i“1

yiptq is

the state average, ypNqp0q is its initial value. The admissible control ui P Vi is defined

as

Vi :“
!

ui
ˇ

ˇuip¨q P L
2
Fwi

t
p0, T ;Rq

)

, 1 ď i ď N.

In partial information structure, we make the following assumption:

(H6.2) tηiu
N
i“1 are identically conditional distributed w.r.t. FwT with E|ηi|2 ă `8.

Moreover, the distribution of each ηi is not depending on i and N .

It follows that under (H6.2), the state equation in (6.3) admits a unique solution

pyi, zi, z̃iq P L
2
Fip0, T ;Rq ˆ L2

Fip0, T ;Rq ˆ L2
Fip0, T ;Rq for all ui P Vi. In fact, the

uniqueness is obtained by [84] directly in partial information framework. Noting

the identically conditional distributions of tηiu
N
i“1 in (H6.2), it is easy to obtain that

E
`

η1|FwT
˘

“ ¨ ¨ ¨ “ E
`

ηN |FwT
˘

, which is denoted by η P FwT . Then applying the results

of [114], we get that conditionally on FwT , 1
N

N
ř

i“1

ηi Ñ η, a.s., as N Ñ `8. It is worth

pointing out that if ηi has the following linear or nonlinear structure, tηiu
N
i“1 satisfy

(H6.2) easily: ηi “ αi`β or ηi “ φpαi, βq, where αi P Fwi
T with identical distribution,

β P FwT , E|αi|2 ă `8, E|β|2 ă `8, i “ 1, ¨ ¨ ¨ , N , and φp¨q is a measurable function.

And 1
N

N
ř

i“1

ηi Ñ Eα1 ` β or E
`

φpα1, βq|FwT
˘

a.s., as N Ñ `8.

Remark 6.1. (1) We now present some remarks to the real meaning of system

(6.3). In reality, the LQ BSDE system stands for the benchmark tracking problem

with portfolio selection in financial market. If a given portfolio strategy emphasizes

one aspect or one product, it will be adjusted by considering the whole behaviors

throughout the market.

(2) In this system, the state average is not coupled in dynamics. There are two

reasons. The first reason is from practical point: the coupling in cost functional arise
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naturally when we consider the relative (investment) performance (see e.g., [113]).

In particular, the penalty over the initial average or states enables us to consider the

relative or comparable criteria based on the average performance of all other peers

through the whole sector (industry). The second reason is more technical: in partial

information structure, the optimal control involves filtering equations and this always

leads to considerable interrelated and complicated filter estimations. It is difficult to

get similar estimated results as in the full information problem. Thus, we consider

the coupled cost functional in (6.3) due to its financial meanings.

6.2 (F-PI): Forward LQMFGs with Partial Infor-

mation

To study (F-PI), one efficient protocol is the LQMFGs which bridges the “central-

ized” LQ problems via the limiting state-average, as the number of agents tends to

infinity.

6.2.1 The limiting control of (L-F-PI)

Due to partial filtration structure, it is natural to set the following feedback control

on filters

uiptq “ ´aptqEpxiptq|Fwi
t q `

N
ÿ

j“1,j‰i

ãptqEpxjptq|Fwi
t q ` bptq (6.4)

where the coefficients ap¨q, ãp¨q and bp¨q are deterministic functions and ãp¨q “ Op 1
N
q.

Inserting (6.4) into state equation (6.1), we get the following realized state dynamics

dxiptq “
”

Aptqxiptq ´BptqaptqEpxiptq|Fwi
t q `Bptqãptq

N
ÿ

j“1,j‰i

Epxjptq|Fwi
t q `Bptqbptq

` αxpNqptq `mptq
ı

dt` σptqdWiptq ` σ̃ptqdW ptq, 1 ď i ď N.

(6.5)
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Take summation of the above N equations and divide by N ,

d
´ 1

N

N
ÿ

i“1

xiptq
¯

“

”

Aptq
1

N

N
ÿ

i“1

xiptq ´Bptqaptq
1

N

N
ÿ

i“1

Epxiptq|Fwi
t q `Bptqbptq ` αx

pNqptq `mptq

`Bptqãptq
1

N

N
ÿ

i“1

N
ÿ

j“1,j‰i

Epxjptq|Fwi
t q

ı

dt` σptq
1

N

N
ÿ

i“1

dWiptq ` σ̃ptqdW ptq.

Letting N Ñ `8, we obtain the following limiting process which is a MF SDE:

$

’

&

’

%

dx0ptq “
”

pAptq ` αqx0ptq ´ α̃ptqEx0ptq ` b̃ptq
ı

dt` σ̃ptqdW ptq,

x0p0q “ x

(6.6)

where the functions α̃p¨q, b̃p¨q are to be determined. Now, we introduce an auxiliary

state:

$

’

&

’

%

dxiptq “
”

Aptqxiptq `Bptquiptq ` αx0ptq `mptq
ı

dt` σptqdWiptq ` σ̃ptqdW ptq,

xip0q “ x

(6.7)

with the auxiliary cost functional

Jipuip¨qq “ E
„
ż T

0

`

Qptqpxiptq ´ x0ptqq
2
`Rptqu2

i ptq
˘

dt`Gx2
i pT q



(6.8)

where x0p¨q is given by (6.6). Note that (6.7) and (6.8) are obtained from (6.1) and

(6.2) with xpNqp¨q replaced by x0p¨q. Thus, we formulate the following limiting for-

ward partial information (L-F-PI) LQ game.

Problem (L-F-PI). For the ith agent, i “ 1, 2, . . . , N, find ūip¨q P Ui satisfying

Jipūip¨qq “ inf
uip¨qPUi

Jipuip¨qq.

Then ūip¨q is called an optimal control for Problem (L-F-PI). Applying the varia-

tional method (similar to Proposition 3.1), we have the following result to the optimal

control of (L-F-PI).
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Proposition 6.1. Let (H6.1) hold. Suppose there exists an optimal control ūip¨q of

Problem (L-F-PI) and x̄ip¨q is the corresponding optimal state, then there exists an

adjoint process pip¨q P L
2
Fi

t
p0, T ;Rq satisfying the following BSDE for some βp¨q and

β̃p¨q:

$

’

&

’

%

dpiptq “
”

´Aptqpiptq ´Qptqpx̄iptq ´ x0ptqq
ı

dt` βptqdWiptq ` β̃ptqdW ptq,

pipT q “Gx̄ipT q, i “ 1, 2, . . . , N

(6.9)

such that

ūiptq “ ´R
´1
ptqBptqEppiptq|Fwi

t q

where the conditional expectation is defined in its optional projection version.

6.2.2 The consistency condition

With the results above, consequently, we get the following Hamiltonian system for

Ai:

$

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

%

dx0ptq “
”

pAptq ` αqx0ptq ´ α̃ptqEx0ptq ` b̃ptq
ı

dt` σ̃ptqdW ptq,

dx̄iptq “
”

Aptqx̄iptq ´B
2ptqR´1ptqEppiptq|Fwi

t q ` αx0ptq `mptq
ı

dt

` σptqdWiptq ` σ̃ptqdW ptq,

dpiptq “
”

´Aptqpiptq ´Qptqpx̄iptq ´ x0ptqq
ı

dt` βptqdWiptq ` β̃ptqdW ptq,

x0p0q “x̄ip0q “ x, pipT q “ Gx̄ipT q, i “ 1, 2, . . . , N.

(6.10)

After obtaining α̃p¨q, b̃p¨q in Theorem 6.1 (see below), by the monotonic conditions of

FBSDE (see [92]), it is easy to see that (6.10) admits a unique solution px0p¨q, x̄ip¨q, pip¨qq

P L2
Fw

t
p0, T ;RqˆL2

Fi
t
p0, T ;RqˆL2

Fi
t
p0, T ;Rq. Note that in system (6.10), the forward

optimal state x̄ip¨q depends on the backward adjoint process pip¨q through its filter-

ing state Eppiptq|Fwi
t q. In this sense, (6.10) becomes a filtered FBSDE system and

its decoupling should be proceeded through some FBSDE that involves the filtering
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state only. To this end, we introduce the following filter notations

ˆ̄xiptq “ Erx̄iptq|Fwi
t s, p̂iptq “ Erpiptq|Fwi

t s

where the conditional expectations to the partial filtration Fwi
t should be understood

in the version of optional projection. Then we reach a FBSDE system involving the

state filters only:

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

dˆ̄xiptq “
”

Aptqˆ̄xiptq ´B
2ptqR´1ptqp̂iptq ` αEx0ptq `mptq

ı

dt` σptqdWiptq,

ˆ̄xip0q “x,

dp̂iptq “
”

´Aptqp̂iptq ´Qptqpˆ̄xiptq ´ Ex0ptqq
ı

dt` βptqdWiptq,

p̂ipT q “Gˆ̄xipT q, i “ 1, 2, . . . , N.

(6.11)

Note that system (6.11) is driven by Wi only so it becomes observable to agent Ai.

It can be viewed a filtering system of (6.10) that is unobservable as driven by Wi

and W both. Taking expectation on (6.6),

$

’

&

’

%

dEx0ptq “
”

pAptq ` α ´ α̃ptqqEx0ptq ` b̃ptq
ı

dt,

Ex0p0q “x

(6.12)

where α̃p¨q, b̃p¨q are functions to be determined. One key step in MFG is to analyze

the related consistency condition (which is also called Nash certainty equivalence

(NCE) principle, see [81], [18], etc).

Remark 6.2. To intuitively explain the consistency condition, we give some remarks.

(1) Unlike most literature on MFGs, there is no fixed-point argument involved here

(e.g., some contraction mapping based on the datum of our problem) to characterize

the consistency condition. Instead, our consistency condition is transformed into the

wellposedness of Riccati equation system (6.13) (see below). Actually, pP̂ p¨q,Φp¨qq
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depend on pα̃p¨q, b̃p¨qq, thus (6.18) (see below) can be rewritten by

$

&

%

α̃ “ T1pα̃q :“ B2R´1pP ` P̂ pα̃qq,

b̃ “ T2pb̃q :“ ´B2R´1Φpα̃, b̃q `m.

In this sense, (6.13) can be understood as the consistency condition of (L-F-PI).

(2) The advantages of handling the consistency condition of pα̃p¨q, b̃p¨qq are as

follows. The consistency condition imposed on pα̃p¨q, b̃p¨qq is equivalent to the well-

posedness of Riccati equation (6.13) (see below) which can be ensured in an arbitrary

time interval. On the other hand, as addressed in [37], the fixed-point analysis on x

will preferably lead to the consistency condition only on a small time interval.

Now we first state the following result.

Theorem 6.1. Suppose (H6.1) hold true and the following Riccati equation system

$

’

’

’

’

&

’

’

’

’

%

9Πptq ` p2Aptq ` αqΠptq ´B2ptqR´1ptqΠ2ptq “ 0,

9Φptq ` rAptq ´B2ptqR´1ptqΠptqsΦptq `mptqΠptq “ 0,

ΠpT q “ G, ΦpT q “ 0

(6.13)

admits unique solution pΠp¨q,Φp¨qq, then pα̃p¨q, b̃p¨qq can be uniquely determined by

$

&

%

α̃ptq “ B2ptqR´1ptqΠptq,

b̃ptq “ ´B2ptqR´1ptqΦptq `mptq.

(6.14)

Proof. By the terminal condition of (6.10) or (6.11), we suppose

p̂iptq “ P ptqˆ̄xiptq ` P̂ ptqEx0ptq ` Φptq (6.15)

for some P p¨q, P̂ p¨q P L8p0, T ;Rq and Φptq P L8p0, T ;Rq with terminal conditions

P pT q “ G, P̂ pT q “ ΦpT q “ 0.
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Applying Itô’s formula to (6.15) and noting (6.10), we have

dp̂iptq “
´

9P ptq ` P ptqAptq ´B2ptqR´1ptqP 2ptq
¯

ˆ̄xiptqdt

`

´

9̂
P ptq ` P̂ ptqpAptq ` α´ α̃ptqq ´ P ptqB2ptqR´1ptqP̂ ptq ` αP ptq

¯

Ex0ptqdt

`

´

9Φptq ´ P ptqB2ptqR´1ptqΦptq ` P ptqmptq ` P̂ ptqb̃ptq
¯

dt` P ptqσptqdWiptq

“

”

p´Qptq ´AptqP ptqq ˆ̄xiptq ` pQptq ´AptqP̂ ptqqEx0ptq ´AptqΦptq
ı

dt` βptqdWiptq.

Comparing coefficients, we obtain

$

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

%

9P ptq ` P ptqAptq ´B2ptqR´1ptqP 2ptq “ ´Qptq ´AptqP ptq,

9̂
P ptq ` P̂ ptqpAptq ` α´ α̃ptqq ´ P ptqB2ptqR´1ptqP̂ ptq ` αP ptq “ Qptq ´AptqP̂ ptq,

9Φptq ´ P ptqB2ptqR´1ptqΦptq ` P ptqmptq ` P̂ ptqb̃ptq “ ´AptqΦptq,

βptq “ P ptqσptq.

(6.16)

Note that the above Riccati equations are parameterized by the undetermined func-

tions pα̃ptq, b̃ptqq which are to be specified below. To this end, note that the optimal

state x̄iptq can be represented by

dx̄iptq “rAptqx̄iptq ´B
2ptqR´1ptqpP ptqˆ̄xiptq ` P̂ ptqEx0ptq ` Φptqq ` αx0ptq `mptqsdt

` σptqdWiptq ` σ̃ptqdW ptq.

Therefore the state-average satisfies:

dx̄pNqptq “
”

Aptqx̄pNqptq ´B2ptqR´1ptqpP ptq
1

N

N
ÿ

i“1

Epx̄iptq|Fwi
t q ` P̂ ptq

¨ Ex0ptq ` Φptqq ` αx0ptq `mptq
ı

dt` σptq
1

N

N
ÿ

i“1

dWiptq ` σ̃ptqdW ptq.

Let N Ñ `8, the limiting process x0 is given by

dx0ptq “
”

pAptq ` αqx0ptq ´B
2ptqR´1ptqpP ptq ` P̂ ptqqEx0ptq

´B2ptqR´1ptqΦptq `mptq
ı

dt` σ̃ptqdW ptq.

(6.17)
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Comparing the coefficients with (6.10), we have

$

&

%

α̃ptq “ B2ptqR´1ptqpP ptq ` P̂ ptqq,

b̃ptq “ ´B2ptqR´1ptqΦptq `mptq.

(6.18)

Thus we rewrite (6.16) as

$

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

%

9P ptq ` 2AptqP ptq ´B2ptqR´1ptqP 2ptq `Qptq “ 0,

9̂
P ptq ` P̂ ptqr2Aptq ` α´B2ptqR´1ptqpP ptq ` P̂ ptqq ´B2ptqR´1ptqP ptqs ` αP ptq ´Qptq “ 0,

9Φptq ` rAptq ´ pP ptq ` P̂ ptqqB2ptqR´1ptqsΦptq ` pP ptq ` P̂ ptqqmptq “ 0,

P pT q “ G, P̂ pT q “ ΦpT q “ 0.

Letting Πptq “ P ptq ` P̂ ptq, we get

$

&

%

9Πptq ` p2Aptq ` αqΠptq ´B2ptqR´1ptqΠ2ptq “ 0,

ΠpT q “ G.

(6.19)

This completes the proof. l

Moreover, the filtering system (6.11) can be decoupled as

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

dˆ̄xiptq “
”´

Aptq ´B2ptqR´1ptqP ptq
¯

ˆ̄xiptq `
´

α´B2ptqR´1ptqpΠptq ´ P ptqq
¯

¨ Ex0ptq ´B
2ptqR´1ptqΦptq `mptq

ı

dt` σptqdWiptq,

p̂iptq “ P ptqˆ̄xiptq ` pΠptq ´ P ptqqEx0ptq ` Φptq,

ˆ̄xip0q “ xip0q, p̂ipT q “ Gˆ̄xipT q.

(6.20)

Taking average of all and sending N Ñ `8, we regenerate

$

’

&

’

%

dEx0ptq “
”

`

Aptq ` α´B2ptqR´1ptqΠptq
˘

Ex0ptq ´B
2ptqR´1ptqΦptq `mptq

ı

dt,

Ex0p0q “ x.

(6.21)

Remark 6.3. To conclude this section, we give some remarks concerning Theorem

6.1.
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(1) The sufficient conditions for the existence and uniqueness of P p¨q and Πp¨q

can be found in [95] hence the solvability of P̂ p¨q follows directly by noting

Πptq “ P ptq ` P̂ ptq. In addition, the solvability of Φp¨q follows from that of Πp¨q.

(2) As referred in Remark 6.2, in [37] the fixed-point analysis on x preferably leads

to the consistency condition defined only on a small time interval. This finding also

corresponds to the standard result in FBSDE theory: as discussed in [88], the usual

contraction mapping on forward-backward system will always lead to its existence and

uniqueness in a very small time interval.

6.2.3 ε-Nash equilibrium for (F-PI)

Now we show that pū1, ū2, . . . , ūNq satisfies the ε-Nash equilibrium for (F-PI).

Theorem 6.2. Let (H6.1) hold and (6.13) admit a solution pΠ,Φq, then pū1, ū2, . . . , ūNq

satisfies the ε-Nash equilibrium of Problem (F-PI). Here, for 1 ď i ď N, ūi is given

by

ūiptq “ ´R
´1
ptqBptq

”

P ptqˆ̄xiptq ` pΠptq ´ P ptqqEx0ptq ` Φptq
ı

(6.22)

where ˆ̄xi and Ex0 satisfy (6.20) and (6.21) respectively.

As preliminaries of proving the theorem, several lemmas are presented to produce

some estimates on the state and cost difference between Problem (F-PI)) and (L-

F-PI) and the proofs are available upon request. Recall that

$

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

%

dx̄iptq “
”

Aptqx̄iptq ´B
2ptqR´1ptq

´

P ptqˆ̄xiptq ` P̂ ptqEx0ptq ` Φptq
¯

` αx0ptq

`mptq
ı

dt` σptqdWiptq ` σ̃ptqdW ptq,

dˆ̄xiptq “
”´

Aptq ´B2ptqR´1ptqP ptq
¯

ˆ̄xiptq `
´

α´B2ptqR´1ptqP̂ ptq
¯

Ex0ptq

´B2ptqR´1ptqΦptq `mptq
ı

dt` σptqdWiptq,

x̄ip0q “ˆ̄xiptq “ xip0q,

(6.23)
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and denote

x̄pNqptq “
1

N

N
ÿ

i“1

x̄iptq, ˆ̄xpNqptq “
1

N

N
ÿ

i“1

ˆ̄xiptq.

Here, x̄pNqptq denotes the average of state [in (L-F-PI)] while ˆ̄xpNq denotes the average

of filtered states. Note that ˆ̄xiptq is driven by Wi only thus it is observable to the

individual agent Ai. It enters the state dynamics (6.23) as an input process when

applying the optimal strategy. Some estimates are as follows.

Lemma 6.1.

sup
0ďtďT

E
ˇ

ˇ

ˇ

ˆ̄xpNqptq ´ Ex0ptq
ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

, (6.24)

sup
0ďtďT

E
ˇ

ˇ

ˇ
x̄pNqptq ´ x0ptq

ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

. (6.25)

Proof. By (6.20) and (6.23), we have

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

d
´

ˆ̄xpNqptq ´ Ex0ptq
¯

“

´

Aptq ´B2ptqR´1ptqP ptq
¯´

ˆ̄xpNqptq ´ Ex0ptq
¯

dt

`
1

N
σptq

N
ÿ

i“1

dWiptq,

ˆ̄xpNqp0q ´ Ex0p0q “ xpNqp0q ´ x.

Thus

ˇ

ˇ

ˇ

ˆ̄xpNqptq ´ Ex0ptq
ˇ

ˇ

ˇ

2
ď3

ˇ

ˇ

ˇ
xpNqp0q ´ x

ˇ

ˇ

ˇ

2
` 3

ż t

0

ˇ

ˇ

ˇ
Apsq ´B2psqR´1psqP psq

ˇ

ˇ

ˇ

2

¨

ˇ

ˇ

ˇ

ˆ̄xpNqpsq ´ Ex0psq
ˇ

ˇ

ˇ

2
ds` 3

ˇ

ˇ

ˇ

ż t

0

1

N
σpsq

N
ÿ

i“1

dWipsq
ˇ

ˇ

ˇ

2
.

By the independence of tWiptqutě0, 1 ď i ď N , we have

E
ˇ

ˇ

ˇ

ż t

0

1

N
σpsq

N
ÿ

i“1

dWipsq
ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

.
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So (6.24) follows by Gronwall’s inequality. Combining with (6.24), the assertion

(6.25) can be proved in a similar way. l

Denote yi, 1 ď i ď N, the state of Ai to the control ūi, 1 ď i ď N in Problem

(F-PI), namely,

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

dyiptq “
”

Aptqyiptq ´B
2ptqR´1ptq

´

P ptqˆ̄xiptq ` P̂ ptqEx0ptq ` Φptq
¯

` αypNqptq `mptq
ı

dt` σptqdWiptq ` σ̃ptqdW ptq,

yip0q “xip0q

(6.26)

where ypNqptq “ 1
N

N
ř

j“1

yjptq. By the difference of states related to ūi in (F-PI) and

(L-F-PI), we have the following estimates:

Lemma 6.2.

sup
0ďtďT

E
ˇ

ˇ

ˇ
ypNqptq ´ x0ptq

ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

, (6.27)

sup
1ďiďN

„

sup
0ďtďT

E
ˇ

ˇ

ˇ
yiptq ´ x̄iptq

ˇ

ˇ

ˇ

2


“ O
´ 1

N

¯

, (6.28)

sup
1ďiďN

„

sup
0ďtďT

E
ˇ

ˇ

ˇ
|yiptq|

2
´ |x̄iptq|

2
ˇ

ˇ

ˇ



“ O
´ 1
?
N

¯

. (6.29)

Proof. By (6.26) and (6.20), the estimate (6.27) can be verified by the same

method in Lemma 6.1. According to (6.26) and (6.23), we have

$

’

&

’

%

d
´

yiptq ´ x̄iptq
¯

“

”

Aptqpyiptq ´ x̄iptqq ` αpy
pNq
ptq ´ x0ptqq

ı

dt,

yip0q ´ x̄ip0q “ 0.

Thus, (6.28) follows from (6.27). Since sup
0ďtďT

E|x̄iptq|2 ă `8, applying Cauchy-

Schwarz inequality, it follows

sup
0ďtďT

E
ˇ

ˇ

ˇ
|yiptq|

2
´ |x̄iptq|

2
ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

122



which completes the proof. l

As to the difference of cost functionals, it holds

Lemma 6.3. For @ 1 ď i ď N,

ˇ

ˇ

ˇ
Jipūi, ū´iq ´ Jipūiq

ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

. (6.30)

Proof. Similar to the proof of Lemma 6.2, combining with the fact that

sup
0ďtďT

E|x̄iptq ´ x0ptq|
2 ă `8, we obtain

sup
0ďtďT

E
ˇ

ˇ

ˇ
|yiptq ´ y

pNqptq|2 ´ |x̄iptq ´ x0ptq|
2
ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

.

Thus,

ˇ

ˇ

ˇ
Jipūi, ū´iq ´ Jipūiq

ˇ

ˇ

ˇ

ďE
ż T

0

ˇ

ˇ

ˇ
Qptqpyiptq ´ y

pNqptqq2 ´Qptqpx̄iptq ´ x0ptqq
2
ˇ

ˇ

ˇ
dt` E

ˇ

ˇ

ˇ
Gy2

i pT q ´Gx̄
2
i pT q

ˇ

ˇ

ˇ

“O
´ 1
?
N

¯

.

The assertion (6.30) follows. l

After addressing the above estimates of states and costs corresponding to control

ūi, 1 ď i ď N , given by (6.22), our goal is to prove that the control strategies set

pū1, . . . , ūNq is an ε-Nash equilibrium for Problem (F-PI). For any fixed i, 1 ď i ď N ,

consider an admissible control ui P Ui for Ai and denote zi the corresponding state

process in Problem (F-PI), that is

$

’

’

’

’

&

’

’

’

’

%

dziptq “
”

Aptqziptq `Bptquiptq ` αz
pNq
ptq `mptq

ı

dt` σptqdWiptq

` σ̃ptqdW ptq,

zip0q “xip0q

(6.31)
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whereas other agents keep the control ūj, 1 ď j ď N, j ‰ i, i.e.,

$

’

’

’

’

’

&

’

’

’

’

’

%

dzjptq “
”

Aptqzjptq ´B
2
ptqR´1

ptq
´

P ptqˆ̄xjptq ` P̂ ptqEx0ptq ` Φptq
¯

` αzpNqptq `mptq
ı

dt` σptqdWjptq ` σ̃ptqdW ptq,

zjp0q “xjp0q

(6.32)

where zpNqptq “ 1
N

N
ř

j“1

zjptq and ˆ̄xjptq is given by (6.23). If ūi, 1 ď i ď N is an ε-Nash

equilibrium with respect to cost Ji, it holds that

Jipūi, ū´iq ě inf
uiPUi

Jipui, ū´iq ě Jipūi, ū´iq ´ ε.

Then, when making the perturbation, we just need to consider ui P Ui such that

Jipui, ū´iq ď Jipūi, ū´iq, which implies

E
ż T

0

Rptqu2
i ptqdt ď Jipui, ū´iq ď Jipūi, ū´iq “ Jipūiq `O

´ 1
?
N

¯

.

In the limiting cost functional, by the optimality of px̄i, ūiq, we get that px̄i, ūiq is

L2-bounded. Then we obtain the boundedness of Jipūiq, i.e.,

E
ż T

0

Rptqu2
i ptqdt ď C1 (6.33)

where C1 is a positive constant, independent of N . Thus we have

Proposition 6.2. For any fixed i, 1 ď i ď N , sup
0ďtďT

E|ziptq|2 is bounded.

Proof. By (6.31) and (6.32), it holds that

E
”

N
ÿ

k“1

|zkptq|
2
ı

ď4E
”

N
ÿ

k“1

|xkp0q|
2
ı

` 4C2E
ż t

0

”

2
N
ÿ

k“1

|zkpsq|
2 ` |uipsq|

2 `

N
ÿ

k“1,k‰i

|ūkpsq|
2

`N |mpsq|2
ı

ds` 4
N
ÿ

k“1

E
ˇ

ˇ

ˇ

ż t

0
σpsqdWkpsq

ˇ

ˇ

ˇ

2
` 4NE

ˇ

ˇ

ˇ

ż t

0
σ̃psqdW psq

ˇ

ˇ

ˇ

2
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where C2 :“ max
0ďtďT

´

A2ptq ` B2ptq
¯

` α2. By (6.33), we can see that E|uiptq|2 is

bounded. Besides, the optimal controls ūkptq, k ‰ i are L2-bounded. Then by Gron-

wall’s inequality, it follows that sup
0ďtďT

E
” N
ř

k“1

|zkptq|
2
ı

“ OpNq, and sup
0ďtďT

E|ziptq|2 is

bounded. l

Correspondingly, the state process x̄0
i for agent Ai under control ui in Problem

(L-F-PI) satisfies

$

’

&

’

%

dx̄0
i ptq “

”

Aptqx̄0
i ptq `Bptquiptq ` αx0ptq `mptq

ı

dt` σptqdWiptq ` σ̃ptqdW ptq,

x̄0
i p0q “xip0q

(6.34)

and for agent Aj, j ‰ i,

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

dx̄jptq “
”

Aptqx̄jptq ´B
2ptqR´1ptq

´

P ptqˆ̄xjptq ` P̂ ptqEx0ptq ` Φptq
¯

` αx0ptq

`mptq
ı

dt` σptqdWjptq ` σ̃ptqdW ptq,

x̄jp0q “xjp0q

(6.35)

where ˆ̄xj and x0 are given in (6.20).

In order to give necessary estimates of perturbed states and costs in Problem

(F-PI) and (L-F-PI), we introduce some intermediate states and present some of

their properties. Denote

zpN´1q
ptq “

1

N ´ 1

N
ÿ

j“1,j‰i

zjptq, ˆ̄xpN´1q
ptq “

1

N ´ 1

N
ÿ

j“1,j‰i

ˆ̄xjptq.

Then by (6.32), we have

$

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

%

dzpN´1qptq “
”

pAptq `
N ´ 1

N
αqzpN´1qptq ´B2ptqR´1ptq

´

P ptqˆ̄xpN´1qptq ` P̂ ptqEx0ptq

` Φptq
¯

`
α

N
ziptq `mptq

ı

dt`
1

N ´ 1

N
ÿ

j“1,j‰i

σptqdWjptq ` σ̃ptqdW ptq,

zpN´1qp0q “xpN´1qp0q
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where xpN´1qp0q “ 1
N´1

řN
j“1,j‰i xjp0q. Besides, we introduce

$

’

’

’

’

’

&

’

’

’

’

’

%

džiptq “
”

Aptqžiptq `Bptquiptq `
N ´ 1

N
αžpN´1qptq `mptq

ı

dt` σptqdWiptq

` σ̃ptqdW ptq,

žip0q “xip0q

(6.36)

and for j ‰ i,

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

džjptq “
”

Aptqžjptq ´B
2ptqR´1ptq

´

P ptqˆ̄xjptq ` P̂ ptqEx0ptq ` Φptq
¯

`
N ´ 1

N
αžpN´1qptq `mptq

ı

dt` σptqdWjptq ` σ̃ptqdW ptq,

žjp0q “xjp0q

(6.37)

where žpN´1qptq “ 1
N´1

N
ř

j“1,j‰i

žjptq.

We have the following estimates on these states.

Proposition 6.3.

sup
0ďtďT

E
ˇ

ˇ

ˇ

ˆ̄xpN´1qptq ´ Ex0ptq
ˇ

ˇ

ˇ

2
“ O

´ 1

N

¯

, (6.38)

sup
0ďtďT

E
ˇ

ˇ

ˇ
zpNqptq ´ zpN´1qptq

ˇ

ˇ

ˇ

2
“ O

´ 1

N

¯

, (6.39)

sup
0ďtďT

E
ˇ

ˇ

ˇ
žpN´1qptq ´ zpN´1qptq

ˇ

ˇ

ˇ

2
“ O

´ 1

N2

¯

, (6.40)

sup
0ďtďT

E
ˇ

ˇ

ˇ
žpN´1qptq ´ x0ptq

ˇ

ˇ

ˇ

2
“ O

´ 1

N

¯

, (6.41)

sup
0ďtďT

E
ˇ

ˇ

ˇ
ziptq ´ žiptq

ˇ

ˇ

ˇ

2
“ O

´ 1

N2

¯

, (6.42)

sup
0ďtďT

E
ˇ

ˇ

ˇ
žiptq ´ x̄

0
i ptq

ˇ

ˇ

ˇ

2
“ O

´ 1

N

¯

. (6.43)
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Proof. From (6.37), it follows that

$

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

%

džpN´1qptq “
”

pAptq `
N ´ 1

N
αqžpN´1qptq ´B2ptqR´1ptq

´

P ptqˆ̄xpN´1qptq

` P̂ ptqEx0ptq ` Φptq
¯

`mptq
ı

dt`
1

N ´ 1

N
ÿ

j“1,j‰i

σptqdWjptq ` σ̃ptqdW ptq,

žpN´1qp0q “ xpN´1qp0q.

(6.44)

Then we have

$

’

&

’

%

d
´

žpN´1qptq ´ zpN´1qptq
¯

“

”

pAptq `
N ´ 1

N
αq
´

žpN´1qptq ´ zpN´1qptq
¯

´
α

N
ziptq

ı

dt,

žpN´1qp0q ´ zpN´1qp0q “ 0.

By the L2-boundness of ziptq and Gronwall’s inequality, the assertions (6.39) and

(6.40) hold. And by (6.24), we can get (6.38). Besides, it follows that

sup
0ďtďT

E
ˇ

ˇ

ˇ
žpN´1q

ptq ´ x0ptq
ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

from (6.44), (6.20) and (6.38). Then (6.34), (6.36) and (6.41) imply that

sup
0ďtďT

E
ˇ

ˇ

ˇ
žiptq ´ x̄

0
i ptq

ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

.

Finally, by Proposition 6.2, we easily get (6.42). l

Further, more direct estimates about states and costs of Problem (F-PI) and (L-

F-PI) under perturbed controls can be obtained, which enable us to prove Theorem

6.2.
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Lemma 6.4.

sup
0ďtďT

E
ˇ

ˇ

ˇ
ziptq ´ x̄

0
i ptq

ˇ

ˇ

ˇ

2
“ O

´ 1

N

¯

, (6.45)

sup
0ďtďT

E
ˇ

ˇ

ˇ
zpNqptq ´ x0ptq

ˇ

ˇ

ˇ

2
“ O

´ 1

N

¯

, (6.46)

sup
0ďtďT

E
ˇ

ˇ

ˇ
|ziptq|

2 ´ |x̄0
i ptq|

2
ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

, (6.47)

ˇ

ˇ

ˇ
Jipui, ū´iq ´ Jipuiq

ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

. (6.48)

Proof. (6.45) and (6.46) follow from Proposition 6.3 directly. By Proposition 6.2,

we get that both sup
0ďtďT

E|x̄0
i ptq|

2 and sup
0ďtďT

E|x̄0
i ptq ´ x0ptq|

2 are bounded. Similar to

the proof of Lemma 6.2, (6.47) holds. Besides,

sup
0ďtďT

E
ˇ

ˇ

ˇ
|ziptq ´ z

pNq
ptq|2 ´ |x̄0

i ptq ´ x0ptq|
2
ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

,

then

ˇ

ˇ

ˇ
Jipui, ū´iq ´ Jipuiq

ˇ

ˇ

ˇ

ďE
ż T

0

ˇ

ˇ

ˇ
Qptqpziptq ´ z

pNqptqq2 ´Qptqpx̄0
i ptq ´ x0ptqq

2
ˇ

ˇ

ˇ
dt` E

ˇ

ˇ

ˇ
Gz2

i pT q ´Gpx̄
0
i pT qq

2
ˇ

ˇ

ˇ

“O
´ 1
?
N

¯

,

which implies (6.48). l

Proof of Theorem 6.2: Consider the ε-Nash equilibrium for Ai. Combining Lem-

ma 6.3 and 6.4, we have

Jipūi, ū´iq “ Jipūiq `O
´ 1
?
N

¯

ď Jipuiq `O
´ 1
?
N

¯

“ Jipui, ū´iq `O
´ 1
?
N

¯

.
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Thus, Theorem 6.2 follows by taking ε “ O
´

1?
N

¯

. l

6.3 (B-PI): Backward MFGs with Partial Infor-

mation

Now, we turn to study the backward MFGs with partial information (B-PI). Similar

to above, we need also introduce and study the associated MFGs via limiting state

average.

6.3.1 The limiting control of (L-B-PI)

Considering the large-population system with partial information structure, suppose

the feedback control for Ai takes the following feedback form on the state filters

uiptq “ ´ aptqE
`

yiptq|Fwi
t

˘

`

N
ÿ

j“1,j‰i

ãptqE
`

yjptq|Fwi
t

˘

` bptq (6.49)

where the regulator coefficients ap¨q, ãp¨q, bp¨q P L2p0, T ;Rq and ãp¨q “ Op 1
N
q. Insert-

ing (6.49) into the state equation in (6.3), we have

´dyiptq “
”

Ayiptq ´BaptqE
`

yiptq|Fwi
t

˘

`Bãptq
N
ÿ

j“1,j‰i

E
`

yjptq|Fwi
t

˘

`Bbptq
ı

dt

´ ziptqdWiptq ´ z̃iptqdW ptq, 1 ď i ď N.

(6.50)

Then consider the state average, we get

´ d

˜

1

N

N
ÿ

i“1

yiptq

¸

“

«

A
1

N

N
ÿ

i“1

yiptq ´Baptq
1

N

N
ÿ

i“1

Epyiptq|Fwi
t q `Bbptq

`Bãptq
1

N

N
ÿ

i“1

N
ÿ

j“1,j‰i

Epyjptq|Fwi
t q

ff

dt´
1

N

N
ÿ

i“1

ziptqdWiptq ´
1

N

N
ÿ

i“1

z̃iptqdW ptq.
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Thus, we assume there exists a limiting process py˚ptq, z˚ptqq, which satisfies the

following BSDE

$

&

%

´dy˚ptq “
“

Ay˚ptq ` B̃ptqEy˚ptq ` rptq
‰

dt´ z˚ptqdW ptq,

y˚pT q “ η
(6.51)

where η P FwT is obtained by (H6.2), B̃p¨q and rp¨q P L2p0, T ;Rq are to be determined.

Now, we introduce the limiting partial-information system

$

&

%

´dyiptq “rAyiptq `Buiptqsdt´ ziptqdWiptq ´ z̃iptqdW ptq,

yipT q “ηi

(6.52)

with the cost functional

Jipuiq “ E
„
ż T

0

Ru2
i ptqdt` 2yip0q

`

α ´ βy˚p0q
˘



(6.53)

where y˚p¨q is given by (6.51).

Now, we formulate the limiting backward partial information (L-B-PI) games.

Problem (L-B-PI). For the ith agent, i “ 1, 2, . . . , N, find ûi P Vi satisfying

Jipûiq “ inf
uiPVi

Jipuiq.

Then ûi is called an optimal control of problem (L-B-PI). Further we have

Proposition 6.4. Let (H6.2) hold. Then the optimal control of (L-B-PI) is

ûiptq “ ´R
´1Bhiptq

where hiptq P L
2p0, T ;Rq satisfies the following ODE:

$

&

%

dhiptq “ Ahiptqdt,

hip0q “ α ´ βy˚p0q, i “ 1, 2, . . . , N.
(6.54)
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6.3.2 The explicit representation

For @ 1 ď i ď N , solving ODE (6.54) directly, we have

hiptq “
`

α ´ βy˚p0q
˘

eAt.

Thus, the optimal control ûiptq is given by

ûiptq “ ´R
´1B

`

α ´ βy˚p0q
˘

eAt. (6.55)

Applying the control law (6.55) for ith agent Ai, the closed-loop system (6.3) becomes

$

’

&

’

%

´dyiptq “
”

Ayiptq ´B
2R´1

`

α´ βy˚p0q
˘

eAt
ı

dt´ ziptqdWiptq ´ z̃iptqdW ptq,

yipT q “ηi.

(6.56)

Summing the above N equations of (6.56) and dividing by N , we get

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

´dypNqptq “
”

AypNqptq ´B2R´1
`

α´ βy˚p0q
˘

eAt
ı

dt´
1

N

N
ÿ

i“1

ziptqdWiptq

´
1

N

N
ÿ

i“1

z̃iptqdW ptq,

ypNqpT q “ηpNq

(6.57)

where ηpNq “ 1
N

N
ř

i“1

ηi. Taking N Ñ `8 and noting (6.51), we have B̃ptq ” 0 and

rptq “ ´B2R´1
`

α ´ βy˚p0q
˘

eAt. (6.58)

Then we rewrite (6.51) as

$

&

%

´dy˚ptq “
“

Ay˚ptq ` rptq
‰

dt´ z˚ptqdW ptq,

y˚pT q “ η.
(6.59)

Taking expectation and solving the corresponding backward ODE, we get

Ey˚ptq “ η0e
ApT´tq

`

ż T

t

rpsqeAps´tqds
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where η0 :“ Eη. Thus,

y˚p0q “ Ey˚p0q “ η0e
AT
`

ż T

0

rpsqeAsds.

Further we have

rptq “ ´B2R´1eAt

#

α ´ β
”

η0e
AT
`

ż T

0

rpsqeAsds
ı

+

.

Then we have the following proposition.

Proposition 6.5. rp¨q can be explicitly solved as

rptq “

$

’

’

’

’

’

&

’

’

’

’

’

%

´
2AB2eAt

`

α´βη0eAT
˘

2AR´B2β
`

e2AT´1
˘ , if A ‰ 0, 2AR ´B2β

`

e2AT ´ 1
˘

‰ 0;

0, if A ‰ 0, 2AR ´B2β
`

e2AT ´ 1
˘

“ 0;

´
B2pα´βη0q
R´B2βT

, if A “ 0, R ´B2βT ‰ 0;

0, if A “ 0, R ´B2βT “ 0.

(6.60)

Moreover, y˚p¨q in (6.59) can be determined based on rp¨q.

Proof. The proof is similar to that of Proposition 3.2 and omitted. l

Remark 6.4. By Proposition 6.5 it follows that there exists a unique bounded contin-

uous function rp¨q. Then (6.59) admits a unique solution
`

y˚p¨q, z˚p¨q
˘

, in which y˚p¨q

is approximated by the state average ypNq. Applying y˚p¨q, we get the optimal control

for (L-B-PI), which is important to analyze the properties of ε-Nash equilibrium.

6.3.3 ε-Nash equilibrium for (B-PI)

In this section, we analyze the asymptotic property of the decentralized control

strategies and verify the ε-Nash equilibrium property for (B-PI). To begin with, we

state the main result.

Theorem 6.3. Let (H6.2) hold. Then the strategy set pû1, û2, . . . , ûNq satisfies the

ε-Nash equilibrium of (B-PI), with ε is of order 1{
?
N .
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Let yi denote the state process corresponding to ûi for (B-PI), ŷi denote the

state process corresponding to ûi for (L-B-PI). Note that in partial information

structure, state average is coupled in cost only therefore applying ûi, yi is same to

ŷi, i “ 1, 2, . . . , N.

Lemma 6.5.

sup
0ďtďT

E
ˇ

ˇ

ˇ
ypNqptq ´ y˚ptq

ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

, (6.61)

ˇ

ˇ

ˇ
Jipûi, û´iq ´ Jipûiq

ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

, @ 1 ď i ď N. (6.62)

Proof. By (6.57) and (6.59), we have

$

’

’

’

&

’

’

’

%

´d
`

ypNqptq́ y˚ptq
˘

“A
“

ypNqptq́ y˚ptq
‰

dt́
1

N

N
ÿ

i“1

ziptqdWiptq̀

«

z˚ptq́
1

N

N
ÿ

i“1

z̃iptq

ff

dW ptq,

ypNqpT q ´ y˚pT q “ηpNq ´ η.

(6.63)

Introducing a 1-dimensional dual process Xps, tq, which satisfies

$

&

%

dXps, tq “AXps, tqds,

Xpt, tq “1, t ď s ď T,

and applying Itô’s formula, we get

ypNqptq ´ y˚ptq “ XpT, tqE
`

ηpNq ´ η
ˇ

ˇGt
˘

.

It is easy to obtain that

E
ˇ

ˇ

ˇ
ηpNq ´ η

ˇ

ˇ

ˇ

2

“
1

N2

N
ÿ

i“1

E
ˇ

ˇ

ˇ
ηi ´ η

ˇ

ˇ

ˇ

2

`
2

N2

ÿ

iăj

E
`

ηi ´ η
˘`

ηj ´ η
˘

.

Since E
ˇ

ˇ

ˇ
ηi ´ η

ˇ

ˇ

ˇ

2

ă `8, we have 1
N2

N
ř

i“1

E
ˇ

ˇ

ˇ
ηi ´ η

ˇ

ˇ

ˇ

2

“ O
´

1
N

¯

. Besides, it follows that

E
`

ηi ´ η
˘`

ηj ´ η
˘

“ E
”

E
“`

ηi ´ η
˘`

ηj ´ η
˘
ˇ

ˇFwT
‰

ı

“ E
”

E
“

ηiηj
ˇ

ˇFwT
‰

´ η2
ı

.
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Under (H6.2), applying the results of [114, 115, 116, 117], we can derive that

E
“

ηiηj
ˇ

ˇFwT
‰

“ E
“

ηi
ˇ

ˇFwT
‰

E
“

ηj
ˇ

ˇFwT
‰

“ η2.

Thus, E
ˇ

ˇ

ˇ
ηpNq´η

ˇ

ˇ

ˇ

2

“ O
´

1
N

¯

and (6.61) follows. In addition, note that the state equa-

tion of (B-PI) coincides with its limiting equation (6.52), since the state equation

in (6.3) does not contain the state-average term ypNq. Therefore, after applying the

optimal control ûi in (6.55), we get that yi “ ŷi P -a.s.. Thus, we have

ˇ

ˇ

ˇ
Jipûi, û´iq ´ Jipûiq

ˇ

ˇ

ˇ
ď2βE

”

ˇ

ˇŷip0q
ˇ

ˇ

ˇ

ˇypNqp0q ´ y˚p0q
ˇ

ˇ

ı

“ O
´ 1
?
N

¯

where the last equality follows by Hölder’s inequality and (6.61). l

For any fixed i, 1 ď i ď N , consider an admissible alternative control ui P Vi for

the ith agent Ai and denote the corresponding state as

$

&

%

´dkiptq “
“

Akiptq `Buiptq
‰

dt´ niptqdWiptq ´ ñiptqdW ptq,

kipT q “ ηi

(6.64)

while all other agents keep the control ûj, 1 ď j ď N, j ‰ i, i.e.,

$

’

&

’

%

´dkjptq “
”

Akjptq ´B
2R´1

`

α´ βy˚p0q
˘

eAt
ı

dt´ njptqdWjptq ´ ñjptqdW ptq,

kjpT q “ηj

(6.65)

with the cost functional

Ji
`

uip¨q, û´ip¨q
˘

“ E
„
ż T

0
Ru2

i ptqdt` 2kip0q
`

α´ βkpNqp0q
˘



(6.66)

where kpNqptq “ 1
N

N
ř

j“1

kjptq, k
pNqp0q “ 1

N

N
ř

j“1

kjp0q is its initial value.

If ûi, 1 ď i ď N is an ε-Nash equilibrium with respect to the cost Ji, we have

Jipûi, û´iq ě inf
uiPVi

Jipui, û´iq ě Jipûi, û´iq ´ ε.
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Then, when making the perturbation, we just need to consider ui P Vi such that

Jipui, û´iq ď Jipûi, û´iq. Besides, by (6.64) (6.65) and applying the estimates of

BSDE, we obtain the L2 boundness of kj, j ‰ i and the following inequality

sup
0ďtďT

E|kiptq|2 ď C3

”

1` E
ż T

0
|uipsq|

2ds
ı

where C3 is a positive constant. For the cost functional (6.66), we have

Proposition 6.6. Ji
`

uip¨q, û´ip¨q
˘

is strictly convex and coercive with respect to uip¨q,

if N is large enough. Specially, a bound is given as N ą
4βT
R
e2|A|T .

Proof. (6.66) can be rewritten as

Ji
`

uip¨q, û´ip¨q
˘

“ E

«

ż T

0
Ru2

i ptqdt` kip0q
´

2α´
2β

N

N
ÿ

j“1,j‰i

kjp0q
¯

´
2β

N
k2
i p0q

ff

.

Applying the dual method of BSDE, (6.64) satisfies

kip0q “ eATη0 ` E
ż T

0

eAsuipsqds.

Plugging kip0q into Ji
`

uip¨q, û´ip¨q
˘

, we obtain

Ji
`

uip¨q, û´ip¨q
˘

“E
ż T

0
Ru2

i ptqdt´
2β

N

´

E
ż T

0
eAtuiptqdt

¯2

`

´

2α´
2β

N

N
ÿ

j“1,j‰i

kjp0q ´
4β

N
eAT η0

¯

E
ż T

0
eAtuiptqdt

`

´

2α´
2β

N

N
ÿ

j“1,j‰i

kjp0q
¯

eAT η0 ´
2β

N
e2AT η2

0.

To prove the strict convexity of Ji, we consider uip¨q, vip¨q P Vi such that pLeb b

P qpΩ0q ą 0 and λ P p0, 1q. Here, Ω0 is defined as Ω0 “
 

pt, ωq P r0, T s ˆΩ
ˇ

ˇuipt, ωq ‰
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vipt, ωq
(

. Then by Hölder’s inequality, we have

Ji
`

λui ` p1´ λqvi
˘

´ λJipuiq ´ p1´ λqJipviq

“λp1´ λq
!

´R E
ż T

0

`

uiptq ´ viptq
˘2
dt`

2β

N

´

E
ż T

0

eAt
`

uiptq ´ viptq
˘

dt
¯2)

ďλp1´ λq
´

´R `
2βT

N
e2|A|T

¯

E
ż T

0

`

uiptq ´ viptq
˘2
dt.

If N is large enough, specially N ą
4βT
R
e2|A|T , Ji

`

λui ` p1 ´ λqvi
˘

ă λJipuiq ` p1 ´

λqJipviq. The strict convexity of Ji is obtained. Similarly, if N ą
4βT
R
e2|A|T , we get

Ji
`

uip¨q, û´ip¨q
˘

ě
R

2
E
ż T

0

u2
i ptqdt´

ˇ

ˇ

ˇ
2α ´

2β

N

N
ÿ

j“1,j‰i

kjp0q ´
4β

N
eATη0

ˇ

ˇ

ˇ
e|A|TT

1
2

¨

´

E
ż T

0

u2
i ptqdt

¯
1
2
`

´

2α ´
2β

N

N
ÿ

j“1,j‰i

kjp0q
¯

eATη0 ´
2β

N
e2ATη2

0.

Then Ji
`

uip¨q, û´ip¨q
˘

tends to `8 as E
şT

0
u2
i ptqdtÑ `8. Hence the coercive prop-

erty. l

It follows from Lemma 6.5 that Jipûi, û´iqp“ Jipûiq ` O
´

1?
N

¯

q is bounded by

noting ûi is already optimal for Ji. Therefore, by Proposition 6.6, when making the

perturbation we need only consider the control ui which is L2 bounded, otherwise

Ji
`

ui, û´i
˘

will tend to `8. Thus we have

E
ż T

0
u2
i ptqdt ď C4 (6.67)

where C4 is a positive constant which is independent of N . Further, we can get the

boundness of sup
0ďtďT

E|kiptq|2.

Remark 6.5. Note that C4 is independent of N . Actually, we should first get

E
şT

0
u2
i ptqdt ď C̃4 for some C̃4 containing the terms 1

N
and 1?

N
due to the terms
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kpNq and O
´

1?
N

¯

. However, they will vanish in asymptotic sense as N is large

enough. Thus, we can obtain some C4, which is independent of N .

For the ith agent Ai, consider the perturbation in (L-B-PI) and introduce some

auxiliary system

$

&

%

´dk0
i ptq “

“

Ak0
i ptq `Buiptq

‰

dt´ n0
i ptqdWiptq ´ ñ

0
i ptqdW ptq,

k0
i pT q “ ηi

(6.68)

and for j ‰ i,

$

’

&

’

%

´dk̂jptq “
”

Ak̂jptq ´B
2R´1

`

α´ βy˚p0q
˘

eAt
ı

dt´ n̂jptqdWjptq ´ ˆ̃njptqdW ptq,

k̂jpT q “ηj

(6.69)

with the cost functional

Ji
`

uip¨q
˘

“ E
„
ż T

0
Ru2

i ptqdt` 2k0
i p0q

`

α´ βy˚p0q
˘



. (6.70)

Noting (6.64) and (6.68), we can see that pki, ni, ñiq is same to pk0
i , n

0
i , ñ

0
i q. Besides,

by (6.64) and (6.65), we have

$

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

%

´dkpNqptq “

«

AkpNqptq `
B

N

´

uiptq `
N
ÿ

j“1,j‰i

ûjptq
¯

ff

dt´
1

N

N
ÿ

j“1

njptqdWjptq

´
1

N

N
ÿ

j“1

ñjptqdW ptq,

kpNqpT q “ηpNq

(6.71)

where ûjptq “ ´BR
´1
`

α ´ βy˚p0q
˘

eAt, j ‰ i. Then we have the following lemma.

Lemma 6.6.

sup
0ďtďT

E
ˇ

ˇ

ˇ
kpNqptq ´ y˚ptq

ˇ

ˇ

ˇ

2

“ O
´ 1

N

¯

, (6.72)

ˇ

ˇ

ˇ
Jipui, û´iq ´ Jipuiq

ˇ

ˇ

ˇ
“ O

´ 1
?
N

¯

. (6.73)
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Proof. By (6.59) and (6.71), we have

$

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

%

´d
`

kpNqptq´y˚ptq
˘

“

„

A
`

kpNqptq ´ y˚ptq
˘

`
1

N

`

Buiptq ´ rptq
˘



´
1

N

N
ÿ

j“1

njptqdWjptq

`

«

z˚ptq ´
1

N

N
ÿ

j“1

ñjptq

ff

dW ptq,

kpNqpT q ´ y˚pT q “ηpNq ´ η.

Noting (6.67) (6.58) and applying the estimates of BSDE, we obtain (6.72). Thus,

we have

ˇ

ˇ

ˇ
Jipui, û´iq ´ Jipuiq

ˇ

ˇ

ˇ
ď2βE

”

ˇ

ˇkip0q
ˇ

ˇ

ˇ

ˇkpNqp0q ´ y˚p0q
ˇ

ˇ

ı

“ O
´ 1
?
N

¯

which completes the proof. l

Proof of Theorem 6.3: Consider the ε-Nash equilibrium of Ai for (B-PI). Com-

bining Lemma 6.5 and 6.6, we have

Jipûi, û´iq “ Jipûiq `O
´ 1
?
N

¯

ďJipuiq `O
´ 1
?
N

¯

“Jipui, û´iq `O
´ 1
?
N

¯

.

Thus, Theorem 6.3 follows by taking ε “ O
´

1?
N

¯

. l

6.3.4 Extensions

Now, we present some possible extensions based on our previous analysis. The first

extension is to consider the following cost functional

J 1
i

`

ui, u´i
˘

“ E
„
ż T

0
Ru2

i ptqdt` 2yip0q
´

α`
β

ypNqp0q

¯



(6.74)

where α, β are nonnegative constants. Such cost functional characterizes the so-

called bench-mark performance criteria in investment. To be more precise, suppose
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there has a large-population system which consists of considerable small investors

who aim to achieve (or, hedge) some terminal targets ηi by portfolio selection. The

term ypNqp0q denotes the average hedging cost for all investors while yip0q

ypNqp0q
denotes

the relative hedging costs for ith investor, and β denotes its weight. In case β “ 0, it

is reduced to the classical individual own performance. In case β ą 0, the investor

should get some balance between its own individual performance and the average

population performance. In other words, the investor aims to minimize its initial

hedging cost by taking account of the average cost of the whole market participants.

In this case, we aim to minimize the weighted cost functional J 1
i .

Another extension is to consider the so-called convex portfolio selection. In this

case, the given individual investor will take into account their relative performance

by comparison to their peers in convex combination. In accordance with [113], in

which the security writers aim to maximize the utility function of terminal wealth.

Here, we aim to minimize the following initial hedging cost

J 2
i

`

ui, u´i
˘

“ E
„

1

2

ż T

0
Ru2

i ptqdt` p1´ λqyip0q ` λ
´

yip0q ´ y
pNqp0q

¯



(6.75)

where λ P r0, 1s is the parameter of relative interest.

For above two extensions, following the similar arguments to our previous anal-

ysis, we can get the corresponding optimal decentralized controls as

$

’

’

&

’

’

%

ū1
i ptq “ ´R

´1B
´

α`
β

y1p0q

¯

eAt,

ū2
i ptq “ ´R

´1BeAt

(6.76)

where y1p0q is the initial value of the limiting process of state average. Besides,

the fixed points principle and the ε-Nash equilibrium properties for J 1
i ,J 2

i are ob-

tained respectively. Since there are some other financial models in the form of large-

population with partial information structure, our theoretical results may have po-

tential applications in finance and economics.
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Chapter 7

Conclusions and Future Work

This chapter draws conclusions on the thesis, and points out some possible research

directions related to the work done in this thesis.

7.1 Conclusions

The focus of the thesis has been placed on the LQMFGs of FBSDE sysems. Specifi-

cally, five research problems have been investigated in detail.

1. The large-population LQ games with forward-backward structure are discussed.

Unlike the forward case, the consistency conditions of the forward-backward

MFGs involve six Riccati and force rate equations. The decentralized control is

derived based on the consistency conditions. The ε-Nash equilibrium property

is also verified with the help of the estimates of forward-backward stochastic

systems.

2. The backward LQMFGs are introduced. Different to the well-studied forward

LQMFGs, the terminal conditions of individual players are specified here as a

priori and as a result, the decentralized control and consistency condition are

determined in backward manner. The ε-Nash equilibrium is verified using the

estimates of BSDE and its limiting equation.
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3. The LQMFGs with major and minor agents but in backward-forward setup

are studied. The state dynamics of major agent satisfies some BSDE while the

minor agents are modeled by some SDEs. To derive the decentralized strategies,

the MFG is formulated in backward-forward and major-minor framework. An

auxiliary MF SDE and a mixed BFSDE are thus introduced and analyzed.

The consistency condition is not directly analyzed via the fixed-point analysis

and contraction mapping. Instead, it is connected to the well-posedness of the

mixed BFSDE system and is obtained under some weak monotonic conditions.

The decentralized strategies are also verified to satisfy the ε-Nash equilibrium

property. For this purpose, some estimates to BFSDE is applied.

4. The combination problems of leader-follower and major-minor systems in-

volving large-population are investigated. The frameworks and processing

methods are mainly presented in three different manners. For “Serial-Parallel

Coupling”–Case I, the optimization problems of followers are solved firstly, and

then a classic major-minor problem. For “Serial-Parallel Coupling”–Case II,

the major-leader imposes some direct impacts to the followers, and the corre-

sponding variation method is different to the first one. As to “Serial Coupling”,

the problem is investigated in the “anticipating” manner and solved from back

to front. In all the topics, the agents track different convex combinations of

the centroid and dynamics of agents, and three consistency condition systems

are obtained.

5. The dynamic optimization of large-population systems with partial information

is considered. Due to the information structure, the state-average limit in this

setup turns out to be some stochastic process driven by the common Brownian

motion. The large-population systems are driven by SDEs and BSDEs. The

associated MFGs are formulated and studied. In addition, the decentralized
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strategies and the ε-Nash equilibrium properties are presented.

7.2 Future Work

Related topics for the future research work are listed below.

1. The large-population dynamic optimization problems investigated in Chapter

2 are driven by partially-coupled FBSDEs. One possible direction is to investi-

gate the fully-coupled forward-backward LQMFGs for more theoretical results

where the forward dynamics also involves the backward one. In the future,

seeking for the auxiliary systems and decentralized strategies is also challeng-

ing if the backward state-average is involved.

2. In Chapter 3, the individual agents of large-population system are only weak-

ly coupled in their state dynamics. It suggests to include the first solution

component yip¨q and its average ypNqp¨q into the running cost to be minimized.

This brings additional technical difficulty as the decoupling method via Riccati

equation is not workable for backward setup and the explicit solution can’t be

obtained (because the adjoint equation becomes a SDE). Another direction is

to introduce the second component zip¨q into the state or cost functional. It is

worth discussing them in the future work.

3. As to major-minor problem, in the future, one possible direction is that state-

average appears in dynamics of major player, which may bring lots of trouble in

proving the ε-Nash equilibrium property. Wellposedness of the corresponding

3 ˆ 2 mixed FBSDE system is also worth considering. Another direction is

that dynamics of minor players are formulated by BSDEs. In this case, the

consistent condition analysis may be more complicated and some technical

difficulties may arise.
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4. In Chapter 5, three consistency condition systems are obtained. Actually, it

is challenging to seek the wellposedness of the systems due to the complicat-

ed coupled structures. After getting it, the decentralized strategies and the

corresponding ε-Nash equilibrium properties will be studied.

5. The dynamic optimization of large-population systems with partial informa-

tion is considered in Chapter 6, in which the individual agents can only ac-

cess the partial filtration. One possible research direction is to study a more

complicated–partial observed case. More filter theory should be applied to

derive the optimal strategies. As to the backward formulation, the second

point above can be also extended to partial information or partial observed

structures.
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