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Abstract  

Today’s fashion industry is known to be information driven. The wise use of 

information for conducting sales forecasting helps a lot in enhancing the operations 

management of fashion companies. Numerous forecasting methods, such as statistical 

methods, Artificial Intelligence (AI) methods and many different kinds of hybrid 

methods, have been developed and studied in the literature for over two decades. 

However, good fashion sales forecasting is very difficult to achieve because the short 

product life-cycle and the ever-changing fashion trend make the demand of fashion 

product highly volatile.  

In this thesis, to analyze and compare the cutting edge technologies of fashion 

sales forecasting, a comprehensive literature review was first conducted. It was found 

that pure one-dimensional time series based statistical methods were easy to 

implement and able to provide analytical solutions, but failed to yield a top 

forecasting performance. AI models were powerful for fashion sales forecasting, but 

they were computationally time consuming and usually required a large amount of 

historical data. Thus, in this thesis, panel data methods were introduced to conduct 

fashion sales forecasting. Panel data methods were widely used to do sales forecasting 

in various industrial settings. It could model the influence from other correlated 

products and some important related factors that pure time-series based 
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single-dimension statistical methods missed through its multi-dimensional data 

structure.  

Useful fashion sales forecasting models should be applications oriented and 

hence industrialists’ feelings and criteria should be examined. In order to reveal some 

insights regarding how Industrialists evaluated different major sales forecasting 

methods, an industrial survey was conducted with an aim to examine the industrialists’ 

preference on fashion sales forecasting models. With the collected data, an analytic 

hierarchy process (AHP) analysis was conducted. To further investigate the preference 

of different decision makers with different roles, comparison studies were conducted 

by filtering the survey data into three category groups. Some important findings, 

including the usefulness of panel data based models, were obtained. 

After that, in order to develop a versatile and innovative fashion sales forecasting 

application, a panel data based particle filter (PDPF) model was proposed for 

conducting fashion sales forecasting. The core advantage of this hybrid PDPF model 

was its three-dimensional correlation structure which could incorporate the influence 

of the previous sales of the specific product item, its price, and the effects brought by 

other correlated product items, into the forecasting model. A computational analysis, 

using real sales data, was conducted to further examine the forecasting performance of 

the proposed PDPF (versus other commonly seen methods reported in the literature). 
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It was found that the PDPF outperformed the other methods. Moreover, some 

important relationships, such as 1) the relationship between sales and corresponding 

price, 2) the relationship between the amount of historical data and the forecasting 

performance and 3) the relationship between the frequency of information updating 

and forecasting performance were all investigated. Important insights were generated. 

 

 

  



IV 

 

Acknowledgements  

This thesis was written based on the research work during my PhD study in the 

Institute of Textiles and Clothing, Faculty of Applied Science and Textiles, The Hong 

Kong Polytechnic University, from 2012 to 2015. Special thanks are given to The 

Hong Kong Polytechnic University for offering me the Research Studentship as the 

financial support for my PhD study. Coming to The Hong Kong Polytechnic 

University to pursue a PhD is a great experience to me. Over the past years of my 

PhD study, many people have given me strong supports to my research work and my 

life. I would therefore like to sincerely acknowledge them.  

I would like to express my sincere thanks to my supervisor, Prof. Jason T.M. 

Choi, for giving me an opportunity to pursue the doctoral degree. Without for his kind 

advice and supports, it is impossible for me to finish this thesis research on time. His 

enthusiastic attitude towards research will always motivate me in the future endeavors. 

I would also like to sincerely thank Prof. K. K. Lai, Prof. Qi Xu, and Dr. Tracy Mok, 

the examiners of my PhD thesis research, for their many important advice and 

constructive comments on my thesis.  

Besides, I would like to express my gratitude to Dr. Pui-Sze Chow, as well as my 

fellow colleagues during my PhD study: Dr. Chun-Hung Chiu, Dr. Jinhui Zheng, Dr.  

Na Liu, Dr. Bin Shen, Dr. Hau-Ling Chan and Ms. Wing-Yan Li. They shared their 



V 

 

research experience and significantly contributed to my research through discussions 

and suggestions.  

Finally, I would like to offer my deepest thanks to my dear parents, 

parents-in-law, and my husband Ivan Xuran LI for their constant love, supports and 

encouragements through years that cheered me up and let me successfully accomplish 

this challenging journey. 

 

  



VI 
 

Table of Contents 

Abstract .......................................................................................................................... I 

Acknowledgements ..................................................................................................... IV 

Table of Contents ........................................................................................................ VI 

Chapter 1  Introduction ................................................................................................ 1 

1.1 Background of Study ....................................................................................... 1 

1.2 Research Objectives ......................................................................................... 5 

1.3 Organization ..................................................................................................... 5 

Chapter 2  Literature Review ....................................................................................... 8 

2.1 Statistical Forecasting Methods ....................................................................... 8 

2.2 AI Forecasting Methods ................................................................................. 10 

2.3 Hybrid Forecasting Methods .......................................................................... 13 

2.3.1 Fuzzy Logic Based Hybrid Methods................................................... 13 

2.3.2 Neural Network Based Hybrid Methods ............................................. 14 

2.3.3 ELM Based Hybrid Methods .............................................................. 16 

2.3.4 Other Hybrid Methods ........................................................................ 17 

Chapter 3  Panel Data Models .................................................................................... 21 

3.1 Introduction .................................................................................................. 21 

3.2 Analytical Models ........................................................................................ 26 

3.2.1 Static Models ....................................................................................... 27 

A. Fixed-effects Model ............................................................................. 28 

B. Random-effects Model ......................................................................... 30 

C. Comparison of Fixed-effects and Random-effects Models.................. 32 

3.2.2 Dynamic Models ................................................................................. 34 

A. Common Regression Model ................................................................. 34 

B. Estimation for Dynamic Models .......................................................... 35 

3.2.3 Spatial Correlation Model ................................................................... 41 

3.2.4 Serial Correlation Model ..................................................................... 44 

3.2.5 Summary ............................................................................................. 47 

3.3 Tests .............................................................................................................. 48 

3.3.1 Panel Stationary Tests ......................................................................... 48 

3.3.2 Individual-specific Effects Test ........................................................... 49 

3.3.3 Spatial Correlation Test ....................................................................... 51 

3.3.4 Serial Correlation Test ......................................................................... 52 

Chapter 4  A Comparative Study for Fashion Sales Forecasting Models .................. 57 

4.1 The Panel Data Forecasting Model ................................................................ 58 

4.2 Other Commonly Used Fashion Sales Forecasting Models ........................... 63 

4.2.1 Statistical Models ................................................................................ 63 



VII 
 

4.2.2 Extreme Learning Machine ................................................................. 63 

4.2.3 Grey Model ......................................................................................... 66 

4.3 Comparisons of Different Fashion Forecasting Models ........................ 68 

4.4 Industrial survey & AHP analysis .................................................................. 73 

4.4.1 Analytic Hierarchy Process (AHP) Analysis ...................................... 73 

4.5 Concluding remarks ....................................................................................... 83 

Chapter 5 Fashion Sales Forecasting with a Panel Data-Based Particle-Filter Model 84 

5.1 Panel Data Based Particle Filter (PDPF) Model ............................................ 85 

5.2 Case Study –Sales Forecasting by Item and Color ........................................ 92 

5.2.1 Datasets ............................................................................................... 92 

5.2.3 Sales Forecasting by Items .................................................................. 93 

5.2.4 Sales Forecasting by Color ................................................................. 95 

Chapter 6  Further Analysis for the PDPF Forecasting Model .................................. 99 

6.1 Effects of Degree of Correlation between Sales and Price .......................... 100 

6.2 Effects of Number of Historical Data .......................................................... 102 

6.3 Effects of Information Updating and Forecasting Frequency ...................... 105 

Chapter 7  Conclusion and Future Research ............................................................ 112 

7.1 Conclusion ................................................................................................... 112 

7.2 Limitations and Future Research ................................................................. 113 

Appendix A: The questionnaire for Chapter 6 ........................................................... 115 

References .................................................................................................................. 117 

 

  



1 

 

Chapter 1 Introduction 

1.1  Background of Study 

In the fashion industry, a good sales forecasting tool for fashion products can 

help companies make better decisions. For example, fashion companies can reduce 

the amount of under-stocking or over-stocking in inventory control and increase the 

efficiency of production planning, and revenue management. Unfortunately, sales 

forecasting is a very difficult task in fashion retailing. This is partially a result of the 

high volatility of fashion demand, which is driven by the ever changing fashion trend; 

and partially a natural consequence brought by the lack of historical sales data owing 

to the short product selling season feature for most fashion products.   

Fast fashion, a well-established business model, is an industrial trend. It is 

widely adopted by a number of international fashion companies such as Zara, Uniqlo, 

Mango and H&M in recent years (Choi 2013). In order to satisfy market demand, fast 

fashion companies tend to achieve a very fast response to fashion trend and 

customer’s preference changing within a short lead time. As a result, fast fashion 

companies have to face the following conditions when conduct sales forecasting: (i) 

quick forecasting (Wang 2011) and (ii) using a limited amount of historical data to 

conduct prediction. Thus, fashion sales forecasting would become even more 

challenging under the fast fashion era. 
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In past decades, numerous forecasting methods were developed and studied in 

the literature, such as the statistical methods, the artificial intelligence (AI) methods 

and many kinds of hybrid methods. In fact, the statistical methods, such as 

auto-regression, exponential smoothing, ARIMA, SARIMA were probably the most 

widely used techniques for fashion sales forecasting. The advantages of these models 

are being fast, simple, well-explored, and easy to understand. However, the factors 

considered by these models are usually limited (Ni and Fan 2011). AI models were 

also employed to implement fashion sales forecasting (Au, et al. 2008; Frank, et al. 

2003) and other forecasting for the fashion inudstry (Banica, et al. 2014). These 

methods are more versatile than statistical models. However, AI methods would 

require a substantial amount of time for conducting forecasting and the forecasting 

performance would largely depend on having sufficient historical data for training 

(Ma and Khorasani 2004). Combining the advantages of statistical methods and the 

AI methods, many kinds of hybrid methods were proposed in recent years (Aburto 

and Weber 2007; Choi, et al. 2011 and 2014; Kaya et al. 2014; Pai and Lin 2005; 

Thomassey, et al. 2005; Thomassey, et al. 2005; Vroman, et al. 1998). Many of these 

hybrid methods would perform well by employing the benefits of the component 

methods.  

It was known that fashion products are quite different from many other 
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non-fashion products. For instance, in fashion apparel, there are usually a lot of 

stock-keeping-units (SKUs) even under one single product line. In general, the 

demands of these SKUs are correlated. Thus, the sales of a specific fashion product 

would not only be influenced by the factors such as its size, color, price, etc, but also 

the sales of correlated items. This directly implies that the panel data based models 

could be good candidates for fashion sales forecasting.  

The term “panel data” refers to a kind of data that contain time series 

observations of numerous of individuals. Therefore, observations in panel data 

involve at least two dimensions; a cross-sectional dimension and a time series 

dimension (that can be illustrated in Figure.1.1) (Hsiao 2003). Thus, the pure time 

series and pure cross-sectional data are special cases of panel data which are 

expressed in one dimension only (Baltagi 2008). Panel data usually contains 

observations of multiple phenomena obtained over a series of time periods for the 

same individuals. Panel historical data combining time-series data and cross-sectional 

data, would naturally provide more informative data for decision makers to conduct 

sales forecasting. Different from traditional time series models, the panel data model 

analyses each individual with multiple observations by including the unobservable 

effects which maybe correlated among all the individuals in the panel. Thus, it is able 

to model the influence from other correlated products and some important factors in 
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which the other pure time-series data based methods would miss through its 

multi-dimensional data structure.  

Motivated by the importance of fashion sales forecasting and the advantages of 

panel data models for conducting sales forecasting, this thesis investigates the panel 

data based forecasting methods for fashion sales and explores (i) the related literature, 

(ii) the strengths and weaknesses of a selected set of computational fashion 

forecasting models, including the panel data model; (iii) how industrialists evaluate 

these fashion sales forecasting models and their preference; (iv) the performance of a 

novel panel data based particle filter fashion sales forecasting model. 
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Figure 1.1 The panel data structure. 



5 

 

1.2  Research Objectives 

The purpose of this research study is to develop panel data based methods for 

fashion sales forecasting and examine their performance compared with other popular 

methods. Moreover, this research goes one step further in exploring the industrialists’ 

preference for choosing sales forecasting systems. To be specific, the four main 

objectives of this thesis research are listed as follows: 

1. To analyze a set of computational models which can be applied for fashion sales 

forecasting and generate insights on their strengths and weaknesses. 

2. To examine the industrialists’ preference for different commonly seen sales 

forecasting systems. 

3. To develop panel data based forecasting methods for fashion sales forecasting. 

4. To examine the forecasting performance of these proposed methods and 

investigate the forecasting features of them. 

 

1.3  Organization  

This thesis consists of seven chapters and it is organized by the structure 

illustrated in Figure 1.2. To be specific, a comprehensive literature review on fashion 

sales forecasting methods, forecasting methods that can be used in fashion industry 

and applications of panel data method in sales forecasting, was conducted in Chapter 
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2. Next, the general analytical models, estimation methods and industrial applications 

of panel data sales forecasting models were reported in Chapter 3. A comparative 

study on panel data and other popularly used fashion sales forecasting methods was 

conducted with industrialists’ inputs in Chapter 4. After that, a novel panel data based 

particle-filter (PDPF) model for fashion sales forecasting problem was studied in 

Chapter 5 and some further analysis on the forecasting features of the proposed PDPF 

model were shown in Chapter 6. Finally, this dissertation was concluded with 

discussions on future research in Chapter 7. 
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Figure 1.2 The organization of this thesis. 
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Chapter 2 Literature Review
1
 

In the fashion industry, sales forecasting is a critical part of retail operations 

management. This chapter reviews the literature on fashion sales forecasting, and 

identifies the advantages and limitations of the major fashion sales forecasting 

methods. 

2.1  Statistical Forecasting Methods 

In conducting sales forecasting for fashion products, the classical approach starts 

by analyzing the product features (Nenni, et al. 2013). After that, fashion companies 

need to determine the forecasting approach. Traditional statistical methods, such as 

auto-regression, exponential smoothing, ARIMA, SARIMA are probably the most 

widely used techniques for fashion sales forecasting. The advantages of these models 

are being fast, simple, and easy to understand and implement. For the detailed 

applications of these methods for fashion sales forecasting, please refer to (Box and 

Jenkins 1976; Liu, et al. 2013; Thomassey 2014)). Another important advantage of 

these statistical methods is that they have a closed-form analytically tractable 

expression, which makes it easier to combine with other operations (e.g., inventory 

management) together. Recently, Yelland and Dong (2013) examined the applicability 

of a Bayesian forecasting model for conducting fashion sales forecasting, and they 

                                                      
1
 A part of this chapter was published as a journal paper in: Liu, N., S. Ren, T.-M. Choi, C.-L. Hui, and 

S.-F. Ng. 2013. Sales forecasting for fashion retailing service industry: a review, Mathematical 

Problems in Engineering, 2013. http://dx.doi.org/10.1155/2013/738675. 
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found that the Bayesian approach could yield better quantitative forecasting than 

many other methods. Despite being simple and fast, the statistic methods suffer some 

drawbacks for fashion sales forecasting: (i) The factors that may affect fashion sales 

forecasting considered by these models are usually limited (Ni and Fan 2011); (ii) it is 

difficult for simple single-dimensional statistical models to yield an excellent 

forecasting performance, in particular, compared with AI methods. 

In recent years, with the emphasis on “big data” and the data driven 

knowledge-based operations management, panel data based forecasting models have 

been widely adopted in various industrial settings. Panel data, also called time series 

and cross section data or pool data (Hsiao 2003), follows a set of sample of 

individuals over time. It involves two dimensions: a time-series dimension T and a 

cross-sectional dimension N
2
, and thus it provides two-dimensional observations on 

each individual in the sample. Panel data methods have become more and more 

important in the big data era (owing to the availability of data), even though the 

collection of panel data is more costly than the one-dimensional ones (Hsiao 2007). 

Panel data analysis has many advantages when comparing with the pure time-series 

single-dimensional econometric models (refer to Table 2.1). It usually gives a larger 

number of data points and incorporates much richer information from both time-series 

                                                      
2
 N: the number of cross-sectional units. Taking the sales data of apparel products as an example, N 

denotes the number of product categories. 
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and cross-sectional dimensional data. Panel data models consider variables observed 

over time and across different units, and can identify effects that simply are not 

detectable through the purely cross-section or time-serial analysis of data. Hence, 

panel data methods improve the efficiency of econometric estimates (Hsiao 2003). 

The panel data approach also reduces the problem of multi-collinearity and provides a 

higher degree of freedom in the model estimation (Song and Li 2008). Therefore, it is 

especially suitable for the sales forecasting problem when (i) the time series for all 

variables are shorter, and (ii) cross-sectional information on these variables is 

available. Obviously, these situations are satisfied for many fashion retail operations.   

Table 2.1 Advantages of panel data based models compared to time-series based 

models 

 Panel data One-dimensional data 

Sample data Two dimensions(N,T) Only one-dimensional T 

Forecasting accuracy More accurate prediction Less accurate prediction 

Learning individual’s 

behavior 

By observing the behavior of 

itself together with others 

By observing the behavior 

of itself 

Conducting behavior 

models 

More complicated behavioral 

models 
One-dimension models 

Collinearity Can reduce collinearity Unavoidable 

 

2.2  AI Forecasting Methods 

With the advance of computing technologies, artificial intelligence (AI) models, 

which are more versatile than statistical models, have been widely employed to 

javascript:void(0);
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implement fashion sales forecasting (see Frank, et al. (2003), Au et al. (2008), 

El-Bakry and Mastorakis (2008) and Yu et al. (2012)). Artificial neural network (ANN) 

methods are a popular set of forecasting models for predicting fashion product’s sales. 

It is well known that even a simple ANN would take a substantial amount of time to 

complete a basic sales forecasting task (e.g., it may take several minutes, and 

evolutionary neural networks (ENN) would even take a longer time (Au, et al. 2008)). 

The long computational time becomes a major hurdle for the deployment of many 

ANN and ENN based forecasting models in real world fashion sales forecasting. ANN 

models have been proven that they are able to provide satisfactory results (in terms of 

forecasting accuracy) in different forecasting domains (Olson and Mossman 2003; 

Yoo 1999; Zampighi et al. 2004). Despite yielding high forecasting accuracy, ANN 

and ENN based forecasting models are very time consuming to run due to their 

utilization of the gradient-based learning algorithms. To overcome this drawback, the 

extreme learning machine (ELM) (Pao et al. 1994) based models were proposed in 

recent years for sales forecasting in fashion by Sun et al. (2008). ELM’s performance 

in sales forecasting is proven to be better than many back propagation neural networks 

based methods (Zhu et al. 2005; Huang et al. 2006). After that, an extended ELM 

method (EELM) based algorithm was proposed to further enhance the forecasting 

performance by Yu et al. (2012). Although being more stable than ELM, EELM still 
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needs a substantial amount of time to conduct prediction. Besides, another popular 

forecasting method for predicting fashion product’s demand is the grey method (GM), 

that has been known to be a very efficient method to deal with time-series demand 

forecasting problems with insufficient historical data (Mostard et al. 2011; Mengi and 

Altas 2011; Hui et al. 2005; Zhu et al. 2005; Sun et al. 2008; homassey et al. 2005; 

homassey et al. 2005; Aksoy et al. 2012). Fuzzy logic based models are able to better 

identify nonlinear relationships in the input data, that makes them conduct good 

performance for fashion demand forecasting (Liu et al. 2014). For fashion forecasting, 

the related reviews can be found in (Liu et al. 2014), Nenni et al. (2013), Thomassey 

Thomassey (2014), and Choi et al. (2011).  

Despite being powerful, AI methods usually require a substantial amount of time 

for conducting forecasting and the forecasting performance largely depends on having 

sufficient historical data for training.  

The limitations of both AI methods and statistical methods hence call for the 

development of innovative new methods. For example, a series of hybrid models, 

which combine the advantages of statistical methods and the AI methods, were 

proposed in the recent literature (Aburto and Weber 2007; Choi, et al. 2011; Pai and 

Lin 2005; Thomassey, et al. 2005; Thomassey, et al. 2005; Vroman, et al. 1998; Wong 

and Guo 2010) and they would be reviewed below.  
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2.3  Hybrid Forecasting Methods 

Combining advantages of statistical methods and the AI methods, a series of 

hybrid models were proposed in the literature of fashion sales forecasting in recent 

years. As such, many of them were considered to be more efficient than the pure 

statistical models and pure AI models. Hybrid methods employed in the fashion 

forecasting literature often combine different schemes such as the fuzzy model, ANN, 

ELM with other techniques such as statistical models, and the grey model (GM), etc. 

In the following, several examples are discussed. 

2.3.1  Fuzzy Logic Based Hybrid Methods 

After Vroman et al. (1998) developed a fuzzy-adaptive model to predict the sales 

for new items without historical data, several fuzzy logic based hybrid models were 

proposed in the literature to conduct fashion sales forecasting. Forecasting results 

showed that the proposed fuzzy-adaptive model outperformed the conventional 

Holt-Winter method. After that, Thomassey et al. (2005a) used the fuzzy logic concept 

to perform fashion forecasting. Their new model allowed an automatic learning of the 

non-linear explanatory variables’ influence. Notice that their model required a 

subjective expert judgment for the learning process which posed a challenge for its 

real world application in the fashion retailing industry. Extending Thomassey, et al. 

(2005a), Thomassey et al. (2005b) proposed a forecasting system which was 
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composed of a mid-term forecasting model called AHFCCX and a short term predict 

model called SAMANFIS. Their proposed model was based on multiple models such 

as fuzzy logic, neural networks and evolutionary procedures. AHFCCX could realize 

a mean term forecasting based on historical data of precedent historic season and the 

SAMANN model would then use this mean term forecasting and last weeks' sales to 

obtain a short term prediction. The authors argued that their proposed method was 

versatile in processing the uncertain data. Recently, Yesil et al. (2012) applied a 

hybrid fuzzy model to conduct fashion forecasting. To be specific, they combined the 

fuzzy logic model and the statistical model to conduct forecasting. In their hybrid 

method, they calculated a final forecast for weekly demand based on the weighted 

average of forecasts that were generated by multiple methods. They argued that their 

proposed method could achieve very high accuracy. 

2.3.2  Neural Network Based Hybrid Methods 

In neural network (NN) hybrid models, Vroman et al. (2001) employed a NN 

model with the “corrective coefficients of seasonality” for a mean-term forecasting 

horizon. They argued that their proposed hybrid method can also conduct forecasting 

for short and discontinuous time series. They reported significantly good results with 

their proposed NN hybrid model and believed that the outstanding performance came 

from the NN’s ability of mapping the nonlinear relation between data inputs and 
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output. Thomassey and Happiette (2007) developed a hybrid neural clustering and 

classification scheme for conducting sales forecasting of new apparel items. Their 

model could increase the accuracy of mid-term forecasting in comparison with the 

mean sales profile predictor. Notice that ANN based models could also be combined 

with other techniques like grey method (GM), and auto-regressive models. For 

instance, a two-stage dynamic forecasting model, which contained neural networks 

and the auto regressive technique, was applied for fashion retail forecasting in Ni and 

Fan (2011). In their model, Ni and Fan used neural networks to establish a 

multi-variable error forecasting model. Their model developed the concept of 

‘influence factors’ and divided the ‘impact factors’ into two distinct stages (long term 

and short term). Their computational experiment showed that the multi-variable error 

forecasting model can yield good prediction results for fashion retail sales forecasting 

problems. Aksoy et al. (2012) combined the fuzzy method and neural networks to 

form a new system called the adaptive-network based fuzzy inference system. Their 

proposed new system combined the advantages of both systems, namely the learning 

capability of neural networks and the generalization capability of fuzzy logics. Rather 

recently, Choi et al. (2012) applied an ANN and GM based hybrid model for fashion 

sales forecasting with respect to color. They systematically compared ANN, GM, 

markov regime switching, and GM+ANN hybrid models. They revealed that the 
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GM(1,1) and ANN hybrid model were the best ones for forecasting fashion sales by 

colors in the presence of very few historical data.  

2.3.3  ELM Based Hybrid Methods 

The extreme learning machine (ELM) is quick in conducting forecasting (Yu, et 

al. 2011). Despite the fact that it is not perfect because of its unstable nature, its “fast 

speed” makes it a very good candidate to be a component model for the more 

advanced hybrid model for fashion forecasting.  For example, to investigate fashion 

sales series from a new perspective, Wong and Guo (2010) proposed a hybrid 

intelligent model combining the learning algorithm-based neural network and the 

heuristic fine-tuning process. Novel learning algorithm-based neural network was 

used to generate initial sales forecast and heuristic fine-tuning process was adopted to 

obtain more accurate final sales forecast. They claimed that the performance of their 

proposed model was superior to the traditional ARIMA models and two recently 

developed neural network models and suggested that the patterns in its same-period 

time series were much simpler than its original pattern if the original monthly time 

series exhibited a strong level of seasonality. Xia et al. (2012) examined a forecasting 

model based on ELM with the adaptive metrics. In their model, the inputs would 

solve the problems of amplitude changing and trend determination, which in turn 

helped to reduce the effect of the over fitting of networks. Yu et al. (2012) used ELM 
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and Grey Relational Analysis (GRA) to develop a fashion color forecasting hybrid 

method. Their computational result with real empirical data illustrated that their 

proposed model would outperform several other competing models in forecasting 

fashion color. 

2.3.4  Other Hybrid Methods 

In addition to the types of hybrid methods reviewed above, some other innovative 

forecasting combined methods were also reported in the literature. For example, Choi 

et al (2011) employed a novel hybrid SARIMA wavelet transform (SW) method for 

fashion sales forecasting. Using both real data and artificial data sets, they showed 

that with a relatively weak level of seasonality and a highly variable seasonality factor, 

their proposed SW method would outperform the classical statistical methods. They 

concluded to say that the SW method was suitable for conducting volatile retail sales 

forecasting in fashion. Thomassey and Happiette (2007) developed a hybrid method 

which was based on an existing clustering technique and a decision tree classifier. 

Their proposed hybrid method was known to be very useful for estimating the sales 

profiles of new items in fashion retailing in the absence of historical sales data. Ni and 

Fan (2011) established a combined method which included the auto regression and 

decision tree method (called the ART method). They proposed that their hybrid 

method performed very well for fashion sales forecasting. Table 2.2 summarized the 
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reviewed hybrid methods.  

Table.2.2 The summary of hybrid methods-based fashion retail sales forecasting 

models 

Method Paper Domain Findings 

Fuzzy Holt 

Winter 

(Vroman, 

et al. 1998) 

New items The proposed fuzzy-adaptive model would control 

the weight factors of an exponential-smoothing 

forecasting method, and it could be applied for new 

item sales forecasting problems. 

CCX (Thomasse

y, et al. 

2002) 

Mean term The method used fuzzy logic abilities to map the 

non-linear influences of explanatory variables to 

conduct sales forecasting. However, expert judgment 

was required for the learning process for this method. 

(Thomasse

y, et al. 

2002) 

Mean term This method allowed a fashion company to obtain 

mean term forecasting to pass commands to 

providers.  

NN (Thomasse

y, et al. 

2005) 

Short-term The method could perform short-term forecasting by 

re-adjusting mean-term model forecasts with the 

inputs of real sales. 

Distributi

on of 

Aggregat

ed 

forecast 

and 

Classific

ation 

(Thomasse

y, et al. 

2005) 

New items 

 

Insufficien

t data 

Their proposed items forecasting model would 

estimate the items sales of the same family without 

requiring any historical data.  

NN (Aksoy, et 

al. 2012) 

Short term The model greatly improved the accuracy of 

forecasting results for the short horizon of one month. 

NN (Yesil, et 

al. 2012) 

Fast 

forecasting 

Using fuzzy logics, the combiner would calculate a 

final forecast for each week’s demand as a weighted 

average of forecasts that were generated by different 
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methods. This combined forecast would achieve 

better accuracy than any of the individual forecasts. 

ANN CCX (Vroman, 

et al. 2001) 

Mean term Considering noisy data and multiple explanatory 

variables (controlled, available or not) related to the 

sales pattern, the proposed model performed well. 

Classific

ation 

(Thomasse

y and 

Happiette 

2007) 

New items Neural clustering and classification model globally 

increased the accuracy of mid-term forecasting in 

comparison with the mean sales profile predictor. 

ELM+ 

Harmony 

search 

(Wong and 

Guo 2010) 

Mean term The learning algorithm integrated with an improved 

harmony search algorithm and an extreme learning 

machine could improve the network generalization 

performance and was better than traditional ARIMA 

models and two recently developed neural network 

models in fashion sales forecasting. 

ART (Ni and 

Fan 2011) 

Two 

stages: 

Long term 

and short 

term 

Combining the ART model and the error forecasting 

model based on neural networks, an adjustment 

improving model which could be applied for the 

fashion retail forecasting was developed. 

GM (Choi, et 

al. 2012) 

color trend 

 

insufficient 

data 

GM+ANN hybrid models were examined in the 

domain of color trend forecasting with a limited 

amount of historical data. The GM + ANN hybrid 

model was the best one for forecasting fashion sales 

by colors in which only very few historical data was 

available. 

ELM Statistic (Yu, et al. 

2011) 

Fast 

forecasting 

A comparison with other traditional methods showed 

that the ELM sales forecasting model is quick and 

effective. 

Metrics (Xia, et al. 

2012) 

Sufficient 

data 

The adaptive metrics of inputs could help solve the 

problems of amplitude changing and trend 

determination, and reduce the effect of the over 

fitting of the neural networks. The model 
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outperformed auto-regression (AR), ANN and ELM 

models. 

GRA (Baltagi 

and Griffin 

1997) 

Color trend With real data analysis, the results showed that the 

ANN family models, especially for ELM with GRA, 

outperformed the other models for forecasting 

fashion color trend. 

SARI

MA 

 

Wavelet (Yu, et al. 

2012) 

highly 

volatile 

sales 

For real data with a relatively weak level of 

seasonality and a highly variable seasonality level, 

the SW hybrid model performed well.  

Decisi

on tree 

Clusterin

g 

(Thomasse

y and 

Fiordaliso 

2006) 

Mean term The proposed model, based on an existing clustering 

technique and the decision tree classifier, was useful 

to estimate sales profiles of new items in the absence 

of historical sales data. 

Auto-reg

ressive 

techniqu

e 

(Ni and 

Fan 2011) 

Short term Combining the ART model and the error forecasting 

model based on neural networks, the “adjustment 

improving” model was applicable for the fashion 

retail forecasting.  
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Chapter 3 Panel Data Models
3
 

3.1  Introduction  

In Chapter 2, various models for fashion sales forecasting were examined. It was 

found that the panel data model could be a very useful one for fashion sales 

forecasting. In this chapter, several important and commonly examined panel data 

based models were reviewed and insights regarding their strengthens, weaknesses, 

and applications were generated.    

Over the past decades, panel data models and forecasting analysis were used in 

many research areas. Baltagi (2008) gave a pioneering literature review of panel data 

based forecasting. He found that panel data estimators performed very well in 

forecasting, although the forecasting performance of various panel data estimators 

vary from one empirical example to another.  

As reviewed in Chapter 2, sales forecasting methods based on time-series data 

were well-established. Under these methods, the sale of each fashion item was 

estimated independently, and there was a lack of consideration on the unobservable 

correlation of individuals. This would make the pure time-series approaches far from 

effective. Panel data models (Getis 2007), with a cross-sectional dimension I  and a 

time-series dimension T , could provide the possibility of learning an individual 

                                                      
3
 A part of this chapter was prepared as a review paper under the journal review.  
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item’s sales pattern by observing the pattern of others, in addition to the information 

on that particular individual item’s pattern. In fact, a panel data structure is one that 

follows a set of individual sample over time, and it thus observes each individual in 

the sample together. (Hsiao 2003). Combining cross-section and time-series data is 

able to better handle the unobservable effects (individual-specific) which might have 

serious correlations with other explanatory variables. As described by Jang and Shin 

(2014), panel data techniques were proposed by Airy in 1861 for the astronomical 

data analysis. Since the 1960s, the panel data based methods have become widely 

available for forecasting labor economics all around the worlds. Two of the most 

classical panel data sets, the University of Michigan’s Panel Study of Income 

Dynamics (PSID) and the National Longitudinal Surveys of Labor Market Experience 

(NLS) , were also constructed in the U.S. in 1968 (Hsiao 2003). Borus (1981) and 

Juster (2000) classified and discussed other mainstream panel data sets and found that 

economists were of interest to analysis data in panel structures. Panel data sets for 

economic research outperformed either conventional cross-sectional or time-series 

data sets in several major aspects (e.g., Hsiao (1985a, 1995, 2000)) (refer to Table 3.1). 

Panel data models would usually have the advantages compared with conventional 

one dimensional data model, such as: larger degrees of freedom, more data points and 

smaller collinearity among explanatory variables. Therefore the efficiency of 
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econometric estimation would be enhanced by using panel data structure (Hsiao 

2003). 

Table 3.1 Advantages of panel data methods compared to pure 

single-dimensional time-series methods 

 PANEL DATA ONE-DIMENSIONAL DATA 

Sample data Involves two 

dimensions(N,T) 

Involves only one dimension T 

Forecasting 

accuracy 

More accurate prediction Less accurate prediction 

Learning 

individual’s 

behavior 

By observing the behavior 

of itself together with 

others 

By observing the behavior of itself 

Conducting 

behavior models 

More complicated 

behavioral models 

One-dimension models 

Collinearity Can reduce collinearity Unavoidable 

 

First, Telser (1962) used pooled data to do the demand analysis for branded 

goods. In his analysis, the customer purchase behaviors were not only investigated by 

the price of the studied product, but also the price of other branded products. Baltagi 

(2008) gave a detailed review of forecasting applications with panel data, and 

suggested that panel data technique performed very well in forecast probably due to 

their simplicity. However, he also pointed out that the forecasting performance of 

different panel data estimators might vary from one empirical example to another. 

Later on, Babel, et al. (2008) proposed a stochastic mortality model to capture both 

javascript:void(0);
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common age effect and common time effect of German mortality rates using panel 

data structure. Their study suggested that the panel structure model would allow a 

direct interpretation of the parameters and lead to promising forecasting results. 

Gholami et al. (2009) conducted a comprehensive study on the patterns and 

mechanisms of “spillovers”, an international information and communication 

technology, by constructing a 37 countries’ panel data from 1996 to 2004. Issler and 

Lima (2009) proposed a novel approach to econometric forecast of stationary time 

series within a panel-data framework and showed that the number of forecasts and the 

number of time periods would increase without bounds using panel data sequential 

asymptotic. Furthermore, the empirical studies of the exchange rate model with panel 

data revealed that there are potentials in forecasting accuracy increase, estimation 

precision improvement, and wider application capability when using panel data. In 

contrast to single-section models, panel models were often able to outperform a 

random walk in out-of sample tests (see (Hulley and McWalter 2008)). Baltagi et al. 

(2012) proved that estimators that ignored heterogeneity/spatial correlation might 

perform poorly in RMSE forecasts under their Monte Carlo studies. Recently, 

combining the pane cointegration model and the particle filter method, Li et al. (2013) 

investigated an energy price forecasting model for several interconnected regions 

based on a two-stage panel data. Their empirical results indicated that their proposed 
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model performed better than some competing AI methods. 

In terms of sales forecasting, some related studies were reviewed in the following. 

Levi (1986) estimated the dynamic demand for cigarette consumption based on panel 

data structure. The panel is composed of pooled time-series over the period from 1963 

to 1980 and cross-section data of 46 states. In the study of dynamic demand for 

gasoline over the period 1960–1990 across 18 OECD countries, Baltagi and Griffin 

(1997) proposed a panel-data based technique to estimate reliable price and income 

elasticities by pooling the data. Then, Baltagi et al. (2012) reconsidered the two US 

panel datasets on residential electricity and natural-gas demand and compared the 

out-of-sample forecast performance. The results once again proved that pooled data 

would offer better out-of-sample forecast. After that, Kesavan et al. (2010) 

constructed a simultaneous equations model using the panel data to provide joint 

forecasts of annual cost of goods sold, inventory, and gross margin for retailers. They 

claimed that the sales forecasts from their proposed panel data model were more 

accurate than the consensus forecasts from equity analysts.  

Undoubtedly, the panel data based methods were well-applied in practice. In the 

following, important details of panel data based models would be examined. 
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3.2  Analytical Models  

A common classification scheme of several panel data based models that were 

used in forecasting is shown in Figure 3.1. Notice that from the stage dependency 

perspective, panel data based models can be classified as static panel data models and 

dynamic panel data models. The static model is more structural than behavioral while 

the dynamic model gives a representation of the behavior of the system’s static 

components. Considering the impact of the individual-specific effects, a panel data 

model can be classified as the fixed-effects model and the random-effects model. In 

the fixed-effects model, the effects of omitted individual-specific variables are treated 

as fixed constants over time; while in the random-effects model, the 

individual-specific effects are treated as random variables. Moreover, based on the 

dependence relationship in error terms, panel data models can be categorized as 

spatial correlation models and serial correlation models. Spatial correlation models 

enable decision makers to identify and control for correlations across cross-section 

units, such as state/region correlation in energy demand forecasting and land-use 

forecasting. Serial correlation panel data models deal with the correlation existing 

among error terms from different time periods, which cannot be well described by a 

constant or an independently distributed error term. In the following, more analytical 

details of these models would be introduced. 
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Figure 3.1 The proposed classification of panel data model. 

 

3.2.1  Static Models 

Following (Hsiao 2003), the common panel data regression model is presented 

as: 

'

it it ity X u                         (1) 

where 1,2,...,i N  denotes N  individuals. 1,2,...,Tt  denotes T  time periods. 

The i  subscript therefore denotes the cross-section dimension, whereas t  denotes 

the time-series dimension,   is a constant, 
' ( 1 K ) is fixed but contains 

unknown parameters and itX is the thit  observation on K  exogenous variables, 

itu  is a random disturbance term (i.e. noise). The basic assumption of such models is 

that, conditional on the observed explanatory variables, the effects of all omitted (or 

Static model 

Dynamic model 

Fixed effect Model 

Random effect Model 

Spatial Correlation Model 

Serial Correlation Model 

Correlation in error term 

Stage 

dependency 

Panel data models 

Fixed effect Model 

Random effect Model 
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excluded) variables are driven by three types of variables:  

1. Individual time-invariant: The individual time-invariant variables have two 

characteristics: (i) vary across cross-section (ii) are the same for a given 

cross-section over time. 

2. Period individual-invariant: The period individual-invariant variables have 

two characteristics: (i) vary over time (ii) are the same for all cross-sectional 

units at a given time. 

3. Individual time-varying: The individual time-invariant variables have two 

characteristics: (i) vary across cross-section (ii) are the same for a given 

cross-section over time. 

Next, the “fixed-effects” and “random-effects” models would be examined. 

A. Fixed-effects Model 

Considering the following one-way error component model (Balestra and 

Nerlove 1966) that is the most widely used specification in the economics literature 

'

it it i ity X u                              (2) 

Assuming there are no time-specific effects, and only individual-specific effects 

exist in this model. Under the fixed-effects case, the individual-specific effects i  

are assumed to be fixed parameters which require estimation. The error term
itu

denotes the effects which are peculiar to both the individual units and time periods, 
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and it is usually modeled as an . .i i d  random variable with a zero mean and a fixed 

variance. 
itX is assumed to be independent of the 

itu  for all i  and t . Note that 

this kind of fixed-effects error component model was studied by Wallace and Hussain 

(1969) and Swamy and Arora (1972). The advantage of fixed-effects inference is that 

there is no need to make a assumption that the effects are independent of i , while 

the disadvantage is that it introduces the issue of incidental parameters (Hsiao 2003). 

According to (Hsiao 2003), ordinary-least-squares (OLS) estimator is the best linear 

unbiased estimator (BLUE). The OLS estimates of i  and   would be obtained by 

minimizing ' '

1 1

( ) ( )
N N

i i i i i i i i

i i

S U U y e X y e X   
 

                         (3). 

Taking partial derivatives of S  with respect to i  and setting them equal to 

zero yields 

'ˆ
i i iy X   ,         1,...,i N ,                 (4) 

where 

1

1 T

i it

t

y y
T 

  ,  
1

1 T

i it

t

X X
T 

  . 

Then, the estimation of   could be obtained as follows: 

1

'

1 1 1 1

ˆ ˆ ˆ ˆ ˆ( )( ) ( )( )
N T N T

CV it i it i it i it i

i i i i

X X X X X X y y



   

   
       
   
            (5) 

Observe the OLS estimator is a consistent estimator (Amemiya 1985) under the 

fixed-effects assumption when T tends to infinity. Another finding is that no 

correlation between the error term and any of the explanatory variables is a necessary 
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condition for having unbiased and consistent parameter estimation under OLS. 

B. Random-effects Model  

Unlike the fixed-effect model in which it treats the effects of omitted 

individual-specific variables i  as fixed constants over time, the random-effects 

model treats the individual-specific effects as random variables. The advantage of 

random-effects inference is that the estimation methods can derive the result 

efficiently because the number of parameters is fixed. The disadvantage is that 

specific assumptions needed to be made by the decision maker about whether the 

pattern of correlation exists between the effects and the explanatory variables (Hsiao 

2003). The linear regression, which is called two-way component model in Baltagi 

(2008), can be written in the following: 

'

it it i t ity X u      ,                     (6) 

where t  denotes the unobservable time effect and itu  is the reminder stochastic 

disturbance term. Note that under the fixed effect assumption, i  and t  are 

assumed to be fixed parameters to be estimated and the reminder disturbance noise is 

stochastic and is modeled as an . .i i d  random variable with a zero mean and a fixed 

variance. While for the random case, i ~
2. . (0, )i i d  , t ~ 

2. . (0, )i i d  . 
itX is 

independent of i , t and 
itu , and they are independent of each other. Thus, 

0i t itE E Eu    , 0i t i it t itE E u E u      , 
2

i jE    if i j  or 0 
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otherwise. 2

t sE    if t s  or 0 otherwise. 
2

it js uEu u   if i j , t s  or 0 

otherwise. The variance of ity  is 
2 2 2 2

y u       . 

The OLS estimator is unbiased and consistent under the assumption that 

individual effects are fixed constants, while it is not the BLUE for the random-effects 

model. It is a consistent and unbiased estimator under the random-effects assumption, 

even though it is not efficient when T is fixed (Mundlak 1978). Thus, for the 

random-effect case, Baltagi (2008) showed that the generalized-least-squares (GLS) 

estimator is the BLUE. Therefore, we can obtain the estimation of   and itu  by 

using the GLS estimation: 

1

' ' '

1 1 1 1

1 1ˆ = (X X)(X X) (X X)(y )

ˆ ˆ= (I )

N N N N

GLS i i i i i i i i

i i i i

b K CV

X QX X Qy y
T T

  

 



   

   
         

   

   

   
,

(7) 

'ˆˆ
GLS GLSu y X  ,                        (8) 

where  

1

' ' '

1 1 1

= + (X X)(X X) (X X)(X X)
N N N

i i i i i i

i i i

T X QX T 



  

   
        

   
   , 

1

'

1 1

ˆ (X X)(X X) (X X)(y )
N N

b i i i i

i i

y



 

   
       
   
  , and 

2

2 2
= u

u T 




 
. 

Note that Taylor (1980) compared the within estimator with the GLS estimator 

for the random-effects one-way component model by using a finite sample and found 
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that the feasible GLS is more efficient than the covariance estimator (CV) but has the 

lowest degree of freedom. When T is fixed and N goes to infinity, the 

maximum-likelihood estimator (MLE) is consistent (Anderson and Hsiao 1982). In a 

static model with the strict exogeneity assumption, the presence of individual specific 

constants does not affect the consistency of the CV or MLE estimator of the slope 

coefficients. The CV estimator is consistent for the static model no matter whether the 

effects are fixed or random. 

C. Comparisons of Fixed-effects and Random-effects Models 

Fixed-effects panel data model and random-effects panel data model represent 

fundamentally different assumptions of the pooled data, although they employ similar 

sets of formulas, and sometimes yield similar estimates for the various parameters. 

Take the fashion products sales data as an example, the random-effects model means 

that the individual-specific effects from other products or time period fluctuate 

following a distribution. If the effect in a panel data model is modeled as being 

random, the features of individual behavior would be learned from the features of 

other observed individual behaviors, rather than about these particular units 

themselves. It is important to test and estimate the variance of these random-effects 

across different products. While under the fixed-effects assumption, the effect from 

other product or time period is the average effect of each fashion product, expressed 
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by the regression coefficient. Hsiao (2003), Baltagi (2008) and Lee and Yu (2010) all 

gave a detailed discussion on the choice between random-effects and fixed-effects 

models. The comparison of these two kinds of effects is illustrated in Table 3.2. In 

practice, the selection of the appropriate model is important to ensure that the various 

statistics are estimated correctly and properly (Borenstein, et al. 2010). Observe that 

Hausman (1978) showed that using a fixed-effects model would produce significantly 

different results from a random-effects model in his estimation of a wage equation 

using a sample of 629 high school graduates followed over a six years period. Hsiao 

(2003) found that whether to treat the effects as fixed or random would make no 

significant difference when T is large. For the choice between fixed-effects and 

random-effects, Hsiao (2003) gave numerous examples in which the purpose of 

analysis would determine how to choose them.  
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Table 3.2 Comparisons between fixed-effects and random-effects models 

 Fixed-effects Random-effects 

Model 

assumption 

The effects i  and t  are 

the same for different time 

period and different 

individual, respectively 

The effects i  and t  are vary 

from time to time and individual 

to individual, respectively 

Effects estimation 

Estimate the common effects 

for all time period and all 

individuals 

Estimate the mean of the true 

effects distribution for all time 

period and all individuals 

 

3.2.2  Dynamic Models 

Panel data based models were widely used to estimate the parameters of dynamic 

econometric models. In fact, dynamic panel data models which were able to describe 

the dynamic relationship between explained variable and explanatory variables were 

widely used to deal with sales forecasting problems in various research areas, such as 

energy consumption, tourism demand, water demand, etc. In the following, some 

commonly used dynamic models and the respective estimation methods would be 

introduced. Estimation here means using the demand historical data to estimate the 

unknown parameters of the panel data model. 

A. Common Regression Model  

Dynamic models (Baltagi 2008), containing lagged dependent variables, are used 

to estimate behavioral relationships that are dynamic in nature. The common 
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regression model can be written as:  

'

, 1it i t it i t ity y X u         ( 1,...,i N  1,...,t T ),          (9) 

where 0itEu  ,and 2

it js uEu u   if i j  and t s , and 0it jsEu u   otherwise. i  

and t  can be fixed or random. 

The common regression model without exogenous variables can be expressed as: 

, 1it i t i t ity y u      .                   (10) 

Dynamic models are widely used in the demand forecasting applications, 

including tourism demand forecasting, consumer products demand forecasting, 

electricity and natural-gas consumption and etc. Allowing for dynamic in the 

estimation process may lead to the consistency of estimator changing. Thus, the 

estimation for dynamic models is different from static models due to the presence of 

lagged dependent variables. 

B. Estimation for Dynamic Models  

If the model contains exogenous variables in addition to the lagged dependent 

variables, the situation becomes different. Besides the covariance estimator and the 

MLE may be inconsistent, the interpretation of the estimation may also depend on the 

initial condition assumption (Anderson and Hsiao 1982). Anderson and Hsiao (1981) 

studied the problem of estimating a dynamic error components model when either the 

number of cross-sectional unit N or the number of time point T tends to infinity. 



36 

 

Different assumptions about the initial conditions and the derivative models were also 

examined. Their study showed that when T tends to infinity, the MLE is consistent 

under all assumptions on different initial conditions. When N tends to infinity and T is 

fixed, whether the MLE is consistent would depend on assumptions about the initial 

condition. Anderson and Hsiao (1982) showed the sensitivity of MLE estimators by 

alternating the assumptions about initial conditions (the assumption for i , t  and 

itu .) and asymptotic plans. They argued that the advantage of these estimators is their 

consistency (irrespective of the initial conditions and whether T or N or both tend to 

infinity). The generalized method of moments (GMM) estimator, developed by 

Hansen (1982), provides a convenient framework for dynamic models. Bond (2002) 

reviewed the use of GMM estimators in the model which contained endogenous or 

predetermined explanatory variables, with a large number of cross-section units 

observations for a small number of time periods ( N  for fixed T ) and suggested 

that GMM was useful and efficient for the estimation of this kind of panel data model. 

Arellano and Bond (1991) applied the one-step GMM estimation method to estimate 

an unbalanced panel data consisting of OECD countries over 1978 to 1999 in (Liu 

2004). A simple partial adjustment model was then used to specify the energy demand. 

From the empirical results, the one-step GMM estimator outperformed the “within 

estimator” and the OLS in terms of sign and magnitude. Hsiao (2003) revealed that 
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the CV estimator (or the least-squares dummy variable) estimator is always consistent 

when T  . While it is always inconsistent when T is fixed (finite) no matter 

whether the individual effects are treated as fixed or random. Nerlove (1971) 

supported this conclusion by Monte Carlo simulation studies. 

For the fixed-effects model: If lagged dependent variables appear as explanatory 

variables, strict exogeneity of the regressors no longer holds. The MLE or the 

covariance estimator under the fixed-effects formulation is no longer consistent in the 

typical situation in which T is fixed and N tends to infinity (Hsiao 2003). Although the 

conventional MLE and CV estimators are inconsistent when T is fixed and N tends to 

infinity, there exists a transformed likelihood approach that does not involve the 

incidental parameter and is consistent and efficient under proper formulation of initial 

conditions. Hsiao et al. (2002) suggested a transformed MLE and a computationally 

simpler minimum distance estimator (MDE) for fixed-effects formulation and 

conducted Monte Carlo studies to evaluate the finite sample properties of the MLE, 

MDE, instrumental variable (IV) estimator and linear generalized method of moments 

(GMM) estimator. They showed that IV and GMM estimators both do not need the 

formulation of initial conditions. Furthermore, the likelihood approach appears to 

dominate the GMM approach in terms of the bias and root mean square error of the 

estimators, and the size and power of the test statistics. 
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For the random-effects model: When the specific effects are treated as random, 

they can be considered to be either correlated or uncorrelated with the explanatory 

variables. If individual-specific effects are correlated with the explanatory variables 

(the lagged dependent variables), the ordinary-least-squares (OLS) estimator for 

dynamic models is biased and inconsistent (Hsiao 2003). For random effect dynamic 

models, there are various ways to estimate the unknown parameters such as the MLE, 

the GLS (suggested by Blundell and Smith (1991)), the IV, and the GMM. Prior 

studies, such as Nerlove (1971), Sargan and Bhargava (1983), and Nerlove and 

Balestra (1996), discussed the ML estimation of the dynamic random effects model. 

The MLE, the IV, and the GMM estimators were proven to be consistent (Hsiao 2003), 

although OLS estimator was no longer inconsistent for dynamic error component 

models with random-effects. With a random-effects formulation, the interpretation of 

a model always depends on the assumption of initial observation. The consistency 

property of some estimators also depends on this assumption and on the way in which 

the number of time-series observations (T) and the number of cross-sectional units (N) 

tend to infinity (e.g, the MLE, the CV, the IV estimators, and the generalized 

least-squares estimator (GLS)). Anderson and Hsiao (1981) studied the problems of 

estimating a dynamic model with error components under assumptions and Table 3.3 

lists consistency properties of different estimators under different assumptions about 
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the initial observations and the way T and N tend to infinity. From Table 3.3, it can be 

easily found that the consistency of MLE, CV and GLS depends on the assumption of 

initial observations and the way T and N tend to infinity (except for the IV estimator). 

Alvarez and Arellano (2003) suggested that MLE is more efficient and robust than 

GMM when both T and N tend to infinity.  

Table 3.3 Statistical properties of different estimators under different 

assumptions about the initial observations and the way T and N tend to infinity 

 
Interpretation  

of the model 

Statistical properties 

MLE CV GLS IV 

case 1: 0iy  is 

fixed 

T   

fixedN   
Consistent Consistent Consistent Consistent 

fixedT   

N   
Consistent Inconsistent Consistent Consistent 

case 2: 0iy  is 

random with a 

common mean 

T   

fixedN   
Consistent Consistent Consistent Consistent 

fixedT   

N   
Consistent Inconsistent Consistent Consistent 

case 3: 0iw  is 

fixed 

T   

fixedN   
Consistent Consistent Consistent Consistent 

fixedT   

N   
Inconsistent Inconsistent Consistent Consistent 

case 4: 0iw is 

random with a 

stationary 

distribution 

T   

fixedN   
Consistent Consistent Consistent Consistent 

fixedT   

N   
Consistent Inconsistent Consistent Consistent 

 

Summary: Dynamic panel data based models containing lagged dependent 
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variables would allow us to better understand the dynamics of adjustment. However, 

when lagged dependent variables also appear as explanatory variables, the estimator 

for static model may no long be consistent and efficient. The statistical properties of 

some common estimators for dynamic models are summarized in Table 3.4. Although 

there are many kinds of theoretical estimators for dynamic panel data, the estimation 

performance is different from situation to situation in practice. The OLS methods and 

several different methods for estimating parameters in the presence of lagged 

endogenous variables were discussed in Balestra and Nerlove (1966). Nerlove (1967) 

conducted Monte Carlo studies and suggested that the OLS method would 

overestimate when N or T or both tend to infinity. Then, Houthakker et al. (1974) 

presented a variance component technique developed by Balestra and Nerlove (1966) 

for estimating the dynamic model and suggested that the variance component 

technique could provide very satisfactory results, while OLS and IV could not 

estimate well for the demand of gasoline and residential electricity case. After that, 

Babel et al. (2008) used an OLS estimator to estimate a time-dynamic stochastic 

model by utilizing a panel data approach for German mortality forecasting and 

obtained satisfied estimation results. Garín-Muñoz and Montero-Martín (2007) 

employed the GMM-DIFF estimator proposed by Arellano and Bond (1991) to 

estimate a panel data model which includes lag dependent explanatory variables and 
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yielded satisfactorily good performance model. This estimator are suitable for the case 

that the dependent variable which lagged two periods or more, because they were 

valid instruments for the lagged dependent variable. The parameters therefore would 

achieve a consistent and efficient result via estimation.  

Table 3.4 Statistical properties of some common estimators for dynamic models 

Estimator CV MLE GMM GLS IV  MDE transformed 

MLE 

Consistent for fixed-effects      yes Yes 

Consistent for 

random-effects 

  
Yes 

 
Yes 

  

Dependent on initial 

conditions and the way T 

and N tend to infinity 

 

yes 

 

yes 

  

yes 

   

 

3.2.3  Spatial Correlation Model  

The term spatial correlation model, first used in 1967, included critical ideas 

such as distance-decay and spatial interaction (Getis 2007). Good examples of the 

spatial correlation model could be found in the econometric analysis of economic 

panel data in which many regional effects were modeled by spatial correlation models 

(Jang and Shin 2014). The spatial econometrics literature was usually supported by 

studies based on the dependence among observations across space and used the 

so-called spatial weights matrix W to describe the spatial arrangement of the 

geographical units in the sample (Baltagi 2008). Since the studies by Anselin (1988), 
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the spatial panel data models have been increasingly attractive in empirical economic 

research. Spatial panel data models with spatial error autocorrelation, including a 

spatially lagged dependent variable, also received much more attention in the regional 

science literature (Sarkar 2003). The general panel data models would allow us to 

control for heterogeneity across multiple individual units (Baltagi 2008), while spatial 

panel data models could control both heterogeneity and spatial correlation (Baltagi, et 

al. 2003). If the spatial dependence between observations is specified, the spatial 

panel data model may incorporate a spatial autoregressive process in the error term 

(which is termed as the spatial error model), or contain a spatially autoregressive 

dependent variable (which is known as the spatial lag model). In this aspect, the 

traditional panel data only captures the “average” or representative behavior in the 

cross-section diminution. It results in average effects across spatial units that would 

lead to missing of the differences in behaviors among individual spatial units (Quah 

1996). Panel data models allow researchers to control heterogeneity across spatial 

units, while spatial panel models allow researchers to control both heterogeneity and 

spatial correlation (see Baltagi (2008) for more discussions). Let W  denote a 

( N N ) spatial weight matrix describing the spatial arrangement of the spatial units, 

ijw  denote the ( ,i j )th element of W , where i  and 1,...j N . The traditional 

spatial error autocorrelation model could then be written as (Baltagi 2008): 
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'

it it itY X u  ,                          (11) 

The disturbance vector form is given by: 

t tU u   ,                            (12) 

with t t tW v    , where '

1( ,..., )t t NtU u u , '

1( ,..., )Nu u u , ( ,..., )t it Nt   and

'

1( ,..., )t t Ntv v v . ( ) 0itE v  ,
' 2( )it it v NE v v I .   is the spatial autocorrelation 

coefficient. The spatially lagged dependent variable model can be specified as 

' '

1, +it i t it itY WY X u   ,                      (13) 

where (u ) 0itE  ,
' 2(u u )it it NE I .  

The spatial econometric literature (LeSage and Pace 2010) indicated that the 

OLS estimator of the response parameters was unbiased for spatial error 

autocorrelation model, but it lost the efficiency property. For the case when the 

specification contained a spatially lagged dependent variable, the OLS estimator of 

the response parameters not only lost the property of being unbiased but was also 

inconsistent (Elhorst 2003). To overcome this problem, (Anselin 1988) and (Anselin 

and Hudak 1992) used maximum likelihood techniques to conduct the estimation. 

Following that, GMM estimator was proven to be robust to spatial dependence among 

the error terms in spatial cross-section models (in (Conley 1999); (Anselin 1999)). Yu 

et al. (2008) established and discussed the asymptotic properties of the maximum 

likelihood (ML) and quasi-maximum likelihood (QML) estimators for a spatial 
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dynamic panel model with fixed effects when both the number of individuals N and 

the number of time periods T are large. Then, Yu et al. (2012) extended the previous 

studies and examined the performance of QML, 2SLS and GMM estimations for the 

unstable cases where there are unit roots generated by temporal and spatial 

correlations. They suggested that, the QML estimation’s consistency requires T 

tending to infinity, while the GMM is applicable even when T is small. 

3.2.4  Serial Correlation Model  

In an error component model, if error terms from different (usually adjacent) 

time periods (or cross-section observations) are correlated, the error terms are serially 

correlated. Under the serial correlation assumption, itu  is correlated with isu  in 

equation (2) no matter how far t  is from s . An unobserved shock in period t  will 

affect the behavioral relationship for the following period s . Serial correlation occurs 

in time-series studies when the errors associated with a given time period carry over 

into future time periods. This may be an restrictive assumption for economics 

relationship, such as the ones in investment and production demand forecasting. In 

serial correlation models, the error terms of individual units are serially correlated due 

to the possible omission of relevant variables, while the existence of these variables is 

not well described by an error term that is either constant or independently distributed 

over time periods (Hsiao 2003). Observe that there are different types of serial 
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correlation. With the first-order serial correlation, errors in one time period are 

correlated directly with errors in the ensuing time period. (Errors might also be lagged, 

e.g. if the data points are collected quarterly, the errors in summer of a particular year 

might be correlated with the errors of summer in the next year.) With positive serial 

correlation, errors in one time period would be positively correlated with errors in the 

next time period. 

If the serial correlation is present, the error term it  can be expressed as follows 

(Baltagi 2008) 

, 1=it i t itu    ,                         (14) 

where | |<1  and (u ) 0itE  ,
' 2(u u )it itE  . If the one-way error component model 

follows an AR (2) process, the error term it  is written as 

1 , 1 2 , 2=it i t i t itu       ,                    (15) 

where 2| |<1 , 1 2| |<(1- )  and (u ) 0itE  ,
' 2(u u )it itE  . When 2=0 , this model 

follows an AR(1) process. Arellano and Bond (1991) and Baltagi and Li (1992) 

considered this serially correlated structure in the error components model. If the 

one-way error component model following an MA (1) process, the error term it  is 

written as 

, 1=it it i tu u   ,                        (16) 

where | |<1 , and (u ) 0itE  ,
' 2(u u )it itE  .  
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This can be extended to the MA (q) case and the autoregressive moving average 

ARMA (p, q) case on it . Drukker (2003) gave a detailed illustration on how one 

could test serial correlation scientifically. Notice that serial correlation panel data 

models have the ability to capture more additional features of the data that may be of 

interest to an analyst than the common panel data models. Serial correlation will not 

affect the unbiasedness or consistency of the OLS estimators, although it does affect 

their efficiency (Baltagi 2008). The first-differenced GMM estimator for the AR (1) 

panel data model was investigated by Holtz-Eakin et al. (1988) and Baltagi and Li 

(1991). Besides, GLS estimator was also adopted in estimating serial correlation panel 

data models in (Frees and Miller 2004). To be specific, Frees and Miller (2004) used 

serial correlation panel data model (so called longitudinal data models) to predict the 

sales of state lottery tickets. Using the mean absolute error criteria and the mean 

absolute percentage error criteria, the best forecasts were given by the error 

component model with AR(1) disturbances followed by the fixed-effects model with 

AR(1) disturbances. Baltagi et al. (2007) considered a spatial panel regression model 

with serial correlation over time for each spatial unit and spatial dependence across 

these units at a particular point in time and revealed that ignoring these correlations 

might result in misleading inference. Serial correlation that exists among the data sets 

that are collected repeatedly across time occurs in time-series studies when the errors 
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associated with a given time period would carry over into future time periods.  

3.2.5  Summary  

This section introduced the common used panel data models for sales forecasting 

and summarized the corresponding estimation methods for each category. The OLS 

estimator is unbiased and consistent for static model with both fixed-effects and 

random-effects models. However, the situation is different if the model contains 

exogenous variables in addition to the lagged dependent variables. The OLS estimator 

is no longer efficient for dynamic cases, while MLE and GMM estimators are 

suggested to be useful for both fixed-effects and random-effects dynamic models 

estimation in the literature. The proper estimators for different panel data models are 

summarized in Table 3.5. 

Table 3.5 Efficient estimators for different panel data regression models 

Panel data model Estimator  Consistent  

Static model 

Fixed-effects OLS, Within estimator OLS 

Random-effects OLS , GLS, MLE, OLS, GLS 

Dynamic 

model 

Fixed-effects 

GMM, IV, MDE, MLE, 

transformed MLE,OLS 

GMM, IV, MDE, 

transformed MLE, 

Random-effects MLE, IV, GMM, GLS MLE, IV, GMM 

Serial correlation model OLS,GMM, GLS OLS 

 Spatial correlation model MLE, GMM, QML GMM 
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3.3  Tests 

In the above sections, several panel data regression models which were 

commonly used in forecasting problems and the corresponding estimation methods 

were introduced. However, how to decide the proper regression model under different 

industry settings and how to decide the individual effects and cross-section or 

time-series dependence require further explorations. In fact, a series of pretests are 

important to address these issues. In this section, the testing methods that can help to 

choose the suitable panel data models would be discussed. 

3.3.1  Panel Stationary Tests  

For panel data applications it is important to know whether an observed panel 

series is stationary or nonstationary. In the past decades, several testing approaches 

were proposed; one of them was the “panel unit root test”. The earlier literature on 

panel unit root test all assumed that the individual time series in the panel were 

cross-sectionally independent. For example, Quah (1994) proposed the asymptotically 

normal tests for a unit root. Levin et al. (2002) devised an adjusted t-test (LLC) for a 

unit root for various panel data models. Im et al. ( 2003) proposed the Fisher-ADF and 

Fisher-PP tests for examining the unit roots in heterogeneous panels. Baltagi and Kao 

(2001) gave a detailed review for this kind of studies. However, in the context of 

cross-section regression (including cross-country/region), the cross-section 



49 

 

dependence should be taken into consideration since there might be common 

influences to all panel members. Thus, a number of panel unit root tests that account 

for the cross-sectional correlation were proposed in the literature (Bai and Ng 2004; 

Breitung and Das 2005; Breitung and Das 2008; Chang 2002; Choi and Chue 2007; 

Gengenbach, et al. 2009; Phillips and Sul 2003). In particular, Bai and Ng (2004) 

studied whether the difference in finite-sample properties could be used to trace how 

the pooled autoregressive coefficient is estimated. 

3.3.2  Individual-specific Effects Test 

Testing for the correlation of unobservable individual effects with the right- 

hand-side variables in panel data regressions is a widespread practice (Arellano 1993). 

Considering a common panel data model as described in Eq. (2), the 

individual-specific effects ( i ) among cross-section individuals are unobserved and 

may be correlated with itX . Generally, these effects are treated as fixed effects or 

random effects. For the fixed effects model, the effects are specific to individual 

cross-sectional units but stay constant over time; or specific to each time period but 

are the same for all cross-sectional units, while the random-effect model treats the 

effects as random variables. When deciding between these two effects in a panel data 

model, a Hausman (Hausman 1978) pretest, with the assumption that the random 

effects are uncorrelated with the explanatory variables, is a common approach in 
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many applications (Guggenberger 2010). For most economics applications since the 

1980s, Hausman pretest is also commonly used to help to make the choice between 

the random-effects and fixed-effects estimators (Baltagi, et al. 2003). Hausman (1978) 

proposed an asymptotic chi-square test based on the quadratic form obtained from the 

difference between a consistent estimator under the alternative hypothesis and an 

efficient estimator under the null hypothesis (Holly 1982). The null hypothesis is that 

the efficient estimator is a consistent and efficient estimator of the true parameters. If 

it is, there should be no systematic difference between the coefficients of the efficient 

estimator and a comparison estimator that is known to be consistent for the true 

parameters. If the two models display a systematic difference in the estimated 

coefficients, then there is a reason to doubt the assumption in which the efficient 

estimator is based. This null hypothesis frequently does not withstand empirical 

scrutiny since a situation usually occurs that should be considered “an exception 

rather than the rule” (Frondel and Vance 2010). Then, Hausman and Taylor (1981) 

proposed a model that introduced an instrumental variable estimator using both 

between- and within-groups variation to correct for the correlation of selected 

repressors with the individual effect. Recently, to examine the equality of both the 

whole sets of coefficients and that of individual variables that cannot be addressed on 

the basis of the standard Hausman test, Frondel and Vance (2010) suggested a test 
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variant based on the contrast of between-groups and fixed effects. Besides, the 

lagrange multiplier (LM) test, developed by Breusch and Pagan (1979) and Breusch 

and Pagan (1980), could also be employed to test the individual effects for panel data 

model. As a remark, the extensive Monte Carlo on testing in this error component 

model was performed by (Baltagi, et al. 1992). 

3.3.3  Spatial Correlation Test 

As described earlier, the standard panel data model assumes that no spatial 

correlation exists. However, there are real world cases in which this might not be true. 

For example, for trade flows across a panel of countries, there might be spatial effects 

affecting this trade, depending on the distance between these countries. The panel data 

model should hence be developed by considering spatial correlation. In spatial 

dependence models, the structure of economic distance measurement provided by 

cross-sectional data is similar to that provided by the time index in time series. 

Several estimating methods for spatial correlation models, such as maximum 

likelihood methods, and generalized method of moments (GMM), were examined in 

the above section. As mentioned before, there are two kinds of spatial correlation 

models, namely the spatial error model and the spatial lag model. In this subsection, 

the testing methods for these two spatial correlation models would be reviewed. 

Anselin (1988, 2001), Anselin and Bera (1998) and Kelejian and Robinson (1998) 
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developed LM (Lagrange Multiplier) tests for spatial autocorrelation in 

cross-sectional spatial data which are observed for a given time point. Then, Baltagi et 

al. (2003) extended the Breusch and Pagan LM test to the spatial error component 

model and derived a conditional LM test to testing for random region effects in the 

panel as well as spatial correlation across these regions, which is able to test for 

random regional effects given the presence of spatial error correlation and also spatial 

error correlation given the presence of random regional effects. Recently, Jang and 

Shin (2014) suggested the joint LM and LR tests, the marginal LM and LR tests, and 

the conditional LM and LR tests, for testing both spatial correlation and time effect. 

Their limiting null distributions were also derived by conducting a Monte-Carlo 

experiment. Following Baltagi et al. (2003)’s work, Gengenbach et al. (2009) derived 

a joint LM test which could simultaneously test for the absence of spatial lag 

dependence and random individual effects in a panel data regression model. This joint 

LM test allows for spatial lag dependence of the autoregressive kind in the dependent 

variable rather than the error term.  

3.3.4 Serial Correlation Test 

Testing for serial correlation has been a standard practice in applied econometric 

analysis because if the residuals are serially correlated, the least squares estimator 

may be inefficient and inconsistent if the regressors contain lagged dependent 
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variables (Li and Hsiao 1998). For time series data, the distant literature (Breusch 

1978; Breusch and Pagan 1980; Godfrey 1978; Banerjee, et al. 1998) already studied 

serial correlation testing problems widely in the past decades. For panel data, Gardner 

(1960) first extended the error component model to take into account serial correlation 

in the remainder disturbance term and test for serial correlation, assuming there are no 

random effects. Then, Bhargava et al. (1982) modified the Durbin-Watson statistics 

(Bhargava, et al. 1982) to test for serial correlation when the individual effects are 

assumed to be fixed. Baltagi and Li (1991) derived a simple (LM) test which jointly 

tests the presence of random individual effects and serial correlation. Baltagi and Li 

(1995) also addressed this kind of joint testing problem. By generalizing the testing 

methods for time series data, Li and Hsiao (1998) proposed two methods to test zero 

first-order serial correlation, higher-order serial correlations in a residual-based 

dynamic panel data model. Some Monte Carlo experiments were conducted to 

examine the finite sample performances of the proposed tests. After that, Wooldridge 

(2002) developed a new test for serial correlation in random-effects or fixed-effects 

one-way models. It is a very useful test because it can be applied under general 

conditions and is easy to implement. Baltagi et al. (2007) generalized the previous 

studies by deriving test statistics for the spatial panel data model with serial 

correlation. Extending the time series test in Baltagi et al. (2007), Westerlund (2007) 
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proposed a serial correlation test for panel data based on the structural properties that 

do not impose any common factor restriction. The simulation results suggested that 

the proposed test had good small-sample properties with small size distortions and 

high power relative to other popular residual-based panel cointegration tests. 

 

3.4. Panel Data Model Selection 

As discussed above, since there are many different kinds of analytical panel data 

models and estimators available, how to select the right model and testing method 

becomes a critically important issue. Based on the analysis conducted in the above 

sections, a novel flowchart based process for decision makers to identify the right 

panel data forecasting model and estimator for the analysis is shown in Figure. A3.1. 

Details of the flowchart are shown in Figure A3.2. This particular process is important 

in helping decision makers identify the right panel data based models for conducting 

fashion sales forecasting with respect to the data formats and company requirements. 
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Figure A3.1 A novel flowchart developed in this paper for establishing the right 

panel data model for industrial applications. 

  

Accept Reject  

Yes 

No 
Unit 

root test 

Model selection 

Panel 

establishment 

 

Data 

Process 

Static model Dynamic model 

Hausman/ 

Lagrange 

multiplier Test 

 

Fixed-effects Random-effect 

Correlation 

test  

 

Model estimation 

Output panel data 

forecasting model 

Input data  



56 

 

 

 

Establishing the right panel data model for industrial applications: Details 

 

Step 1. Input the historical data. 

Step 2. Establish the panel data. 

Step 3. Test for panel stationarity by using the unit root test. If the testing results reject the null 

hypothesis that the common unit root of panel data is non-stationary, go to Step 4; otherwise, 

conduct the differential evolution then go back to Step 2, or do the co-integration test and 

establish the co-integration panel data model. For the details on the testing mechanism and 

estimation of co-integration panel data model, refer to (Banerjee 1999) (Banerjee 1999) (Kao 

and Chiang, 2001). For applications, please refer to (Lee 2005) (Costantini and Martini, 2010) 

(Li et al., 2013) (Ramos and Rodrigues, 2013).  

Step 4. Select a right panel data regression model, static or dynamic model, for the special 

industrial settings. If the future demand is related to the historical demand, the dynamic model 

that contains lagged dependent variables will be used to estimate behavioral relationships. The 

related literature or evidence can be easily found for each industrial setting. After model 

selection, individual specific effects and dependent relationship should be tested in the 

following step. 

Step 5. Test for individual specific effects: The hypothesis of Hausman/Lagrange multiplier test 

assumes that there are random-effects among cross-sections. Thus, random-effects will be 

selected if the testing result accepts the hypothesis; otherwise, fixed-effects will be considered. 

Step 6. Correlation test - Test for spatial correlation and serial correlation: If the LM spatial 

testing result rejects the null hypothesis with no spatial correlation, there will be an obvious 

spatial dependence. If the LM serial testing result rejects the null hypothesis with no spatial 

correlation, there will be an obvious serial dependence. This step follows the details proposed 

by Baltagi (2008). 

Step 7. Considering the testing results above, estimate a panel data based regression model by 

using the estimation methods concluded in Section 2. 

Step 8. Output the panel data forecasting model. 

Step 9. The end. 

Figure A3.2 The novel panel data model selection process. 
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Chapter 4 A Comparative Study for Fashion Sales 

Forecasting Models
4
 

Many kinds of fashion sales forecasting models were examined in Chapter 2, and the 

versatile panel data models were also reviewed extensively in Chapter 3. This chapter 

proceeds to report a comparative study among these models. To be specific, the panel 

data model and different kinds of commonly seen models for fashion sales forecasting 

are introduced. Then, using a dataset of real world sales data in fashion retailing, a 

comparison among these models is made. Finally, results of an AHP analysis, based 

on an industrial survey, are reported to show the preference of fashion industrialists 

regarding these fashion sales forecasting models. 

As a remark, in this chapter, the datasets used to conduct this comparative study 

are weekly real sales data from a fashion boutique in Hong Kong. The time period of 

this datasets covers 9 months and in total six fashion items with seven kinds of color, 

together with other related properties of the items are included. Table 4.1 illustrates an 

extract of the original dataset. In order to examine the forecasting performance of 

different kinds of methods in the same scenario, the first 24 samples (about 6 months) 

are used as the training data (for estimating the model parameters) and the remaining 

12 samples (about 3 months) are used to conduct the forecasting test.   

                                                      
4
 A part of this chapter is extracted to develop a paper under journal review. 
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Table 4.1 Sales data (an extract) 

Date (year-month-day) Item Code Color Quantity Price 

2005-04-16 1 black 1 89 

2005-04-16 1 yellow 1 39 

2005-04-16 2 brown 1 63 

2005-04-16 1 red 1 76 

2005-04-16 5 blue 1 79 

2005-04-16 1 black 1 69 

4.1 The Panel Data Forecasting Model 

As reviewed in Chapter 3, the panel data combines time-series and cross-sectional 

data sets. Either time series or cross-sectional data is a special case of panel data in 

one-dimension only. Mathematically, the panel data has I cross-sections (i.e. number 

of fashionable item) and T time intervals. The common panel data forecasting model 

is represented as：   

' 1,..., ; 1,...,it it ity X u i N t T                    (17) 

with i  denoting individuals, the fashion items in our case, and t  denoting 

time; the subscript i , therefore, denotes the cross-section dimension whereas t  

denotes the time-series dimension.   is a scalar,   is 1K   and itX  is the it

th observation on K  explanatory variables. itu  is the error item. 

In panel data forecasting models, it is impossible to put all influence factors into 

the model and only some most important factors are selected as the inputs (to make 

the panel data model). Since there are evidences that price is the most critical element 
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affecting demand (Hsiao 2003; Jain and Rao 1990; Lohse, et al. 2000; Schultz 1935), 

it was chosen as the key influence factor to construct the panel data forecasting model. 

In the panel data based forecasting models, the time-series trend of previous sales; the 

prices of the items under study, and the whole panel impact from the other correlated 

products are chosen to be the decision variables for conducting sales prediction. They 

allow us to assess the effects of price, previous sale and correlated items on the sales 

of fashion product. Thus, from a theoretical point of view, the sales for each fashion 

product will be a function of the sales quantity of the last period, the corresponding 

price, the influence patterns from the other correlated items and the nonlinear 

uncertainty during the same period. The dynamic panel data forecasting model is 

constructed as：  

*

1 P , 1,..., ; 1,...,it i it it itS S i I t T          ,  (18)  

where itS is the sale of item i  during the time interval t ; Pit is the 

corresponding price;   is coefficient for cross-section;   is coefficient for 

time-series; The independent error term it  distributes over i  and t , with mean 

zero and variance 
2

u  and is assumed to be uncorrelated with price and previous sale. 

Notice that Eq. (18) states the relationship among different decision variables, i.e. 

how the sales are related to the previous sale and its corresponding price. The 

forecasting result of the panel data based method can be obtained by using the 
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maximum likelihood estimator. For the lag selection, in this paper, the simple case 

with “one lag” was employed as the goal of this thesis was to establish an 

implementable panel data based application. The optimal choice of “lag” will be 

postponed to future research. 

The advantage of having panel data as compared to cross-section sets is that it 

allows us to test and relax the assumptions that are implicit in cross-sectional analysis 

(Hsiao 2003). As mentioned in Chapter 3, before forecasting the sales of fashionable 

products by using panel data model, a series of tests should be conducted based on 

real sales data firstly. The modeling process of panel data forecasting model is 

illustrated in the following chart (Figure. 4.1). 
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 Figure 4.1 The panel data modeling process. 

 

As described in Chapter 3, to establish a three-dimension relationship model 
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among sales, previous sales and corresponding price, it is necessary to test whether 

the panel data is stationary or not. Table 4.4 provides the testing results which imply 

that the probability of having a common unit root is 0. The null hypothesis that the 

common unit root of sale and price series is non-stationary is hence rejected. In other 

words, the panel datasets that we adopt to construct forecasting model are stationary 

and the panel data estimation model can be derived directly. 

 

Table 4.4 Unit root test result 

Method Null hypothesis Statistic Probability 

Levin,Lin&Chu t* common unit root process -12.0064 0.0000 

ADF- Ficher Chi-square individual unit root process 178.015 0.0000 

PP- Ficher Chi-square individual unit root process 199.606 0.0000 

*Significant at the 5% level. 

Table 4.5 Hausman test result 

Test Summary Chi-Sq. Statistic Chi-Sq.d.f Probability 

Cross-section random 128.4 2 0.0000 

*Estimated cross-section random effects variance is 0. 

Following the unit root test, Hausman test is conducted to examine the individual 

effects, fixed-effects or random-effects. The Hausman testing result further reveals 

that a fixed effect model should be constructed for the panel-data forecasting problem. 

http://www.sciencedirect.com/science/article/pii/S0360544208001199#tbl2
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Thus, the linear component of fashion product sales can be described as follows:  

*

1 P , 1,..., , 1,...,it i it it itS m S i N t T           ,    (19) 

where m  represents the effect from the whole panel, *

i  represents the effects of 

those variables peculiar to the i th item in more or less the same way over time., the 

parameters   and   indicate the degree that sale of item i  at time t  is 

determined by the value of the previous sale and the corresponding price.  

Notice that Eq. (19) states the relationship among different variables, i.e. how the 

amount of product sales is related to the previous sales and the corresponding price. 

The estimation of Eq. (19) was done by using the maximum likelihood estimator. 

Table 4.6 summarizes the outcome of the estimation procedure using a panel of data. 

Table 4.6 Estimation result of the sale forecasting model 

coefficient m        1   2  3  4  5  6  

estimation 5.49 0.15 0.02 15.4 -5 -4.3 3.01 -4.8 -4.3 

T-Statistic 5.44 1.70 1.41 - - - - - - 

 

The estimation results show that the sales of each fashion item mainly depends 

on the overall sales trend m . Previous sales and the corresponding price are also 

important for explaining the sales changing of each item. This result is consistent with 

our expectation because the price of fashion product should play an important role.  
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4.2  Other Commonly Used Fashion Sales Forecasting Models   

4.2.1  Statistical Models 

In conducting sales forecasting for fashion products, the classical approach starts by 

analyzing the product features (Nenni, et al. 2013). After that, fashion companies need 

to determine the forecasting approach. Being quick, intuitive and easy to apply, 

statistical methods such as Auto Regression Integrated Moving Average (ARIMA) 

and Seasonal Auto Regression Integrated Moving Average (SARIMA) approaches are 

commonly used for quick sales forecasting. For the use of these classical simple 

models, please refer to other papers, such as (George 1994; Liu, et al. 2013; 

Thomassey 2014). In this chapter, the ARIMA model is employed for the comparison 

study. 

 

4.2.2  Extreme Learning Machine  

For fashion sales forecasting, another popular set of forecasting models for predicting 

fashion product’s demand is by artificial neural networks (ANN) (Hamzaçebi, et al. 

2009). It is well known that even a simple ANN would take a substantial amount of 

time to complete a forecasting task (e.g., it may take several minutes, and 

evolutionary neural networks (ENN) may take hours (Au, et al. 2008)). The long 
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computational time becomes a major barrier for the deployment of many ANN and 

ENN based forecasting models in real world fast fashion sales forecasting. Relatively 

recently, there is an invention of a fast single-hidden layer feed-forward neural 

network (SLFN), called the extreme learning machine (ELM) (Pao, et al. 1994; Hsu 

and Wang 2007; Huang, et al. 2006; Rong, et al. 2008; Sun, et al. 2008; Sun, et al. 

2007; Xia, et al. 2012). ELM is able to learn much faster than many conventional 

gradient-based learning methods reported in the classical neural networks literature. 

As a remark, Sun et al. (2008) is the first piece of work which applied ELM in 

conducting fashion sales forecasting. After that, a lot of studies emerged. In the 

following, this pioneering sales forecasting analytical model would be introduced. For 

more details (including detailed illustrations and Figures), please refer to (Sun et al. 

2008). 

As mentioned above, the ELM is a SLFN with the inputs of variables ijx . By its 

nature, it randomly assigns the input weight matrix W , and analytically determines 

the output weight matrix β . To be specific, suppose that one wants to train the 

“SLFN” of the ELM with K  hidden neurons and an activation function vector 

1 2( ) ( ( ), ( ), , ( ))Kx g x g x g xg  to learn from N  distinct samples ( , )i ix t , where 

1 2[ ,  ,  . . . ,  ]  T

i i i in nx x x x R    and 
1 2[ , , . . . , ]T

i i i im mt t t t R          . If the SLFN in the ELM 

can approximate these N  samples with a zero error, then we have 
1

|| || 0
N

j j

j

  y t ,  
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where y  is the SLFN’s output.  

In the ELM, the parameters iβ , iw and ib  satisfy the following system of 

equations: 

1

( )
K

i i i j i j

i

g b


  β w x t , 1, ,j N ,                  (20) 

where  

1[ , , ] , 1, ,T

i i im i K  β  links the i th hidden neuron and the output neurons, 

1[ , , ]T

i i inw ww  is the weight vector linking the i th hidden neuron and the input 

neurons, and ib  is the i th hidden neuron’s threshold.  

Note that in the ELM, by default, the input weights and hidden biases are all 

randomly generated instead of tuned. As a result, one can determine the output 

weights by finding the least-square solution to the given linear system of equations.   

To employ ELM in fashion sales forecasting, from Sun et al. (Sun et al. 2008), 

the following steps apply: 

Step 1) Get the sales data, and select the factors that have significant effects on the 

product demand as the inputs of ELM; note that the statistical analysis conducted in 

Ren et al. (2014) can be used to identify the factors which have significant effects on 

demand. 

Step 2) With the given dataset, divide the data into training data, testing data, and 

forecasting data sets randomly. Normalize the training data and the testing data, and 
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select the activation function of hidden neuron and choose the neuron number of 

hidden layer of ELM; 

Step 3)  Input training data and testing data, compute the outputs of ELM, 

un-normalize the outputs, then obtain the predicted sales time series of the training 

data and the testing data; 

Step 4)  Based on the input and output weights obtained by Steps 2 and 3 above, 

compute the predicted sales time series and the corresponding predicting error. 

Note that even though ELM runs much faster than the classical ANNs and ENNs, 

it still requires a certain amount of time to complete the sales forecasting task and it 

also requires a sufficient amount of data for training in order to yield good sales 

forecasting results.    

4.2.3  Grey Model  

To conduct time-series sales forecasting with insufficient historical data, the grey 

model (GM) has been known to be a very good candidate (Chen and Ou 2009; Choi, 

et al. 2012; Hsu and Wang 2007; Lei and Feng 2012; Li and Xie 2014; Lin and Lee 

2007; Wang 2014; Xia and Wong 2014). Observe that GM was derived from the 

systems science literature which proposes that a system often faces uncertainty, and it 

is often difficult, if not impossible, to classify the system purely as “black” or “white”. 

Thus, based on this argument, Deng (1989) cleverly defined a system which has both 
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“known” and “unknown” information as a grey system.  

 In the analytical model, a GM is usually represented by GM (l, k), where l is the 

order of differential equations employed, and k is the number of variables in the GM. 

Note that the simplest yet the most commonly used GM is GM (1,1), which is called 

the single-variable first-order grey model (SFGM) (Li and Xie 2014; Li, et al. 2011; 

Nenni, et al. 2013). In (Choi, et al. 2012), the SFGM has been used to conduct 

time-series forecasting for fashion demand and their analytical model is described as 

follows.  

First, in the time series analysis by using SFGM, the original demand time series 

is represented by (n)],(2),...,(1),[ (0)(0)(0)0 xxxX   where )((0) ix  is the demand data point 

of time series at time i (i=1,2,…,n). With 
0X , one can get a new “aggregated demand 

time series” 
1X  by the following simple operation: 

1 (1) (1) (1)[ (1), (2),..., (n)]X x x x , and (1) (0)

1

( ) ( )
k

i

x k x i


 .  (21) 

Under the SFGM based demand forecasting method, the forecasting of 
1X  at 

time k, given by )(ˆ )1( kx , can be derived using the method in Deng (1989), and the 

forecasted future demand value of 
0X at time k + 1 can be found by the following: 

)(ˆ)1(ˆ)1(ˆ )1()1()0( kxkxkx  . (22) 

Undoubtedly, the SFGM is a simple and easy to apply forecasting method. It, 

together with other GM based methods, is suitable for conducting time series sales 
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forecasting with very few historical data (which is commonly the case in fast fashion 

business operations). Thus, GM is a good candidate with which one can develop 

fashion sales forecasting applications. However, kindly note that the SFGM and other 

GM based methods are known to be unreliable. This is especially true for those time 

series which are highly volatile. 

 

4.3  Comparisons of Different Fashion Forecasting Models 

After the introduction of the fashion sales forecasting models above, their 

performances are examined in terms of the following five evaluating criteria: 

Accuracy, speed, data sufficiency requirement, stability, and ease of implementation. 

To differentiate from the hybrid panel data based model that will be examined in 

Chapter 5, the panel data based model in this chapter, is called the pure panel data 

model (PPD).   

A. Accuracy 

First of all, the most critical measure to compare is accuracy. In order to have a 

fair and scientific comparison, the real datasets presented in Section 4.1 are employed.  

In this comparison analysis, Mean squared error (MSE) and symmetric mean 

absolute percentage error (SMAPE) are used to measure the forecasting accuracy of 

our proposed model. Notice that the MSE is a popular way to quantify the difference 
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between values implied by an estimator and the true values of the quantity being 

estimated (Lehmann and Casella 1998). The MSE measures the average of the squares 

of the "errors." The error is the amount in which the value implied by the estimator 

deviates from the quantity to be estimated. It can be described as: 

2

1

1
( )

n

t t

i

MSE A F
n 

  , (23) 

where tF  is a vector of n predictions, and tA is the vector of the true values. 

To supplement MSE, in this comparison study on accuracy, the SMAPE is also 

employed. Notice that the SMAPE measures the relative error rather than the mean 

absolute percentage error (MAPE) and it is usually defined as follows (Armstrong and 

Forecasting 1985): 

1

1

| |

( )

n

t tt

n

t tt

F A
SMAPE

F A













. (24) 

Further observe that SMAPE allows measuring the direction of the bias in the data by 

generating a positive and a negative error.  

In this study, ARIMA, ELM and GM were chosen as comparison models with 

the studied PPD model because they were well-examined in the literature and 

exhibited the following features: 1. ARIMA is the most commonly used, easy to 

implement, one-dimensional time-series statistical method for sales forecasting; 2. 

ELM is very fast in computation and it is able to learn and operate much faster than 

many conventional gradient-based learning methods reported in the classical neural 

http://en.wikipedia.org/wiki/Expected_value
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networks literature. 3. GM is a very good method to conduct sales forecasting with 

insufficient historical data. The forecasting results of the four models under 

examination, ARIMA, GM, ELM and PPD, are illustrated in Table 4.7. It is obviously 

that the panel data model outperforms all the other three models for almost all studied 

items, with the exception for item 1 in which it does not perform as well as ARIMA.  

Table 4.7 Forecasting performances in accuracy of ARIMA, GM, ELM and PPD 

Item 

ARIMA GM ELM PPD 

MSE SMAPE MSE SMAPE MSE SMAPE MSE SMAPE 

1 62.8 9.8% 154.2 20.2% 86.9 12.4% 64.5 10.6% 

2 3.4 29.8% 4.0 35.6% 4.8 40.1% 3.0 27.4% 

3 18.1 44.9% 1.6 23.4% 3.9 40.3% 1.0 17.4% 

4 19.6 16.1% 44.5 28.1% 19.1 15.1% 13.1 10.8% 

5 4.8 42.8% 5.9 55.4% 4.0 38.4% 3.3 30.3% 

6 2.4 48.3% 2.8 56.7% 2.5 41.4% 1.8 34.4% 

Mean 18.9 32.0% 35.5 36.6% 20.2 31.3% 14.5 21.8% 

 

B.  Speed 

First of all, note that all these methods are known to be able to yield forecasting result 

in a timely manner and hence they are “fast”. While if we go deeper in terms of how 

fast each method performs, we can see that in terms of speed, PPD and ARIMA are all 

fastest (in seconds) because they are statistical methods. ELM and GM are also fast 
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but definitely not as fast as ARIMA and PPD. 

 

C. Data sufficiency requirements (DSR) 

In terms of data requirements, some methods have higher demand for data sufficiency 

than the others. To be specific, ELM needs to have sufficient data in order to do a 

good job. Interestingly, PPD, ARIMA, and GM have much less demand for having a 

lot of data because: (i) For PPD, the panel-data puts high emphasis on correlation 

related information. Thus, there is no need to have a lot of historical data for each 

item in making a sound forecasting; (ii) For ARIMA, it is simplest and can be applied 

even if the number of data points is very little. (iii) For GM, it is known to be 

functional even in the absence of enough data.  

 

 

D. Stability 

For stability of forecasting results, the case is rather clear. First of all, PPD and 

ARIMA are known to generate stable and reliable forecasting results as they are 

purely statistical methods. However, ELM and GM are known for their shortcomings 

in terms of yielding unstable forecasting results. Thus, PPD and ARIMA based 

demand forecasting models have high stability whereas ELM and GM have low 
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stability. 

 

D. Ease to use  

For the issue on whether the forecasting model is easy to use and implement, we find 

that ARIMA requires only simple analytical closed-form relationship to conduct 

forecasting and PPD requires only the basic regression of the available panel data. 

Both of them can be done automatically by many commercial software packages. 

Thus, both ARIMA and PPD are easiest to implement and use in practice. For ELM 

and GM, they all can conduct demand forecasting in an automatic way after 

implementing the respective algorithms. Thus, they are also easy to use from that 

sense but should still be less easy to use compared to ARIMA and PPD. 

 

 

Table 4.8 Comparisons among the reviewed models 

Methods 
Five factors 

Speed DSR Stability Use Accuracy 

ARIMA Fastest Low High 
Easiest, 

intuitive 
Medium 

PPD Fastest Low High 
Easiest, 

intuitive 
Highest 

ELM Fast High Low Easy Medium 

GM Fast Low Low Easy Lowest 
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From the above investigation, the strengths and the weaknesses of the fashion 

sales forecasting models are found. As a summary, Table 4.8 shows the item-to-item 

systematic comparison among the reviewed fashion sales forecasting models. From 

Table 4.8, among these important models, it is crystal clear to observe that PPD is 

especially versatile and helpful for developing fashion sales forecasting systems. 

 

4.4  Industrial survey & AHP analysis 

Following the above comparison analysis, an industrial survey was conducted to learn 

about how human decision makers evaluate these fashion forecasting methods. In this 

part of the study, firstly, the importance of different analytical models will be 

compared by considering human decision makers’ evaluation. After that, how 

different groups of human decision makers evaluate the forecasting systems is further 

analyzed. 

 

4.4.1  Analytic Hierarchy Process (AHP) Analysis 

A very commonly used multiple criteria decision-making tool, called the AHP 

analysis (Vaidya and Kumar 2006), is used to conduct the comparison study of 

forecasting systems. In the AHP analysis, the factors that are much important for 

decision making are structured in a hierarchy structure, which is composed of goal, 
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criteria, sub-criteria and alternatives. For more details, refer to Saaty (1980). 

In this section, the four types of sales forecasting systems, ARIMA, ELM, GM 

and PPD, would be compared with respect to the five factors by using inputs from 

industrialists by conducting the AHP analysis. To be specific, the first level is called 

the ‘goal’ level, the second level is the ‘criteria’ level, and the third level is called the 

‘alternative’ level. Figure .4.2 depicts this structure. 

In the criteria level, an industry survey was conducted to obtain the relative 

weight for each criterion element. For this survey, the respondents were identified by 

a convenience sampling method with the author’s own network. All respondents had 

worked in or were working in the fashion industry at the time of survey. The 

respondents had diversified backgrounds and occupied different positions from 

fashion companies selling different products and serving different target markets. In 

total, 123 questionnaires were collected and 114 questionnaires of them were valid 

(see the questionnaire in Appendix A). According to the collected survey data, the 

weights of all forecasting measurement in criteria level were calculated as shown in 

Table A4.1. 
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Figure 4.2 The AHP Structure. 

 

 

Table A4.1 Weights of forecasting performance in criteria level 

Criteria Accuracy Speed DSR Stability Ease to use 

Weight 0.214 0.188 0.195 0.208 0.196 

 

Table A4.2 Weights of forecasting performance in different groups 

Groups Category Accuracy Speed DSR Stability Ease to use 

Position 
manager 0.212 0.189 0.196 0.204 0.199 

operator 0.215 0.188 0.194 0.209 0.194 

Production 
fashion 0.216 0.193 0.190 0.205 0.195 

basic 0.212 0.183 0.199 0.209 0.196 

Market 
high 0.218 0.191 0.191 0.210 0.191 

low 0.213 0.186 0.196 0.206 0.198 

 

In order to conduct the comparison study, the questionnaires inputs were 
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classified into different groups such as the position group (manager and operator), the 

product group (fashion product and basic product) and the targeting market group 

(high-market and low-market). The weights of forecasting measurement criteria in 

different sorting groups were given in Table A4.2. From the analysis, accuracy is 

found to be the most important criterion (among the five criteria) in terms of demand 

forecasting performance measures. This result is intuitive and consistent with the 

literature. 

In the alternative level, the comparison matrices of each forecasting model 

measured by different criteria are designed by expert choice (Tables A4.3-4.7) and the 

corresponding weights are calculated as shown in Table A4.8 following the standard 

computational process.  

 

Table A4.3 Accuracy 

Models ARIMA GM ELM Panel data 

ARIMA 1 3/1 3/5 3/5 

GM 1/3 1 1/5 1/5 

ELM 5/3 5/1 1 5/5 

Panel data 5/3 5/1 5/5 1 

 

Table A4.4 Speed 

Models ARIMA GM ELM Panel data 

ARIMA 1 5/3 5/3 5/5 

GM 3/5 1 3/3 3/5 

ELM 3/5 3/3 1 3/5 
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Panel data 5/5 5/3 5/3 1 

 

Table A4.5 DSR 

Models ARIMA GM ELM Panel data 

ARIMA 1 3/1 3/5 3/3 

GM 1/3 1 1/5 1/3 

ELM 5/3 5/1 1 5/3 

Panel data 3/3 3/1 3/5 1 

 

Table A4.6 Stability 

Models ARIMA GM ELM Panel data 

ARIMA 1 5/3 5/1 5/5 

GM 3/5 1 3/1 3/5 

ELM 1/5 1/3 1 1/5 

Panel data 5/5 5/3 5/1 1 

 

Table A4.7 Ease to use 

Models ARIMA GM ELM Panel data 

ARIMA 1 5/1 5/1 5/5 

GM 1/5 1 1/1 1/5 

ELM 1/5 1/1 1 1/5 

Panel data 5/5 5/1 5/1 1 

 

Table 4.8 Weights of the four models 

Criteria  ARIMA GM ELM Panel data 

Accuracy 0.214 0.072 0.357 0.357 

Stability 0.3125 0.1875 0.1875 0.3125 

DSR 0.25 0.083 0.417 0.25 

Speed 0.357 0.214 0.072 0.357 

Easy to use 0.417 0.083 0.083 0.417 
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Combining weights for the criteria level in Table A4.1 and weights for the 

alternative level, the relative contribution of each forecasting model with respect to 

the evaluating performance is shown in Table A4.9. 

 

Table A4.9 The relative contribution of each forecasting model 

Category ARIMA GM ELM PPD 

Overall 0.3090 0.118 0.224 0.3400 

Manager 0.3092 0.1176 0.2241 0.3338 

Operator 0.3088 0.118 0.2241 0.3433 

Fashion 0.3085 0.1178 0.2231 0.3394 

Basic 0.3087 0.1176 0.224 0.3390 

High-market 0.3087 0.1184 0.2239 0.3390 

 

From Table A4.9, it is easily to observe that PPD shows the best performance 

with the consideration of all five evaluating criteria (including forecasting accuracy, 

speed, data sufficiency requirements (DSR), stability, and ease of usage), while GM 

performs the worst. In summary, considering the comprehensive performance and 

decision makers’ preference, PPD is the most versatile and helpful model for 

conducting demand forecasting from the perspective of the practitioners. 

 

4.4.2.  Further Analysis 

A. Correlations of forecasting criteria 

The correlation testing results (listed in Table A4.10) indicate that when decision 

makers rank the importance of each forecasting criteria, there are significant 
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correlations among different measurements except for “accuracy” and “ease to use”. 

In other words, the grading score of ‘accuracy’ is not significantly affected by “ease to 

use”. 

Table A4.10 Correlation testing results 

Criteria  Accuracy Speed DSR Stability Ease to use 

Accuracy 1 0.360
**

 0.415
**

 0.407
**

 0.167 

Speed 0.360
**

 1 0.440
**

 0.495
**

 0.557
**

 

DSR 0.415
**

 0.440
**

 1 0.481
**

 0.304
**

 

Stability 0.407
**

 0.495
**

 0.481
**

 1 0.508
**

 

Ease to use 0.167 0.557
**

 0.304
**

 0.508
**

 1 

**. Correlation is significant at the 0.01 level (2-tailed). 

 

B. Comparisons analysis 

In order to learn more about how human decision makers evaluate forecasting 

methods, the mean importance of each forecasting criterion graded by them have been 

compared in different sorting groups (including position group, product group and 

targeting market group). The following three Figures illustrate the mean importance of 

each criterion. 

From Figure A4.2, it is easy to find that for both the manager (senior) and the 

operator (junior) groups, the criterion “accuracy” is viewed as the most critical one 

among all the five criteria. Interestingly, speed is treated as the least important one. 

From Figure A4.3, for practitioners working in the fashion companies which mainly 

sell highly fashionable items, DSR is treated as the least important criterion whereas 
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speed is treated as the least important criterion for the practitioners working in the 

fashion companies selling basic items. This difference can be explained by the fact 

that for the fashion companies selling highly fashionable items, they naturally have to 

conduct forecasting in the absence of enough data as their products are highly 

fashionable and short-lived. Similar to the cases reported above, “accuracy” is still the 

most important criterion for both the “fashion” and “basic” groups of companies. It is 

interesting to note from Figure. A4.4 that the practitioners working in the high market 

fashion companies treat DSR, together with speed, as the least important factor, 

whereas the practitioners working in the low market fashion companies treat speed as 

the least important factor.  Overall speaking, one could make the observations that 

“accuracy” is the top most important criterion for demand forecasting from the 

practitioners’ perspectives whereas “speed” and “DSR” are relatively unimportant. 

 As a remark, since from Figure A4.2, no difference between the manager and the 

operator groups of practitioners could be found; thus, further analysis was conducted 

by dividing the group with respect to the product natures. Figure A4.5 and Figure 

A4.6 show the results. 
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Figure A4.2 Mean importance of each criterion in position group. 

 

 

Figure A4.3 Mean importance of each criterion in product group. 

 

Figure A4.4 Mean importance of different criteria in market group. 

 



82 

 

 

Figure A4.5 Mean importance of each criterion given by decision maker from 

fashion company. 

 

 

Figure A4.6 Mean importance of each criterion given by decision maker from 

basic company. 

 

From Figure A4.6, it is crystal clear to observe that the mean importance scores 

towards each criterion for both the manager and the operator groups in the fashion 

companies selling basic products are very close. However, the case for the companies 

selling the highly fashionable products is totally different in which the mean 

importance scores of each criterion appears to be more different between the manager 

and the operator groups. To be specific, for the companies selling highly fashion items, 
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the operators think forecasting speed and data sufficiency requirements are not as 

important as the other criteria, while the managers concern more about these two 

criteria than operators when they evaluate the performance of demand forecasting 

systems. 

 

4.5  Concluding remarks 

In this chapter, the strengths and the weaknesses of the four reviewed fashion sales 

forecasting models were discussed in five dimensions, namely accuracy, speed, data 

sufficiency requirements, stability, and ease to use. After that, an industrial survey was 

conducted to examine the industrialists’ preferences towards these fashion sales 

forecasting systems. Based on an AHP analysis, overall speaking, it was found that 

accuracy would be the most important criterion among all the five studied criteria, and 

PPD appeared to be the champion fashion sales forecasting model from the 

practitioners’ perspectives. Some further insights on different groups of decision 

makers’ preferences were reported in Section 4.4.  
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Chapter 5 Fashion Sales Forecasting with a Panel 

Data-Based Particle-Filter Model
5
 

The common characteristics of fashion forecasting are: a) fashion product with short 

life cycle and b) quick response for highly fashion trend. Fashion companies have to 

conduct quick prediction of the highly volatile demand of a lot of stock keeping units 

(SKUs). As discussed in Chapter 4, the panel data method is applicable to conduct 

fashion sales forecasting because of its ability in capturing the individual effects that 

exist among cross-sectional sales data but are not captured by the included 

explanatory variables (e.g., the effect from the sales of other correlated products). The 

advantage of such a pooling approach of forecasting has been widely demonstrated in 

a series of literature discussed in Chapter 3. In addition to pooling, accounting for 

interaction among cross-sections may prove beneficial for the purposes of forecasting. 

It is not difficult for us to construct a multi-dimensional relationship forecasting 

model using the panel data structure. The comparison analysis based on real data and 

industrial survey also further indicated that the panel data model is useful and 

versatile for conducting fashion sales forecasting. However, there is no perfect 

method. It is difficult for the panel data method alone to capture the nonlinear features 

among the variables (Hsiao 2003).  

                                                      
5
 A part of this chapter was published in a journal paper: Ren, S., T.-M. Choi, and N. Liu. Fashion 

Sales Forecasting With a Panel Data-Based Particle-Filter Model. IEEE Transactions on Systems, Man, 

and Cybernetics: Systems 45(3), 411-421. 



85 

 

In fact, the literature review in Chapter 2 indicated that, combining advantages of 

statistical methods and the AI methods, hybrid models were usually considered to be 

more efficient than the pure statistical models and pure AI models. Following this 

research line, a novel panel data based particle-filter (PDPF) is proposed in this 

chapter to conduct fashion sales forecasting. In the PDPF model, the time-series trend 

of previous sales, the prices of the items under study, and the whole panel impact from 

the other correlated products are chosen to be the variables for conducting sales 

prediction. The particle filter (PF) method is used to deal the nonlinear features that 

the panel data model has missed. The forecasting performance of the PDPF is further 

evaluated by using real data collected from the fashion industry.  

5.1  Panel Data Based Particle Filter (PDPF) Model 

As discussed in Chapter 1, the fashion apparel market is strongly influenced by many 

factors. These factors, commonly called explanatory variables, are often 

uncontrollable, sometimes unknown and difficult to quantify their impact (De Toni 

and Meneghetti 2000). It is also difficult for the panel data method alone to capture 

the nonlinear features among the variables. To overcome this shortcoming, we 

propose the use of particle filter, which is a well-known nonlinear handling method. 

Therefore, a hybrid model, which combines the advantages of panel data and particle 

filter, is proposed to investigate the complex relationship between sales amount and 
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other influence factors in fashion sales forecasting (Sun, et al. 2008). To be specific, 

some key factors, such as previous sales, the corresponding price, and the interaction 

with the correlated product items, are all incorporated into the model. In addition, a 

two-component structure for the hybrid PDPF fashion sales forecasting model, 

namely the linear and non-linear components, is constructed. The motivation of this 

combination is that panel data can better describe the data characteristics from both 

time-section and cross-section aspects, and PF has the capability of capturing the 

nonlinear influence from the external environment such as the fashion trend, weather, 

holiday, etc. As a remark, PF is a state-space model which was known to be a 

powerful tool in modeling and forecasting dynamic systems (Do Chung, et al. 2012). 

Arulampalam et al. (2002) suggested that, in highly nonlinear environments, a 

nonlinear filter such as a particle filter can offer a good performance in tracking 

unexpected changes. In this chapter, PF is adopted to predict the uncertain patterns 

since PF is particularly useful in dealing with nonlinear and non-Gaussian problems 

(Gordon, et al. 1993).  

The fashion sales of item i  during the time interval t , denoted by itFS ,can be 

represented as follows 

it it itFS S N  , (25) 

where itS  and itN  denote the linear component and the nonlinear noise, 
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respectively.  

Assuming that 
itS is the forecasting value from the panel data, the nonlinear 

behaviour that the panel data can hardly capture is described as: 

                               
i t i t i tF S S   .                    (26) 

Since the actual sales of fashion product will be affected by many non-linear 

factors, the nonlinear error model, which follows the state space representation, is 

shown in the following: 

1( , ) Tansfer Functionit it it itf             (27) 

Measurement Functiont it it ity S        (28) 

where it and it follow Gaussian distribution 
,

2. . . (0, ) and (0, )
i t

i i d N N i  , 

independently. In the measurement equation, ty  is the observation from each 

forecasting step.  

For the PF model, based on (Zhong, et al. 2010), its analytical model is 

introduced as follows. First, assuming that the probability density function (PDF) of 

the initial state 0( )p   is known, the optimized state estimation is obtained by 

calculating the degree of confidence of 1:t( | )tp y in different states, 1:ty  represents a 

set of observations from period 1  to t . Then, the conditional density 1:t( | )tp y is 

recursively updated according to Equations (7) and (8). 

1: 1 1 1 1: 1( | ) ( | ) ( | )t t t t t tp y p p y d          ,             (29) 
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  ,                 (30) 

where 1: 1ty   is defined as the history observation sequence with the random variables. 

The denominator  1 1 1: 1( | ) ( | )t t t tp p y d        is a constant, which is available 

from the likelihood function and the statistical characteristic of the observation noise. 

PF provides an approximate solution for the discrete-time recursive updating of the 

posterior probability density function 1:( | )t tp y . Under PF, the posterior distribution 

of t  is approximated by a collection of weighted particles 1{ , }n n N

t t nw   . The 

posterior density can be calculated by  

1:

1

( | y ) ( )
N

n n

t t t t t

n

p w   


   ,                          (31) 

where δ is the delta-Dirac function and the weight 
n

tw  of each particle is updated 

according to 
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   ,                (32) 

The importance function ( )q  , known as a proposed conditional distribution, is 

important in the performance of PF (Gordon, et al. 1993). In general, the closer the 

importance function ( )q   to the distribution of p( ) , the better the approximation is. 

The aim of choosing the optimal importance function is to minimize the variance of 

the true weights so that degeneracy problem is diminished in one way. The details of 

choosing the optimal importance function can be found in (Djuric, et al. 2003). 

After introducing the panel data and the PF models above, we propose the PDPF 
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forecasting model as follows. Notice that it is based on a two-stage (training and 

forecasting) structure as shown in Figure 5.1 and Figure 5.2. The algorithm of PDPF 

is illustrated as follows: 

Training: 

Step1. Initialization: set 0t  . 

Step2. Input the historical data ,1...k ,1...k,i iS P / ,1...k ,1...k,j jCS P  and test the Panel 

Stationary and Hausman. Then, make panel forecasting model. 

Step3. Forecasting , ...i k k mS  / , ...j k k mCS  by using panel forecasting model. 

Step4. Input the historical data , ...k m , ...i k i k k mS P  / , ...k m , ...k mCS ,i k i kP  . 

Step5. Regress the predicting error of panel forecasting model and initial the 

state space representation of the error. 

Step6. Output the panel forecasting model and the state space representation of 

forecasting error. 

Forecasting: 

Step7. Input historical data ,1...k m ,1...i i k mS P  / , ...k m , ...k mCS ,i k i kP  , panel forecasting 

model and forecasting error initialization. 

Step8. Forecast the sale 1 1/it itS CS  . Estimate the forecasting error 1it  according 

to Equations (7)-(10). Then, output the forecasting result 1 1/it itFS FCS  . 

Step9. Input the observation 1 1/it itS CS  and resample the particles according to 

the importance function ( )q  (Gordon, et al. 1993). 

Step10. Let 1t t  , go to step 8. 

Step11. The end. 



90 

 

k: Number of data for regressing panel model
m: Number of data for error regression
k+m: Total number of historical data

: sales for item i from time 1 to k
: price for item i from time 1 to k
: sales for color j from time 1 to k

: price for color j from time 1 to k

,1...kiS

,1...kiP

,1...kiCS

j,1...kP

Initialization (t=0)

Training

,1...k ,1...k,i iS P

,1...k ,1...k,j jCS P
(                        )/
(                         )

, ...k m , ... /i k i k k mS P  , ...k m , ...k mCS ,i k i kP 

yes

No

No

Fixed 
effect

Random 
effect

Hausman test

Panel stationary 
test

First order 
deviation

Yes

Make panel 
model

Calculate  
error

Forecasting
(               )/(                ) , ...i k k mS  , ...j k k mCS 

Error 
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Error 
initialization

Input

Output

Figure 5.1 The training process for the PDPF forecasting model.  
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Figure 5.2 The PDPF forecasting process. 
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5.2  Case Study –Sales Forecasting by Item and Color 

In order to show the forecasting accuracy performance of panel data based forecasting 

models, a linear statistic method and an intelligent method are taken as comparison 

methods in this chapter. Besides, to reveal more insights on the performance of our 

proposed model, we compare the forecasting performances with respect to two 

different kinds of fashion forecasting, namely the sales forecasting by item, and sales 

forecasting by color. 

5.2.1  Datasets 

In our analysis, in order to check the feasibility of our proposed model, we reclassify 

the weekly datasets according to item and color. In other words, the relationship 

between sales and price will be modeled in two types of data category, namely (i) item 

and (ii) color. The new datasets is illustrated in Table 5.1 and Table 5.1. After 

reclassification, the datasets of each category contain 36 samples. The first 24 samples 

are used as the training data (for estimating the model parameters) and the remaining 

12 samples are used to do the forecasting test. Fashion products are featured as having 

a short life cycle (Choi et al. 2014). The historical sales data that can be used to 

conduct forecasting is limited. Thus, the research purpose of this study is to develop a 

forecasting model that can conduct fashion sales forecasting with a limited amount of 

historical data. 
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Table 5.1 Sale data and related price of different items (sample) 

Number of week Item  Quantity Price 

1 T-shirt 11 70.8 

2 Dress 3 63.7 

\ 

Table 5.2 Sale data and related price of different color (sample) 

Number of week Color Quantity Price 

1 black 3 42 

2 blue 11 76.7 

 

5.2.3  Sales Forecasting by Items 

To assess the forecasting performances of PDPF, the linear statistic forecasting 

method of Autoregressive Integrated Moving Average model (ARIMA) and the 

intelligent learning method of Extreme Learning Machine (ELM) are applied for 

conducting forecasting with the same datasets. ARIMA is a simple method based on 

the integration of auto-regression and moving average (Box, et al. 2013), which has 

been widely used in business forecasting. It is effective when the datasets is linear and 

with enough elements regressed and averaged. ELM has been known as a powerful 

tool for time series forecasting (Meng, et al. 2010). This new kind of kernel based 

approach, has been proven to be efficient in forecasting the nonlinear time series. As a 

comparison target, the pure panel data method, in which the PF part is not included, is 

also included in the study. The comparison of the overall forecasting errors for 
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different items by using different methods is shown in Table 8. In the analysis, the 

sales amounts of different fashion items, including T-shirt, dress, bag, pants, accessory 

and belt are forecasted. MSE and SMAPE are used to assess the overall forecasting 

performances. 

As shown in Table 5.3, in general, the intelligent method ELM does not perform 

better than ARIMA, panel data and PDPF. It is encouraging to note that the proposed 

PDPF model outperforms all the other methods including the pure panel data method 

in most cases. It is hence clear that the proposed method is suitable for conducting 

fashion sales forecasting. It is interesting to note that ARIMA, the commonly adopted 

linear regression method, which considers the items separately, cannot provide a good 

forecast performance because it neglects both nonlinear factors and items correlation. 

However, the products Bag and Belt are the exceptions with which the proposed 

PDPF model fails to provide better forecasting results than the other methods. A 

closer look into the product features reveals that the sales of Bag and Belt are likely to 

be seriously affected by the sales of other items (e.g., T-shirt, Dress, Pants), which 

could be explained mainly by the panel structure. The pure panel data method is hence 

very powerful and appropriate for forecasting the sales of these items. As a remark, in 

the real practice, there are a lot of fashions items need to be forecasted in order to 

make strategy decision. Traditional methods such as ARIMA and some artificial 
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intelligence methods such as ELM might deliver good forecasting results for one or 

few items. However, the panel based method can forecast a lot of items 

simultaneously and deliver stable and accurate results in general.  

 

Table 5.3 Forecasting comparison for different items by using different methods 

Item ARIMA ELM Panel-data PDPF 

MSE SMAPE MSE SMAPE MSE SMAPE MSE SMAPE 

T-shirt 62.75 9.77% 230.42 26.78% 64.45 10.60% 47.80 7.91% 

Dress 3.37 29.82% 33.79 46.50% 3.02 27.36% 1.03 13.83% 

Bag 18.07 44.94% 12.75 41.72% 1.00 17.44% 1.76 23.95% 

Pants 19.55 16.11% 69.50 29.75% 13.12 10.76% 9.19 9.24% 

Accessory 4.84 42.76% 31.40 52.48% 3.29 30.31% 1.11 18.99% 

Belt 2.37 48.31% 52.22 70.59% 1.82 34.44% 5.58 52.03% 

 

5.2.4  Sales Forecasting by Color  

Sale forecasting by color is to estimate the sales quantity of different color. A panel 

relationship among sales in color category, the corresponding price and other 

influence factors will be constructed for the color forecasting. The testing process is 

similar to the sale forecasting model, and the result indicates that the color-price panel 

data is stationary and the fixed effect model would be selected. The forecasting model 

could be described as: 
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*

1 P , 1,..., , 1,...,jt j jt jt jtCS m S j N t T           . (33) 

In this model, we use the total sales of each color to measure the color popular 

tendency, jCS in the above equation; j  represents different types of color which 

includes black, blue, brown, red, white, green, grey. The panel data estimation results 

are listed in Table 5.4. 

 

Table 5.4 Estimation result of the color forecasting model 

Coefficient m    
  

1  2  3  4  5  6   7   

Estimation 4.45 0.18 -0.0012 0.27 4.62 -1.39 -1.16 -0.82 1.14 -2.65 

T-Statistic 4.63 2.20 -0.11 - - - - - - - 

 

Similar to the estimation result of the SKU sale forecasting model, the fashion color 

trend also mainly depends on the whole market tendency and the previous color trend. 

However, the price effect is much less important in the color forecasting scenario than 

in the SKU sale forecasting scenario. 

The sales forecasting accuracy under the item-based and color-based schemes is 

compared as follows. Firstly, Figure 5.3 and Figure 5.4 show the SMAPE of pure 

panel data method and the PDPF method for both forecasting schemes. The circle axis 

denotes the forecasting time points while the vertical axis refers to the error 

percentages. From Figure 4.4, it can be observed that, except for some special cases 
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that SMAPE equals 100%, the forecasting accuracy of sales forecasting by item is 

more centralized and the mean SMAPE is better than that of sales forecasting by color. 

However, in Figure 5.4, the situation is totally different. In fact, the PDPF model 

improves the forecasting accuracy by 2.97% when the data is classified in color while 

the improvement of item category is only 0.83% in the same experimental situation. 

Compared to the pure panel data method, the PDPF model adopts PF to capture the 

nonlinear features that the panel data method cannot describe. From Figure 5.5, it is 

clear to note that the nonlinear error curve of the color category fluctuates more 

strongly than that of the item category, while the PDPF model can track this 

fluctuation trend better in the predicting process. Thus, the PDPF model performs 

better in dealing with the nonlinear forecasting problems. 

 

 

Figure 5.3 SMAPE results of pure panel data models for sales and color. 
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Figure 5.4 SMAPE results of the hybrid PDPF model for sales and color. 
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Figure 5.5 The forecasting error of the panel data model for sales quantity and 

color trend. 

Chapter 6 Further Analysis for the PDPF Forecasting 

Model
6
 

Fashion sales forecasting is always a challenging problem owing to many inherent 

features such as high volatility as well as limited data availability. To overcome the 

limitation of current forecasting methods based on time-series data, a panel data based 

forecasting model (PDPF) was proposed in Chapter 5. The core advantage of the 

proposed PDPF model is that the respective construct is a three-dimensional one 

which incorporates the time-series trend of previous sales, the price of product items 

under forecast, and the effects from other correlated product items, into the 

forecasting analysis. The comparison study indicated that the proposed model is 

applicable for conducting fashion forecasting and performs better than typical 

                                                      
6
 A part of this chapter was published in a journal paper: Ren, S., T.-M. Choi, and N. Liu. Fashion 

Sales Forecasting With a Panel Data-Based Particle-Filter Model. IEEE Transactions on Systems, Man, 

and Cybernetics: Systems 45(3), 411-421. 
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statistics model and AI model. In this chapter, how (i) the relationship between sales 

quantity and the corresponding price, (ii) the number of historical data and (iii) 

information updating and forecasting frequency, would influence the forecasting 

performance of PDPF would be further analyzed.  

 

 

6.1  Effects of Degree of Correlation between Sales and Price 

Since price is selected as a decision variable in the hybrid PDPF model, it is important 

to double check that whether the relationship between sales and the corresponding 

price would really influence the forecasting performance. In this section, the Granger 

Causality Test (Granger 1969) is adopted to measure this kind of potential relationship. 

Notice that y  is said to be Granger-caused by x  if x  helps in the prediction of 

y , or equivalently if the coefficients on the lagged x ’s are statistically significant 

(Granger 1969). It is important to note that, the statement “ x  Granger causes y ” 

does not imply that y  is the effect or the result of x . The testing result for causality 

only gives an indication of whether changes in prices are helpful in predicting changes 

in sales. The recently developed methodology in (Hurlin 2004) enables us to test for 

Granger causality in the panel data context. The causality test result and forecasting 

accuracy of our proposed PDPF model for each kind of item are listed in Table 6.1. 
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Table 6.1 clearly shows that except for T-shirt and Pants, all items fail to reject the 

null hypothesis of Granger Causality Test that “price does not Granger cause sale at 

the 5% confidence level”. In other words, the changes in price are 

“statistical-significantly” helpful in predicting the changes of sales for both T-shirt 

and Pants, but not the others. This testing result reconfirms the fact that the 

forecasting results of PDPF for T-shirt and Pants outperform the other items (as 

shown in Table 6.1). The implication of this result is that one can apply the “Granger 

Causality Test” to examine the degree of correlation between price and sales quantity; 

a larger degree of this correlation will imply a better forecasting result of our 

proposed PDPF model. 

Table 6.1 Granger causality test result of each item (null hypothesis: price does 

not granger cause sale) 

Item  F-Statistic  Prob.  Test result  SMAPE 

T-shirt  3.88  0.015  reject  7.91%  

Dress  1.75  0.174  accept  13.83%  

Bag  0.29  0.883  accept  23.95%  

Pants  3.03  0.047  reject  9.24%  

Accessory  1.38  0.271  accept  18.99%  

Belt  1.41  0.261  accept  52.03%  

*Significant at the 5% level. 
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6.2  Effects of Number of Historical Data 

Sales forecasting in the fashion industry is known to be especially challenging 

because of the limited amount of data being available. This feature can be reflected by 

the fact that product lifecycle is short in fashion. As a result, a natural question on 

whether having fewer/limited historical data will lead to a worse forecasting 

performance compared to the case when historical data is abundant arises. In this 

sub-section, how the forecasting accuracy is related to the number of historical data 

for our proposed PDPF model would be examined. In order to make the comparisons, 

different sizes of historical data are selected for model training to conduct forecasting 

for the “future” 8 weeks demands correspondingly. The detailed results of different 

sizes of sample data are listed in Table 6.2. Specifically, the variation trend of 

forecasting accuracy for each item is explained in Figure 6.1. It can be observed that, 

the forecasting accuracy of these 7 items significantly fluctuates according to the 

number of historical data. Most items show a down trend when the number of 

historical changes from 9 to 28. A bit counter-intuitively, among them, the forecasting 

accuracies of T-shirt and Dress experience a decrease when the sample size of 

historical data grows up gradually. Thus, a larger set of historical training data fails to 

guarantee a better forecasting performance. In fact, for many cases, a medium amount 

of historical data yields the best result, and the forecasting performance difference 
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between the cases having limited data and sufficient data is also relatively small. We 

can conclude that increasing of the amount of historical data does not necessarily 

improve forecasting accuracy under the proposed PDPF method. Furthermore, we 

argue that the PDPF method is applicable in the cases even with relatively limited 

amount of data which fits the fashion business operations well. 

 

 

Table 6.2 SMAPE comparison of hybrid model by using different number of 

historical data  

Item  9 (Min No.) 12 16 24 28 

T-shirt  24.55% 30.24% 24.39% 15.98% 14.55% 

Dress  112.38% 82.70% 68.63% 57.67% 22.20% 

Bag  89.97% 56.42% 28.56% 51.93% 47.23% 

Pants  39.46% 36.66% 25.68% 27.59% 16.46% 

Accessory  84.94% 63.90% 66.41% 62.85% 75.52% 

Belt  63.48% 56.21% 65.10% 52.41% 91.28% 
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Figure 6.1 SMAPE of hybrid model by different number of historical data. 
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6.3  Effects of Information Updating and Forecasting Frequency 

Short-time information updating is critically important for the sales forecasting during 

the selling season as it is well-known that recent sales information affects the future 

sales prediction significantly. However, in practice, it is nearly impossible to make 

forecast updating every day since there are a lot of SKUs and forecasting is time 

consuming. Therefore, exploring the proper forecasting and information updating 

frequency is very important. For this information updating process, a basic sales 

forecast is structured to predict the uncertain demand in the upcoming selling season 

first. Then, new sales data will be gained when the selling season starts. Pre-season 

forecasting results will be updated according to these new demand observations. In 

this section, the impact of the frequency of information updating on the forecasting 

performance of our proposed PDPF model would be examined.  

As described in Chapter 3, the PDPF forecasting model is based on 

two-component structure, namely the linear and non-linear components. The panel 

data method is used to investigate the relationship among forecasting impact factors in 

the linear component, while the nonlinear influence from the external environment 

such as the fashion trend, weather, holiday, etc. will be handled by the particle filter 

method. For the forecasting process, panel data model first makes a long-term forecast 

by regression. Then, particle filer updates the forecasting results in real time 
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according to the latest information.  

In our datasets, sales data of two fashion items (T-shirt and Pants) with 7 colors, 

together with other related properties of the items are included (c.f. Table 4.1). The 

dataset of each item contains 92 samples. The first 61 samples are used as the training 

data (for estimating the model parameters) and the remaining 31 samples are used to 

do the forecasting test. To access the impact of information updating frequency on 

forecasting performance, four forecasting scenarios were examined according to 

different updating frequency (i) no information update, (ii) with information updating 

every day, (iii) with information updating every two days and (vi) with information 

updating every three days. Those scenarios can be illustrated as below: 

A. Forecasting without information updating 
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B. Forecasting with information updating every three days 

 

 

 

C. Forecasting with information updating every two days 

 

 

 

D. Forecasting with information updating every day 
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Observe that forecasting without information updating means using two-month 

historical data to predict the demand of the following one month by one time. While 

the forecasting process with information updating allows the forecasting results to be 

updated after any new sales data has been obtained. In order to explore the 

relationship between forecasting performance and the frequency of sales data 

updating, we choose three kinds of information updating frequency for simulation. In 

the results analysis, the mean absolute error (MAE) which is used to measure how 

close forecasts are to the eventual outcomes and SMAPE is used to measure the 

forecasting performance in a relative measure. 

The forecasting results are shown in Table 6.3.  

Table 6.3 Comparisons of forecasting results with respect to the information 

updating frequency 

The frequency of information 

update 

T-shirt Pants 

MAE SMAPE MAE SMAPE 

Forecast without information 

updating 
2.39 30.93% 1.46 37.31% 

Forecast with 

information 

updating 

update every three 

days 
1.58 17.73% 1.37 30.22% 

update every two days 1.45 14.28% 1.27 29.38% 

update everyday 1.02 10.73% 0.95 22.43% 

 

In general, forecasting with information updating outperforms forecasting without 



109 

 

information updating for the sales forecast of T-shirt and Pants. Moreover, the 

frequency of information updating influences the forecasting performance; a higher 

frequency implies a better forecasting performance.  

 

Figure 6.2 The real sales of T-shirt and pants. 

 

 

Figure 6.3 First order derivative of the real sales data of T-shirt and pants. 

Next, how the pattern and feature of product sales relate to the forecasting 

performance with respect to the information updating frequency would be examined. 

Pants  
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Figure 6.2 shows the real sales data of T-shirt and pants during our predicting period. 

To investigate the daily changing rate of the two curves, the first order deviative (FOD) 

of the real sales data of T-shirt and pants are obtained. The new series are shown in 

Figure 6.3. Then, Standard Deviation and Skewness are selected to test this changing 

rate. Observe that skewness is a measure of asymmetry of the distribution of the series 

around its mean. The testing results are listed in Table 6.4. It can be clearly seen that 

the daily changing rate of T-shirt is larger than that of pants. In other words, the sales 

of T-shirt fluctuate more than pants. It is interesting to note that the forecasting 

accuracy of the T-shirt is improved more than pants when the frequency of 

information updating is increased. This can be observed in Figure 6.4 and Figure 6.5. 

Thus, one can conclude that: (i) Forecasting with information updating performs 

better than that without information updating; (ii) When increasing the information 

updating frequency, a better forecasting performance can be obtained; (iii) The 

forecasting accuracy of the item with larger sales fluctuation will be improved more 

than the item with smaller sales fluctuation when the frequency of information 

updating increases. 

Table 6.4 Standard deviation and skewness of T-shirt and pants’ sales data 

Criteria  T-shirt Pants 

Std. Dev.  4.18 3.05 

Skewness  -0.05 -0.56 
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Figure 6.4 MAE of T-shirt and pants. 

 

Figure 6.5 SMAPE of T-shirt and pants. 
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Chapter 7 Conclusion and Future Research 

7.1  Conclusion  

This thesis explored the fashion sales forecasting problems, with a focal point on the 

panel data based models. To be specific, the cutting edge technologies and methods of 

fashion sales forecasting were first examined in Chapter 2 via a comprehensive 

literature review. It was found that the pure time series statistical methods and the AI 

methods were commonly used but they all had deficiency. Thus, the panel data based 

models could be a good candidate for conducting fashion sales forecasting. Since the 

panel data based model seemed to be a promising tool, various important panel data 

based models were further investigated and examined in Chapter 3. The respective 

tests and estimations methods were also explored. 

As fashion sales forecasting models should be useful and applicable for real 

world fashion businesses, in Chapter 4, an industrial survey was reported and the 

respective AHP analysis was conducted. To generate further insights on the preference 

of different decision makers with different roles in the fashion companies, further 

comparison studies were carried out with. Some important findings, including the 

usefulness of panel data based model and the other competing models, were obtained. 

In Chapter 5 and Chapter 6, a novel panel data based model, the PDPF, was 

thoroughly explored. This PDPF model included two parts, namel the panel data (PD) 



113 

 

part and the particle filter (PF) part. The core strength of this novel hybrid PDPF 

model was: (i) The ability to conduct fashion sales forecasting by examining both the 

linear and non-linear parts of the data, and (ii) its three-dimensional structure which 

could conducting fashion sales forecasting by considering the influence of the 

previous sales of the specific product item, the price of product items under forecast, 

and the effects brought by other correlated product items, in the same time period. 

With real world sales data, a computational analysis was conducted to further reveal 

the forecasting performance of PDPF. Comparisons with other commonly adopted 

fashion sales forecasting models were also done. It was found that the PDPF 

outperformed these methods. Furthermore, some critically important relationships, 

including the relationship between sales and price, the relationship between the 

amount of historical data on PDPF’s forecasting performance, and the impacts 

brought by the frequency of information updating and forecasting, were all examined.  

 

7.2  Limitations and Future Research  

From the above analysis, it is known that panel data based methods are applicable for 

conducting fashion sales forecasting problems. However, the impact factors 

considered in the panel data in this study are limited due to the lack of related 

information in the dataset. In order to better describe the relationship between sales 
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and different kinds of impact factors, more important factors, such as weather effects, 

should be considered and modeled in future studies. 

Despite obtaining some important findings for fashion sales forecasting by using 

panel data based models, this thesis research could also be extended further in several 

directions. For example, since sales forecasting is just a part of the fashion company’s 

operations, it will be interesting to investigate how the panel data forecasting 

techniques can be integrated with other operations such as inventory management and 

transportation control. In addition, even though it is intuitive that a better sales 

forecasting performance (e.g., higher forecasting accuracy) is beneficial to fashion 

companies, how much “more” business value the fashion companies would gain is 

largely unknown. Thus, it is crucial to examine in future research the business value 

of forecasting accuracy improvement for fashion companies.  
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Appendix A: The questionnaire for Chapter 6 

Sales Forecasting Tool Survey 

(Only for academic research use) 

1. Sales forecasting is critical to inventory planning in fashion business. Suppose that 

you are asked to choose a forecasting tool (e.g. application software) to help you 

with weekly sales forecasting, please rank the importance of each performance 

measure in your mind.   

（‘1’represents very unimportant, while ‘5’ denotes very important. ‘3’ means 

neutral.）    

                                      Very Unimportant  Very important 

a) Forecasting accuracy:                    1     2     3     4     5 

b) Forecasting Computational Speed (FCS):   1     2     3     4     5 

c) Data Sufficiency Requirements (DSR):     1     2     3     4     5 

d) Stability:                               1     2     3     4     5 

e) Ease of implementation:                  1     2     3     4     5 

Remarks:  

For b): FCS means how long we can get the sales forecasting results by using the forecasting tool. 

For c): DSR means whether a lot of historical data will be needed or not in order to conduct sales 

forecasting. 

For d) Stability means whether the forecasting result is stable (fixed) or not (varying) when repeat the 

forecasting process.  

2. What is your position in the company? 

□  Managerial/senior 

□  Operational/junior 

□  Others 

3. Regarding the flagship product in your company, please select the product nature. 
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□  Fashionable 

□  Basic 

4. Regarding the flagship product in your company, please select the major market. 

□  Lower-end market (i.e. mass market) 

□  Higher-end market 

5. Your gender: 

□  Female 

□  Male 
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