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Abstract

Wireless local area networks (WLANs) have become an important communication

infrastructure for internet access in the past decade because of the popularity of laptops,

smartphones, and so on. They are propelled to improve the network throughput effec-

tively to face the challenge of sustaining the rapid growth of data traffic and the high

density of wireless nodes. Interference is well known to degrade the wireless network per-

formance, and it is inevitable due to the broadcasting characteristics of wireless signals

and the coexistence of various wireless nodes working at the shared channel, which makes

interference management be an everlasting research topic over the years. Current 802.11

standard utilizes the carrier sense multiple access (CSMA) mechanism to make nodes ac-

cess the channel to avoid interferences. However, this mechanism is inefficient because of

prohibiting effective concurrent transmissions, inducing interference and existing the co-

ordination overhead, all of the aspects will degrade the network performance. Therefore,

a more efficient mechanism needs to be proposed to improve the network performance.

In wireless networks, interference management always needs nodes to exchange the

coordination information with adjacent nodes, so that they can obtain the requisite in-

formation to permit effective concurrent transmissions and avoid interference. However,

the exchange of control frames always induce a large amount of transmission overhead;

meanwhile, they may in turn make the wireless nodes waste some concurrent transmis-

sion opportunities because of avoiding the collisions induced by control frames. In this
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dissertation, I propose to improve the wireless network performance through designing

a cross layer approach, which contains interference resistance mechanism in the physi-

cal layer to make control frames conveyed in a more efficient way, and also contains the

MAC layer mechanisms that utilize the information obtained from the physical layer for

effective interference management.

Firstly, this dissertation proposes Interference Resistant Multiple Access (IRMA) to

combat the exposed terminal problem and exploit transmission opportunities in wireless

networks. Observations on the 802.11 standard reveal that nodes degrade the network

throughput from two aspects, including the so-called CA-CF problem and varied-IR prob-

lem, and the problems will make nodes around both the transmitter and receiver of the

ongoing link waste concurrencies. IRMA proposes to exploit transmission opportunities

from solving the two problems through utilizing a physical layer mechanism that can

combat the control frames’ collisions. Secondly, this dissertation proposes Interference

Cancellation Multiple Reception (ICMR) to further exploit reception opportunities also

from solving both the problems, through utilizing another physical layer mechanism that

can successfully detect data frames when collided by control frames. Thirdly, this disser-

tation proposes concurrency-based coordination mechanism (CCM) that can coordinate

among nodes effectively in a centralized way to maximize concurrency and avoid data

packet interference in WLANs. This protocol is also based on an interference resistance

mechanism in the physical layer to make the control message and data packets trans-

mitted concurrently to avoid the coordination overhead. Experimental results based on

USRP2 demonstrate the feasibility of the physical layer mechanisms, and simulations

based on ns-2 show that the three protocols can outperform the other current protocols

significantly.

As a conclusion, this dissertation proposes a cross layer approach that benefits from

both the physical layer and the upper layer design to maximize concurrent transmissions,
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avoid interference and decrease the coordination overhead in current wireless networks,

so as to improve the network performance.
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Chapter 1

Introduction

1.1 Motivation

1.1.1 Background

Wireless local area networks (WLANs) have become an important communication in-

frastructure for internet access in the past decade because of the popularity of laptops,

smartphones, and so on. They are propelled to improve the network throughput effec-

tively to face the challenge of sustaining the rapid growth of data traffic and the high

density of wireless nodes. As interferences in wireless networks are inevitable due to the

broadcasting characteristics of wireless signals and the coexistence of various wireless

nodes working at the shared channel, interference management is an everlasting research

topic over the years to increase concurrent transmissions and avoid interferences, thus

improve the network performance.

Currently, one widely-deployed mechanism to manage interference in wireless networks

is the 802.11 standard, in which nodes use the carrier sense multiple access (CSMA) to

avoid interferences: Before transmitting, a sender senses the medium to determine if

a nearby node is transmitting. If the channel is determined idle, the node proceeds

1
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the transmission after a backoff time; otherwise, the sender will defer until the end of

the ongoing transmission. This mechanism is also called physical carrier sense and it

is well known to have a low performance as it uses the situation at the transmitter

side to determine whether there is an interference at the receiver side, which induces

a serious hidden terminal problem. The 802.11 standard utilizes a virtual carrier sense

mechanism (also called RTS/CTS mechanism) to coordinate among nodes and combat

the hidden terminal problem. The virtual carrier sense uses the exchange of RTS and

CTS frames to reserve the medium for the actual data transmission. The RTS and CTS

frames contain a NAV field that defines the period of time that the medium is to be

reserved for the transmission of the actual data frame and returned ACK. All nodes

that receive the RTS or CTS frames will keep silence during the NAV time to avoid

interferences. However, the RTS/CTS mechanism also has some overhead that causes

performance degradation, such as the exposed terminal problem that prevents effective

data transmissions, the backoff time in the channel access contention, and so on. Although

The IEEE community has improved the data transmission rate in the physical layer from

2Mbits/s ( (802.11b)) [24] to 54Mbits/s ( (802.11a/g)) [24], and 600Mbits/s (802.11n)

or even > 1Gbits/s (802.11ac), to improve the network performance, the overhead existed

in the channel access scheme impede their effectiveness significantly.

This thesis has the motivation to analyze the drawbacks of the channel access in the

802.11 standard, and designs new protocols to improve the network performance.
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1.1.2 Two Problems in the 802.11 Standard

Our work starts from analyzing the RTS/CTS mechanism in the 802.11 standard. In a

wireless network, a transmission is successful if and only if the received Signal to Interfer-

ence plus Noise Ratio (SINR) is above a threshold [77]. Thus, the basic requirement that

two transmission links can proceed concurrently is, there is no mutual interference affect-

ing their data frame receptions at receivers (the SINR at both data receivers are above

a threshold). The basic requirement can also be expressed using the interference range:

As only nodes which are within the interference range will interfere with the ongoing

link, two links can proceed concurrently if both transmitters are outside the interference

range of the other link. However, the 802.11 standard does not conform to this basic

requirement and will degrade the network performance from two aspects.

The first is called the CA-CF problem (the excessive Collision Avoidance problem in-

duced by Control Frames). The 802.11 standard uses the RTS/CTS/ACK control frames

to help nodes get proper information. Nodes that receive the control frames will decide

that they are within the interference range of a transmission link and should keep silence

to avoid interference. However, this mechanism should also avoid collisions introduced

by CTS/ACK frames, leading to the CA-CF problem which occurs in two scenarios: (1)

The collisions with the CTS/ACK frames should be avoided at the transmitter side of

the link, as the transmitter needs to detect the CTS/ACK frames correctly to get the

coordination information. As shown in Fig. 1.1, when there is an ongoing transmission

link T → R, T1 is prohibited to transmit packet, in order to avoid collisions with the

CTS/ACK frames at T . (2) The data frame being collided by control frames should be

avoided at the receiver side of the ongoing link. As shown in Fig. 1.1, R1 is prohibited to
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Figure 1.1: An example of the influence range of the 802.11 standard.

receive packets, in order to avoid its CTS/ACK transmissions to interfere with R’s data

reception.

The second is called the varied-IR problem (the varied Interference Range problem).

Based on the 802.11 standard, nodes received CTS will determine that they are within

the interference range of the ongoing link and should keep silence. This mechanism

simply fixes the interference range to be the transmission range of CTS, although the

interference range is variable and determined by the distance of the ongoing link [32,61].

As shown in Fig. 1.1, although the CTS transmission range dTX is fixed, the interference

range may be dIR1 which is smaller than dTX , or may be dIR2 which is larger than dTX .

This situation will lead to the varied-IR problem that occurs in two scenarios: (1) It may

cause excessive restriction of effective transmissions when the interference range is smaller

than the transmission range (such as T2 in Fig. 1.1 when the interference range is dIR1,

the node is wrongly prohibited to transmit packet). (2) It may bring false permissions

of ineffective transmissions which lead to collisions when the interference range is larger

than the transmission range (such as T3 in Fig. 1.1 when the interference range is dIR2,
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the node is wrongly permitted to transmit packet). Both scenarios will degrade the

network performance through prohibiting concurrent transmissions or inducing collisions

in wireless networks.

Recent studies that focus on exploiting concurrency and avoiding interferences mainly

fall into solving one or two of the above problems. For example, Attached-RTS [79] and

FAST [80] propose to make control information and data packet transmitted concurrently,

thus solve the CA-CF problem; RTSS/CTSS [51], SDN [32] and TRACK [23] propose

to solve the varied-IR problem; CMAP [78] proposes to solve parts of both problems.

However, no protocol so far can exploit all the concurrent transmissions from solving the

two problems.

Thus, this dissertation has the motivation to design efficient protocols to maximize

concurrent transmissions and avoid interferences through solving both problems, which

will result in exploiting concurrent transmission opportunities in wireless networks. As

one node has different activities when transmitting or receiving a packet, we consider the

analysis should be divided into two parts: the transmitter’s transmission opportunity and

the receiver’s reception opportunity. In this dissertation, I design protocols to increase the

two kinds of opportunities from solving the two problems, so as to improve the network

performance.

1.1.3 Benefits from Centralized Coordination

As discussed before, the 802.11 standard utilizes CSMA and the RTS/CTS mechanism

to coordinate among nodes to avoid interferences. However, besides the CA-CF prob-

lem and varied-IR problem induced overhead that prohibits concurrent transmissions or
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induces collisions, this mechanism has a large amount of other coordination overhead

that degrades the network performance, such as backoffs, DIFS (the distributed coordi-

nation function interframe space), the transmission of control frames and so on. All the

overheads will dominate the communication resources in large scale networks [75]. Some

current related works intend to design protocols in a distributed manner to mitigate

the overheads and improve the network performance. However, mitigating one or some

overhead may increase others, making these protocols not eliminate all the coordination

overhead.

Nowadays, the concept of software defined network (SDN) for WLAN management

using a centralized controller is an emerging method to improve the throughput of

WLAN [74]. Based on this concept, data transmissions can be coordinated efficiently

through utilizing the WLAN infrastructure, where multiple APs are connected by wired

networks and can be treated as one virtual AP, which plays the role of coordination.

This centralized coordination manner can largely mitigate the overhead induced by the

CA-CF problem, the varied-IR problem, the backoff time and DIFS in the distributed

mechanisms. Some recent research [4,23,57,90] designs different mechanisms by utilizing

the architecture of SDN to mitigate the coordination overhead and improve the network

performance. However, these works have no effective way to coordinate the transmissions

from clients to APs, and may induce some extra overhead because of unknowing the client

side information.

Thus, we have the motivation to design a centralized coordination mechanism based

on the concept of SDN, and utilize control frames to convey coordination information

more efficiently to further improve the network performance.
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1.2 Thesis Contributions

The main contributions of this thesis can be summarized into two aspects: the architec-

ture contributions and the protocol design contributions.

1.2.1 The Architecture Contributions

Interferences in wireless networks are inevitable when there are various wireless nodes

working at the shared channel. Improving the performance of wireless networks through

interference management is a well-known concept, which always needs nodes to exchange

the coordination information carried in control frames, so that they can obtain the req-

uisite information of adjacent nodes and make proper channel access decisions. However,

the exchange of control frames always induce a large amount of transmission overhead;

meanwhile, they may in turn make the wireless nodes waste some concurrent transmission

opportunities because of avoiding the collisions induced by control frames. In this dis-

sertation, I propose to design cross layer protocols to manage interferences and improve

the network performance through benefiting from both the physical layer and the upper

layer design.

As shown in Fig. 1.2, the cross layer design in this dissertation contains the PHY

layer and the upper layer design. The PHY layer design intends to make the coordination

information in the control message transmitted concurrently with the other data or control

message transmissions, so as to reduce its transmission overhead. This can be achieved

through designing interference resistant mechanisms, based on which the control message

can be detected correctly under interferences, and the control message transmissions will

not degrade the effectiveness of data transmissions if needed. The upper layer design
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Figure 1.2: The cross layer design.

focuses on interference management, and intends to make nodes utilize the collected

coordination information in the control messages to make proper channel access decisions,

so as to increase the concurrent transmissions and avoid interferences to improve the

wireless network performance.

1.2.2 The Protocol Design Contributions

Starts from solving different problems in current wireless networks, this thesis proposes

three cross-layer protocols to increase the network performance. The detailed contribu-

tions of the three protocols are listed as follows:

1.2.2.1 Exploit Transmission Opportunities Using Signature Detection

Nowadays, most wireless networks are organized with the 802.11 standard [24], in which

nodes use CSMA and the RTS/CTS mechanism to avoid collisions. However, theses

mechanisms degrade the network performance because of two problems, including the CA-

CF problem and the varied-IR problem, both problems will make nodes waste transmission

and reception opportunities.

In this dissertation, I propose interference resistant multiple access (IRMA), a novel

cross layer protocol, to solve the exposed terminal problem and exploit transmission op-

portunities to improve the throughput of wireless networks. IRMA can exploit transmis-
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sion opportunities from solving the the CA-CF problem through permitting the control

frame collision at the transmitter side by using a signature detection method (SDM), in

which nodes use known symbol sequences, called as signatures, to convey information.

When transmitting a control frame, nodes need to map the control information to ded-

icated signatures, attach the signatures to the frame at the physical layer and send the

frame out. When receiving a control frame, nodes discern the signatures from the incom-

ing signals and convert the signatures to the original control information. As signatures

can be discerned in the presence of strong interferences, IRMA can exploit concurrent

transmissions by using the signature detection method to tolerate control frame collisions

at the transmitter side. IRMA can also exploit transmission opportunities from solving

the varied-IR problem, through differentiating between the interfering and non-interfering

links in an easy way. IRMA allows the receiver to use the CTS frame to reserve the

medium for the transmitter’s data transmission for the NAV time. Only the nodes in the

interference range of the receiver will update the NAV state for keeping silence. IRMA

further uses a new channel access scheme for nodes to determine whether to initiate a

transmission or not when they intend to send a data frame. I conduct experiments based

on USRP2 to demonstrate the feasibility of the signature detection method, and conduct

simulations based on ns-2 to show the performance improvement of IRMA comparing

with the 802.11 standard and other protocols. Specially, in a four-node scenario, IRMA

has 2× throughput over current protocols.
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1.2.2.2 Exploit Reception Opportunities through Discernible Interference

Cancellation

Interference is a critical issue that will degrade the system performance in wireless net-

works. Although the 802.11 standard is widely deployed currently to avoid interferences,

it has both the CA-CF problem and the varied-IR problem that degrade the network

performance. IRMA is proposed to eliminate exposed terminals and exploit transmission

opportunities from solving both problems. However, it leaves reception opportunities

unexploited.

In this dissertation, I propose interference cancellation multiple reception (ICMR),

a cross layer protocol, to further exploit the reception opportunities and improve the

network performance. ICMR permits the reception of a data frame to be collided by

control frames, and detects the collided data frame through a novel discernible interfer-

ence cancellation (DIC) mechanism in the physical layer. In this mechanism, nodes also

use signatures to convey the control information. When detecting a collided data frame,

nodes first estimate the arrival and positions of control frames in the received signal, then

discern signatures carried in the control frames, reconstruct the received control signal

through proper channel estimations, and finally detach the control signal to recover the

original data signal. I will also analyze the concurrent transmission opportunities of a

link from the transmitter’s transmission opportunities and the receiver’s reception op-

portunities, then formulate the opportunities that can be exploited in the 802.11-based

wireless networks from solving both the CA-CF problem and the varied-IR problem. I

use hardware experiments based on USRP2 to demonstrate the feasibility of the dis-

cernible interference cancellation mechanism, and use simulations based on ns-2 to show
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the performance improvement of ICMR comparing with IRMA and the 802.11 standard.

Specially, in a four-node scenario, IRMA has 2× throughput over these protocols.

1.2.2.3 Coordinate Transmissions Centrally Based on Interference Resis-

tance

Besides solving the CA-CF problem and the varied-IR problem to increase concurrent

transmissions in wireless networks through designing distributed mechanisms, the con-

cept of software defined network (SDN) for WLAN management inspires us to design a

centralized coordination mechanism to further mitigate all the coordination overhead in

current 802.11 standard, such as backoffs, DIFS and the transmissions of control frames.

In this dissertation, I propose concurrency-based coordination mechanism (CCM), a

cross layer protocol, to maximize concurrent transmissions and eliminate the coordina-

tion overhead in WLANs, so as to increase the network performance. The main idea of

CCM is based on the concept of SDN for WLAN management in a centralized manner,

and also based on an observation that nodes only need to convey a small amount of

information in the control message for the use of coordination. Therefore, through care-

fully design, the centralized controller can schedule the transmissions in both the uplink

and downlink directions efficiently to maximize concurrency. It also makes the control

message transmitted with the data packet simultaneously to eliminate the coordination

overhead, through leveraging two interference resistance mechanisms in the physical layer,

the signature detection method (SDM) and discernible interference cancellation (DIC),

to detect both mutual interfered control messages and data packets successfully. Hard-

ware experiments based on USRP2 can demonstrate the feasibility of the interference

resistant mechanism in the physical layer. I use simulations based on ns-2 to show that
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Figure 1.3: The thesis architecture.

CCM can outperform the 802.11 standard and other protocols significantly. Specially, in

a multiple-AP scenario, CCM has about 151.6% throughput improvement over the 802.11

standard and about 45.5% over another current protocol.

1.2.3 Summary

As a conclusion, this dissertation proposes three cross layer protocols based on two physi-

cal layer mechanisms, as shown in Fig. 1.3. Interference resistant multiple access (IRMA)

is proposed to exploit the transmission opportunities, it benefits from the signature de-

tection method (SDM) in the physical layer. Interference cancellation multiple recep-

tion (ICMR) is proposed to further exploit the reception opportunities, it benefits from

both SDM and the discernible interference cancellation (DIC) mechanism in the physical

layer. Besides the two distributed mechanisms, concurrency-based coordination mech-

anism (CCM) is proposed to schedule transmissions centrally to maximize concurrent

transmissions, it also benefits from both SDM and DIC mechanisms in the physical layer.
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Figure 1.4: The thesis outline.

1.3 Thesis Outline

The structure of this thesis is organized as in Fig. 1.4. Chapter 1 is the introduction to

this thesis. Chapter 2 briefly presents the literature review on interference management

in wireless networks and gives some background of this thesis. The main body of this

thesis is from Chapter 3 to Chapter 5. Chapter 3 proposes interference resistant multiple

access (IRMA) protocol to exploit the transmission opportunities through using signa-

ture detection method in the physical layer. Chapter 4 proposes interference cancellation

multiple reception (ICMR) protocol to exploit the reception opportunities and further

improve the network performance through using the discernible interference cancellation

mechanism in the physical layer. Chapter 5 proposes concurrency-based coordination

mechanism (CCM) to improve the performance of WLANs through maximizing con-

current transmissions and eliminating the coordination overhead in a centralized way.

Chapter 6 summarizes this thesis and puts forward future works.
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Chapter 2

Literature Review and Background

Interferences in wireless networks are inevitable due to the broadcasting characteristics

of wireless signals. Interference management is one of the fundamental challenges in the

design of wireless systems to improve the network performance. Current related works

mainly fall into four categories: avoiding interferences, exploiting concurrent transmis-

sions, recovering signals under interferences, and introducing SDN to WLANs to schedule

transmissions in a centralized way. In this chapter, I will first review the related work

from the four categories in Section 2.1 to 2.4, then summarize the literature and give the

position of my work in Section 2.5. I will finally introduce some background about the

cross correlation technology which is related to my research in Section 2.6.

2.1 Avoid Interferences

The CSMA (physical carrier sense) is widely used in wireless networks to avoid interfer-

ences. However, this mechanism is well known to have a very low performance, as it may

be wrong in many cases due to the different noise and interference conditions experienced

between the transmitter and receiver. Brodsky and Morris in [8] recently presented a
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theoretical model to analyze a two-sender carrier sense performance and concluded that

this performance is close to optimal for radios with an adaptive bit rate. However, this

model only considers situations with two contending senders, and it ignores MAC-level

mechanisms such as the ACK and backoff. The result may not reflect practical network

conditions.

Many research works [5,12–15,26,31,33,34,49,53,54,64,65,73,80,81,88,89] have been

proposed to avoid interferences to improve the network performance.

2.1.1 Using Control Frames Effectively

Avoiding interference through utilizing control frames has been proposed since 1990’s.

MACA [34] proposes to use the RTS/CTS handshake without the carrier sense to re-

serve a wireless channel. This mechanism can partially solve the hidden terminal problem

to avoid interference. MACAW [5] revises MACA by introducing an ACK to acknowledge

the successful reception of data transmission at the MAC layer. FAMA family MAC pro-

tocols [13–15] combine CSMA with RTS/CTS handshake to achieve better performances.

Hardware experiments have been conducted to evaluate the performance of the 802.11

standard [54]. However, all these schemes work under the assumption that the interfer-

ence range is the same as the data transmission range. However, this assumption cannot

hold as the power needed for interrupting a packet’s reception is much lower than that

for delivering a packet successfully [89]. One solution to this problem in [89] is to let a

node only response to RTS requests whose energy level is larger than a threshold, so as

to make the interference nodes be within the receiver’s data transmission range, but as a

consequence it reduces more than half of the effective data transmission range.
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RTS/S-CTS [88] presents a symbol-level detection mechanism to combat both the

CTS collision problem and the remote hidden terminal problem, as the symbol sequences

that carry useful information in the new S-CTS packet can be detected in very low

SINR and SNR environments. It can improve the network throughput through avoiding

collisions without sacrificing effective data transmission range.

Some research utilizes control frames to avoid interferences in power control mecha-

nisms, where the interference range is varied due to the controlled transmission power of

the sender [58,69,94,95,97,103]. In [94,103], authors utilize CTS to prevent interferences

from possible senders. The transmission of CTS needs a power level larger than the data

transmission power, so as to obtain a larger interference range to avoid data interference.

Authors in [22] derive the optimal transmission power based on the location of each node

in a centralized scheme. In [69], authors analyze the relationships among the transmis-

sion range, the carrier-sensing range, and the interference range in case power control is

adopted, and propose four mechanisms to achieve power control and avoid interferences

based on the analyzed results, then further propose an adaptive range-based power con-

trol (ARPC) MAC protocol to make use of the advantages of the four mechanisms to

optimize the performance.

2.1.2 Using Extra Resources

Physical carrier sense is always ineffective as transmitters cannot get the condition at the

receiver side in time. DBTMA [19] uses a separate control channel to send busy tone so

that all nodes around a receiver can get its channel condition. DBTMA uses the RTS

packet to initiate channel request, and use the transmit busy tone which is set up by
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the RTS transmitter to protect the RTS packets, and use the receive busy tone which is

set up by the receiver to acknowledge the RTS packet and provide continuous protection

for the in-coming data packets. Nodes sensing any busy tone defer from sending their

RTS packets on the channel. PCDC [53] also uses a separate control channel to send

the RTS/CTS control packets and uses another channel to send data packets, so as to

dynamically adjust the data transmission power to an optimal value. Some other research

works such as [89] and [72] utilize directional antennas to avoid interference, they also need

extra resources to combat the hidden terminal problem. Recently, FAST [80] is proposed

to solve the hidden terminal problem through utilizing a full duplex paradigm [26] in

wireless networks. It needs two antennas to be configured at each node to accomplish

the duplex communications, one antenna is used for data packet transmissions, while

the other antenna is used to broadcast control information by the receiver when it is

receiving data packets, so that all the nodes around the receiver can keep silence to avoid

interference.

2.1.3 Reducing Coordination Overhead

Avoiding interference always leads to coordination overheads, such as the back-offs, DIFS,

and transmissions of control frames in current 802.11 standard. Some recent studies

attempt to mitigate the coordination overhead through getting benefit from a physical

layer mechanism.

802.11ec [49] exploits the cross correlation to accomplish the control frames’ transmis-

sions. Comparing with the 802.11 standard, this protocol uses three kinds of primitives to

convey the RTS, CTS and ACK information. As the primitives can tolerate strong inter-
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ferences, and the duration of these sequences is much less than that of the corresponding

packets, this protocol can improve the network throughput through both avoiding colli-

sions and reducing the transmission overhead of the control frames.

Backoff is a serious problem that degrades the wireless network performance, espe-

cially in the scenario of high node density and intensive traffic load [6]. T2F [64] and

Back2F [65], which are based on OFDM wireless channels, migrate the random backoff

from time domain to frequency domain to limit the backoff time in a few OFDM sym-

bols, substantially decreasing the overhead induced by backoff. However, they need two

antennas to be configured in each node, one for data transmissions, and the other for

listening to all the subcarriers in the network.

REPICK [12] utilizes the OFDM subcarriers in the frequency domain for channel

contention and ACK, thus enhances the MAC efficiency. Comparing with T2F [64] and

Back2F [65] which only use subcarriers to reduce the backoff time, REPICK can reduce

three overheads induced by 802.11 MAC, including DIFS, backoff and ACK, thus can

dramatically improve the network performance. However, this mechanism needs symbol

level synchronization among nodes, and also needs two antennas for transmitting data

and listening to the channel at the same time.

The semi-distributed backoff (SDB) algorithm in [73] is proposed to make nodes

perform the receiver-side backoff. Using SDB algorithm, they design a MAC protocol

Semi-DCF, which exploits the collision detection capability of receivers for disseminating

information on optimal backoffs to the contenders using signature vectors, so as to mi-

grate backoff from random to deterministic, and largely reduce the backoff time in 802.11

standard. CWM [102] exploits collision tolerance mechanism to reduce the backoff time
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and improve the channel utilization in the wireless networks. Upon detecting a collided

signal from multiple senders, the receiver obtains the senders’ IDs through exploiting the

correlatable preamble in the physical layer, then allocates each sender a different timeslot

so that the senders can transmit their data packets one after another in the following

time, without mutual interference.

2.2 Exploit Concurrent Transmissions

Some research works [1,9,10,21,23,30,32,38,39,46,47,51,78–80,93] focus on maximizing

the number of successful concurrent transmissions to improve the network performance.

2.2.1 Using Control Frames More Efficiently

Some approaches are proposed to improve the network throughput through utilizing

control frames in a more efficient way.

MACA-P [1] tries to avoid the control frames’ collisions by scheduling them prop-

erly. Based on the exchanges of RTS/CTS, it schedules multiple transmissions in parallel

to increase concurrent transmissions as well as avoiding their collisions. However, be-

sides introducing a significant protocol overhead for information exchanges, it does not

differentiate the interference ranges of different transmission links.

Attached-RTS [79] proposes Attachment Coding to allow the control information and

data packet to be transmitted simultaneously, so as to reduce the overhead induced by the

control information. Nodes then utilize the attached control information in the channel

access decision to increase concurrent transmissions. However, this protocol has serious

flaws as the control information is from the transmitter side, nodes around the receiver
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side cannot obtain correct control information to make proper channel access decisions.

To solve the problem existed in Attached-RTS, the authors propose FAST [80] to

combat both the hidden and exposed terminal problems. FAST utilizes a full duplex

paradigm [26] in wireless networks, thus the control information will be transmitted by

the transmitter with the data packet and be transmitted by the receiver at the same

time. Nodes can obtain control information around both the transmitter and receiver

side to make proper channel access decisions. However, FAST needs two antennas to

be configured at each node because of the duplex communication, and the stringent

requirement of full duplex communications seems hardly accomplishable with low cost in

a near future.

2.2.2 Considering the Varied Interference Range

Many approaches are proposed to exploit concurrent transmissions which have no mutual

interference but are prohibited because of not considering the varied interference range.

RTSS/CTSS [51] lets nodes differentiate between interfering and non-interfering links

through an offline training, which is just applicable to the line topology.

Some research [46, 93] studies the physical carrier sense mechanism in the 802.11

standard, and proposes to tune the carrier sense threshold to an optimal value based

on empirical probability analysis, so as to avoid interference and increase concurrent

transmissions.

SDN [32] exploits non-interfering links that have no interference at both the transmit-

ter and receiver sides for concurrent transmissions. Each node constructs an interference

graph by periodically exchanging power-exchange packets with nearby nodes. The node
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may transmit its own frame if there is no interference between its transmission link and

any of current transmission links.

CMAP [78] builds a conflict map for each node using empirical observations of packet

loss and uses the map to differentiate between interfering and non-interfering links. By

listening to the ongoing transmissions and consulting the map, nodes can decide whether

to transmit data immediately or not.

TRACK [23] harnesses the rate-adaptive exposed terminals in enterprise WLANs to

make concurrent transmissions proceed successfully at a certain bit rate when the senders

are prevented from transmitting by CSMA. TRACK tunes the bit rate of transmissions

based on online channel measurements that account for SINRs, so as to maximize con-

currency.

2.3 Recover Signals under Interferences

Instead of avoiding interference, some recent studies [17,20,28,29,35–37,40,43,44,49,56,59,

63,76,84,85,87,88,96,98,99,101] exploit strategies to recover signals under interferences,

so as to improve the network performance.

Many current strategies leverage the technology of cross correlation to recover the con-

trol information under interferences so as to coordinate between nodes, such as CSMA/CN [63,

66], RTS/S-CTS [88] and 802.11ec [49]. In these protocols, authors carefully design some

known symbol sequences to convey the control information, and conduct the cross corre-

lation between the received signal and the known sequences to determine which sequence

is received, so as to obtain the control information under interferences.
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Some strategies intend to improve the network performance through improving the

retransmission efficiency. PPR [27, 28] proposes a partial packet recovery mechanism to

recover the whole packet via SoftPHY. The SoftPHY interface can analyze the symbol

level information at the physical layer to identify the corrupted bits in the collided packet

so that only the corrupted bits need to be retransmitted. MISC [56] is a packet retrans-

mission scheme that merges incorrect symbols from multiple transmissions to produce

correct ones. It exploits constellation diversity by rearranging the constellation maps in

retransmissions, so as to improve the combining and decoding efficiency at the receiver

side.

Some strategies try to reconstruct the collided packets by some known information.

ANC [35] provides an algorithm for canonical 2-way relay transmission; it doubles the

capacity of typical 2-way network by designing an analog network coding algorithm.

The algorithm is based on the assumption that the receiver has already known one of

the two collided packets; hence, the receiver can calculate the other collided packet.

ZigZag [17] works for WiFi that has different transmission rates, and can deal with

general collisions or hidden terminals. It uses the same idea as ANC but a novel approach

to recover the collided packets. If the system has n packets collided, ZigZag requires

each packet be retransmitted n times to fully decode the collided packets. DAC [99]

and Chorus [98] utilize the similar decoding process in cooperative relay and efficient

broadcast, respectively. mZig [40] can resolve one m-packet collision by this collision

itself through utilizing the known shaping feature of the ZigBee physical layer design, so

that it can achieve m-fold throughput improvement comparing with Zigzag.

Some strategies try to recover the collided signal through exploiting the well-known
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capture effect [20,42,48,83]. SIC [20,67,71] recovers the collided signal through receiving

a stronger interfered signal first and then recovers the other interfered signal if its SINR

after subtracting the stronger one is above the threshold. The idea of SIC has also

been employed in [7, 52, 82] to improve the network performance through Aloha based

random access. k-SIC [62] extends SIC to make a receiver capable of canceling up to k

strongly interfering signals. Flash flooding [48] is proposed for rapid network flooding

in wireless sensor networks. It avoids neighborhood contention by allowing concurrent

transmissions among neighboring nodes, and exploits capture effect to ensure that each

node can receive one flood from its neighbors. Coco [29] advocates simultaneous accesses

from multiple senders to a sheared channel, optimistically allowing collisions instead of

simply avoiding them, through both utilizing the capture effect and exploiting the ability

to tolerate collisions because of redundancy in the physical layer implementations.

Some other strategies intend to transmit intended patterns (which carry the con-

trol information) with data packets simultaneously, through utilizing the redundancy in

communication systems. Side Channel [85,87] utilizes Direct-Sequence Spread Spectrum

(DSSS) systems which have the ability to resist interferences to a certain extent [86]. The

authors carefully design some “intended patterns” which carry the control information,

and the “intended patterns” can be transmitted with the original data packet simulta-

neously, without degrading the effective throughput of data transmissions. hJam [84],

Attached-RTS [79] and FAST [80] utilize a few of “clean” subcarriers which have no sig-

nal except noise in the packet preamble in current OFDM systems to carry the control

information. They propose Attachment Coding to make the control information trans-

mitted in some “clean” subcarriers of the data packet. The receiver can decide there
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is an attached signal on a subcarrier if it detects a relatively high level energy on that

subcarrier. After detecting the attached signals, node can obtain corresponding control

messages. Meanwhile, the data signal can be recovered through detaching the attached

control signal from the received signal.

2.4 Introduce SDN to WLAN

The concept of software defined network (SDN) for WLAN management using a central-

ized controller is an emerging method to improve the throughput of WLAN [2–4, 23, 41,

57,70,74,90]. Based on this concept, transmissions can be coordinated efficiently through

utilizing the WLAN infrastructure, where multiple APs are connected by wired networks

and can be treated as one virtual AP in the protocol design.

CENTAUR [70] proposes to solve the downlink exposed and hidden terminal prob-

lems in enterprise WLANs through centralized scheduling. By periodical measuring the

conflicts in the wireless environment according to the observation on the previously sched-

uled downlink traffic, a controller would have a fair estimate on when to transmit a new

downlink packet for interference-free reception. However, it leaves the uplink trans-

missions unscheduled, leading to a poor performance when the uplink traffic increases.

TRACK [23] harnesses the rate-adaptive exposed terminals in enterprise WLANs through

centralized scheduling. It tunes the bit rate of concurrent transmissions based on online

channel measurements that account for SINRs, and jointly schedule the transmissions of

downlink exposed terminals through multiple APs connected by wired LAN. This proto-

col also cannot schedule the uplink transmissions, and may have poor performance when

the uplink traffic increases and the CSMA-based contention mechanism is triggered.
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OpenTDMF [90] builds an architecture that enables TDMA for enterprise WLANs,

and combats the inefficiency of CENTAUR and TRACK. It contains a centralized con-

troller that coordinates the whole WLAN jointly with APs. Uplink transmissions from

clients are triggered by APs through the polling mechanism. Thus, OpenTDMF can

achieve a higher performance in enterprise WLANs because of the lower overhead in-

duced by control frames. COAP [57] is a cloud-based centralized frame work that can

coordinate and manage individual home APs using an open API. It can lead to significant

management improvement through effect efficient channel assignment and co-operative

transmission schedules for interference mitigation.

Comparing with the works that exploit the WLAN architecture to schedule transmis-

sions and avoid interference, some strategies benefit from the interference cancellation

mechanism in the physical layer [4, 41]. Symphony [4] encourages collision of packets

among transmitters at APs and cooperatively decode all the packets by utilizing a Zigzag-

like [17] decoding process and the coordination information among APs. OpenRF [41]

presents a cross layer architecture for MIMO interference management. It enables APs to

perform three physical layer MIMO techniques: interference nulling [18], coherent beam-

forming [60] and interference alignment [45]. It then dynamically applies the right set of

these MIMO techniques to suit any topology or traffic pattern.

2.5 Summary of Literature and My Work

Table. 2.1 gives a summary of the literature review. The interference management mecha-

nisms are divided into two parts: those are in the distributed manner or in the centralized

manner, while the physical layer mechanisms are mainly divided into three categories:
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Table 2.1: Summary of literature review.

IRMA&ICMR

Avoid 

interference

Exploit concurrent 

transmissions

Efficient

coordination

Recover interfered 

data signal

Exploit 

cross correlation

Exploit 

capture effect

Utilize 

known feature 

in physical design

Interference

management

Physical layer
design

MACA[34], 

MACAW[5], 

FAMA[13-15], 

DBTMA[19], 

PCDC[52]

CSMA/CN[65], 

RTS/S-CTS[88],

802.11ec[49], 

Semi-DCF[72], 

CWM[100]

Side Channel[84], 

REPICK[12],

FAST[79], T2F[63], 

Back2F[64]

MACA-P[1], 

RTSS/CTSS[50], 

SDN[32], CMAP[77]

Attached-RTS[78],

FAST[79]

TRACK[23], 

CENTAUR[69], 

OpenTDMF[89], 

COAP[56], 

PPR[27], ANC[35], 

Zigzag[17], DAC[97], 

Chorus[96], mZig[40]

SIC[20,66,70,71], 

k-SIC[61], 

Flash flooding[48], 

Coco[29]

Symphony[4]

Distributed manner Centralized manner

Recover interfered 

data signal

OpenRF[41]
 mZig[40], 

MISC[55]

Avoid data interference

CCM

IRMA&ICMR

exploit cross correlation, exploit capture effect and utilize some known features in the

physical design. Some related works are filled in the corresponding positions.

This thesis designs three cross layer protocols to manage interference, while the Inter-

ference Resistance Multiple Access (IRMA) and Interference Cancellation Multiple Re-

ception (ICMR) are designed from both avoiding interference and increasing concurrent

transmissions to improve the network performance, and Concurrency-based Coordination

Mechanism (CCM) is designed from coordinating transmissions centrally based on the

architecture of SDN. The three protocols are based on two interference resistance mech-

anisms in the physical layer to combat the control frame induced collisions, as described

in section 1.2.3. The two mechanisms are based on the cross correlation technology.

Comparing with existed works which exploit the cross correlation technology to recover

collided control signal and avoid interference [49, 63, 88], this thesis first exploits this

27



Thesis: Interference Management in Wireless Networks: A Cross Layer Approach

technology to recover both the collided control message and data packets in the physical

layer, based on which to further increase concurrent transmissions in the network.

2.6 Background of Cross Correlation

As described in section 1.2.1, this thesis contains a PHY layer interference resistance

mechanism design that makes the coordination information in the control message trans-

mitted concurrently with the other data or control message transmissions. According to

the design, control messages can be detected correctly under interferences, while their

transmissions will not degrade the effectiveness of data transmissions if needed. The in-

terference resistance mechanisms are based on the cross correlation technology, which is

commonly used for searching for a known feature in a long duration signal [77]. Cross

correlation has already been used in preamble synchronization to accomplish the physi-

cal carrier sense mechanism in the 802.11 standard [24]. It also has some applications in

recent works such as [4,17,49,63,88,100]. In this section, I will give some details of cross

correlation as a background of this thesis.

A wireless signal is typically described as a stream of complex numbers, and the

bit sequence of the signal should be mapped into a series of complex samples in the

digital modulation process. At the receiver, after RF down-converter and sampler in the

demodulation process, the signal is represented as a series of complex samples, which may

differ from the transmitted sample sequence in amplitude, phase, and frequency. Suppose

x[n] is the complex number that represents the nth transmitted sample, the corresponding

received sample y[n] can be denoted as:

y[n] = Hx[n]ej2πnδfT + w[n],
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Figure 2.1: Correlation threshold βCorr.

where H is the channel attenuation factor, δf is the frequency difference between the

sender and receiver, T is the sampling period, and w[n] is the background noise, which

contains the thermal noise and interferences from other concurrent transmissions.

Suppose two nodes S1 and S2 transmit signals simultaneously, and are both received

at node R. Suppose the transmitted sample is x1[n] in S1, and x2[n] in S2, then the

received signal at R is

y[n] = H1x1[n]e
j2πnδf1T +H2x2[n]e

j2πnδf2T + w[n].

Let the samples s[k], 1 ≤ k ≤ L, refer to a known sequence, and s[k] be the complex

conjugate1 of s[k]. We can define the cross correlation of signals s and y at the position

∆ as:

Rx(∆) =
L
∑

k=1

s[k]y[∆ + k]

=
L
∑

k=1

s[k](H1x1[∆ + k]ej2π(∆+k)δf1T +H2x2[∆ + k]ej2π(∆+k)δf2T + w[∆ + k]).

(2.1)

When the transmitted signal x2 from S2 matches s at the position ∆′, while x1 and

1The conjugate transpose of a complex number is to negate its imaginary part but remain its real
part unchanged.
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w are independent of s at this position, we can get:

Rx(∆
′) =

L
∑

k=1

s[k](H2x2[k +∆′]ej2π(k+∆′)δf2T )

= H2

L
∑

k=1

|s[k]|2ej2π(k+∆′)δf2T .

(2.2)

Then we have:

|Rx(∆
′)| = H2

L
∑

k=1

|s[k]|2. (2.3)

The correlation value |Rx(∆
′)| is the sum of energy of this segment of signal, and

it reaches a peak value if the known sequence appears in the received signal. If not,

|Rx(∆
′)| would be close to zero as the received signal is independent of the known se-

quence. The value |Rx(∆
′)| can be normalized by the signal strength of s, as |RN(∆

′)| =
|Rx(∆′)|

H
∑L

k=1
|s[k]|2

[63]. Practically, the value |RN(∆
′)| is compared with a constant threshold

βCorr to detect the known sequence: If |RN(∆
′)| is above βCorr, the known sequence is

detected in the received signal at position ∆′.

Thus, the coordination information can be conveyed by some known sequences and

be detected even under interferences through utilizing the cross correlation technology.

Different thresholds may lead to different detection results. As shown in Fig. 2.1, a higher

threshold βCorr(high) increases the probability of a false negative error (a sequence that

is in the received signal is missed), and a lower threshold βCorr(low) increases the proba-

bility of a false positive error (a sequence that is not in the received signal is mistakenly

detected). Both errors should be mitigated in the mechanism design.
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Exploit Transmission Opportunities

Using Signature Detection

Wireless networks are propelled to improve the network throughput effectively to face the

challenge of sustaining the rapid growth of data traffic and the high density of wireless

nodes. Exposed terminals are a main source in wireless networks that degrades the

network throughput as nodes are prevented from transmitting data frames concurrently

even when their transmissions have no mutual interference. In this chapter, I propose

the design of Interference Resistant Multiple Access (IRMA), a cross layer protocol, to

solve the exposed terminal problem and exploit transmission opportunities. Observations

on the 802.11 standard reveal that nodes degrade the network throughput from two

aspects, including the so-called CA-CF problem and varied-IR problem, both problems

will make nodes around both the transmitter and receiver of the ongoing link waste

concurrencies. IRMA proposes to exploit transmission opportunities from solving the

two problems. It proposes a signature detection method in the physical layer to combat

control frames’ collisions, thus solves the CA-CF problem and exploits the transmission

opportunities at the transmitter side. It also designs a new NAV update scheme in
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the MAC layer to differentiate the interference ranges of different transmission links, and

designs a new channel access scheme for nodes to solve the varied-IR problem and exploits

the transmission opportunities at the receiver side. Experimental results based on USRP2

demonstrate the feasibility of the signature detection method, and simulations based on

ns-2 show that IRMA outperforms the 802.11 standard and other protocols significantly.

This chapter is organized as follows. Section 3.1 gives an introduction of IRMA.

Section 3.2 gives an overview of the IRMA architecture and mechanism. Section 3.3

describes the design of IRMA in detail. Section 3.4 demonstrates the feasibility of the

signature detection through hardware experiments. Section 3.5 evaluates the performance

improvement of IRMA through simulations. Section 3.6 summarizes this chapter.

3.1 Overview

Nowadays, most wireless local area networks are organized with the 802.11 standard [24],

in which nodes use the carrier sense multiple access (CSMA) to avoid collisions: Before

transmitting, a sender senses the medium to determine if a nearby node is transmitting. If

the channel is determined idle, the node proceeds the transmission; otherwise, the sender

will defer until the end of the ongoing transmission. The CSMA can also be performed

through a virtual mechanism. The virtual carrier sense uses the exchange of RTS and CTS

frames to reserve the medium for the actual data transmission. The RTS and CTS frames

contain a NAV field that defines the period of time that the medium is to be reserved for

the transmission of the actual data frame and returned ACK. All nodes that receive the

RTS or CTS frames will keep silence during the NAV time to avoid collisions. However,

CSMA introduces the exposed terminal problem that causes performance degradation,
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Figure 3.1: Two scenarios that nodes waste transmission opportunities and one scenario
that nodes induce collisions.

as senders are prevented from transmitting data frames concurrently even when their

transmissions have no mutual interference [78].

This problem has attracted much attention as wireless networks should improve the

performance effectively to face the challenge of sustaining the rapid growth of data traffic

and the high density of wireless nodes. Although the transmission rate in the physical

layer has been increased through advancing new technologies [24,25], the wasted transmis-

sion opportunities or collisions induced by CSMA impede their effectiveness remarkably.

As described in Section 1.2.1, in wireless networks, the basic requirement that two

transmission links can proceed concurrently is, both transmitters are outside the interfer-

ence range of the other link. However, the 802.11 standard does not conform to this basic

requirement and has two problems that make nodes waste transmission opportunities.

The first is the CA-CF problem (the excessive Collision Avoidance problem induced by

Control Frames). The 802.11 standard uses the RTS/CTS/ACK control frames to help

nodes get proper information. Nodes that receive the control frames will decide that they

are within the interference range of a transmission link and should keep silence to avoid
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interference. However, this mechanism make nodes waste transmission opportunities

because of avoiding the control frame collisions at the transmitter side. As shown in

Fig. 3.1(a), although the data frame collision only exists at the receiver R, nodes that are

in the carrier sense range dCS of the transmitter T should also be prohibited to transmit

concurrently, in order to avoid the CTS/ACK frame collision at T . Nodes in the grey

area waste their transmission opportunities, as their concurrent transmissions will not

interfere with R’s reception of ongoing data.

The second is the varied-IR problem (the varied Interference Range problem). Based

on the 802.11 standard, nodes received CTS will determine that they are within the

interference range dIR of the ongoing link and should keep silence. This mechanism

simply fixes dIR to be the transmission range dTX of CTS, although the dIR is variable

and determined by the distance d of the ongoing link [32,61], that is, dIR ∝ d. As shown

in Fig. 3.1(b), if d is fairly small, dIR can be shorter than the transmission range dTX [89].

However, under the 802.11 standard, nodes in the grey area are prohibited to transmit

concurrently although they are more than dIR from the receiver and will not interfere

with the ongoing transmission link T→R. Nodes waste transmission opportunities as the

medium around the receiver has been simply reserved through the CTS frame.

Meanwhile, the varied-IR problem may induce unnecessary collisions as nodes wrongly

have the transmission opportunities. As shown in Fig. 3.1(c), if d is relatively large, dIR

will be larger than the transmission range dTX . However, under the 802.11 standard,

nodes in the slash area are permitted to transmit packets although they are less than dIR

from the receiver and will definitely interfere with the ongoing transmission link T→R.

Nodes induce collisions as they cannot receive the CTS frame correctly. Ref. [89] intends
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to solve this problem through reducing the effective transmission range so as to make dIR

smaller than the real transmission range dTX . However, this mechanism will obviously

prohibit more concurrent transmissions and degrade the network throughput.

Recent studies that address the exposed terminal problem and exploit the transmission

opportunities fall into solving one or two of the above problems. SDN [32] exploits non-

interfering links that have no interference at both the transmitter and receiver sides for

concurrent transmissions, and can partially solve the varied-IR problem. In SDN, each

node constructs an interference graph by periodically exchanging power-exchange packets

with nearby nodes. The node may transmit its own frame if there is no interference

between its transmission link and any of current transmission links. However, SDN

cannot determine interfering links effectively when dIR is larger than dTX , thus may

induce collisions in the scenario of Fig. 3.1(c). Meanwhile, it does not exploit transmission

opportunities in the scenario of Fig. 3.1(a).

CMAP [78] considers two scenarios in Fig. 3.1(a) and Fig. 3.1(b). It builds a con-

flict map for each node using empirical observations of packet loss and uses the map to

differentiate between interfering and non-interfering links. By listening to the ongoing

transmissions and consulting the map, nodes can decide whether to transmit data imme-

diately or not. CMAP also exploits transmission opportunities around the transmitter

side, and tries to mitigate the ACK collision at the transmitter through a window-sized

ACK and retransmission protocol. However, in the scenario of Fig. 3.1(a), concurrent

transmissions have a high ACK loss rate, which causes many redundant retransmissions

and degrades the network throughput. Meanwhile, collisions cannot be prevented in the

scenario of Fig. 3.1(c).
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In this chapter, I propose Interference Resistant Multiple Access (IRMA), a novel

cross layer protocol, to exploit transmission opportunities and improve the throughput

of wireless networks. IRMA combats the control frame collision at the transmitter side

by using a signature detection method, in which nodes use known symbol sequences,

called as signatures, to convey information. When transmitting a control frame, nodes

need to map the control information to dedicated signatures, attach the signatures to

the frame at the physical layer and send the frame out. When receiving a control frame,

nodes discern the signatures from the incoming signals and convert the signatures to the

original control information. As signatures can be discerned in the presence of strong

interferences, IRMA can exploit concurrent transmissions by using signature detection

method to tolerate control frame collisions at the transmitter side. Thus, it can exploit

transmission opportunities in the scenario of Fig. 3.1(a).

IRMA also exploits transmission opportunities in the scenario of Fig. 3.1(b) through

solving the varied-IR problem in an easy way. IRMA allows the receiver to use the

CTS frame to reserve the medium for the transmitter’s data transmission for the NAV

time. Only the nodes in the interference range of the receiver will update the NAV

state for keeping silence. IRMA further uses a new channel access scheme for nodes to

determine whether to initiate a transmission or not when they intend to send a data

frame. IRMA can differentiate between interfering and non-interfering links even when

the interference range is larger than the transmission range, as the new designed CTS

frame can be detected correctly in very low SINR environments. Thus, it can avoid

collisions effectively in the scenario of Fig. 3.1(c).

This chapter makes the following key contributions:
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• IRMA is the first protocol that can exploit transmission opportunities in the two

scenarios shown in Fig. 3.1(a) and Fig. 3.1(b), and avoid collisions in the scenario

shown in Fig. 3.1(c). IRMA can exploit transmission opportunities through solv-

ing the CA-CF problem as collided control frames can be detected correctly using

the signature detection method. It also solves the varied-IR problem and exploits

concurrency through differentiating between interfering and non-interfering links

according to the ongoing transmission link, no matter the interference range is

larger or smaller than the transmission range.

• I quantify the signature detection method through hardware experiments. The

results demonstrate the feasibility of the signature design as the control frames’

signatures can be detected correctly in the presence of strong interferences.

• I demonstrate IRMA’s significant throughput improvement through simulations.

The results show that IRMA can outperform both 802.11 standard protocols under

different network topologies and different transmission rates.

3.2 Overview of IRMA

In this section, I will introduce the architecture of IRMA protocol and overview the IRMA

mechanism through an example for ease of understanding. Based on that, I summarize

the key information that should be detected using signature detection method (SDM) in

the case of collisions for the IRMA design.
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Figure 3.2: System architecture of IRMA. Comparing with the 802.11 standard, IRMA
needs additional grey blocks to accomplish the protocol.

3.2.1 IRMA Architecture

Fig. 3.2 briefly illustrates the architecture of IRMA. Compared with the 802.11 standard,

IRMA needs new blocks to accomplish the protocol.

Under the 802.11 standard, when a transmitter begins to transmit a frame, it first

generates a MAC protocol data unit (MPDU), then adds a physical layer header, finally

transmits the frame out after modulation. For a control frame to be transmitted, IRMA

will attach signatures, which represent specific control information, to the standard frame

before modulation. A new channel access scheme in the MAC layer is designed to achieve

more concurrent transmissions and avoid data collisions.

In the receiving process, after completing the preamble synchronization, the receiver

begins to demodulate the samples in the MPDU field. At this time, IRMA lets the

receiver perform a signature detection method (SDM) to detect the control information.

The outputs of MPDU demodulation and signature detection are both used for the MAC

disposal. A new differentiated NAV state update scheme in the MAC layer is designed
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to distinguish the interfering and non-interfering links around a node, while the results

can assist the channel access scheme to make proper decisions.

3.2.2 Overview of IRMA Behavior

IRMA uses RTS/CTS/DATA/ACK four-way handshake mechanism for the medium ac-

cess and data transmission. Physical carrier sense is disabled by IRMA as the interfered

control frames at the transmitter side can be detected correctly using SDM. Moreover, all

the new components in Fig. 3.2 work collaboratively to increase concurrent transmissions.

For ease of understanding, I illustrate the IRMA mechanism in a typical scenario with

the time sequence diagram of each node, as shown in Fig. 3.3: S1 and S2 are exposed

terminals as they intend to transmit data to R1 and R2, respectively. Their concurrent

transmissions are permitted by IRMA. S3 can interfere with R2’s data reception, but

it cannot interfere with R1’s reception. S4 may also interfere with R2’s data reception.

Comparing to the 802.11 standard, IRMA works differently, which is illustrated as follows:

• If S1 wants to transmit data to R1, the transmission can be permitted by the

channel access scheme as S1’s NAV state is zero. It then sends a RTS frame after

a backoff time to initiate the transmission, and begins to transmit data frame after

receiving the CTS feedback from R1 successfully. Although S3 (which acts as T ′

in Fig. 3.1(b)) is in the transmission range dTX of R1 and can receive this CTS

message, it should not update its NAV state, as it is outside the interference range

dIR of R1. Note that although S2 is out of dTX of R1, it can also detect this

CTS message correctly using SDM. It should not update its NAV state as it is also

outside dIR of R1.
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transmit data to R1 and R2 respectively. IRMA permits their concurrent transmissions.
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• During the data transmission from S1 to R1, although S2 (which acts as T ′ in

Fig. 3.1(a)) is in the carrier sense range dCS of S1 and determines the channel

to be busy, it can be permitted to transmit data to R2 by the channel access

scheme as its NAV state is zero. S2 then sends a RTS frame after a backoff time

to initiate its transmission. The corresponding CTS feedback from R2 will be

interfered at S2 by the data transmission from S1. However, this interfered CTS can

be detected correctly using SDM. Therefore, S2 can continue the data transmission

to R2 accordingly. Note that S3 and S4 (both act as T ′ in Fig. 3.1(c) here) can also

detect the CTS frame correctly using SDM and get the NAV information, although

they are out of the transmission range of R2. They should update their NAV states

to keep silence, as they are both in the interference range dIR of R2.
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• After finishing the reception of the data frame, R1 will reply an ACK to S1. The

ACK frame would be interfered at S1 by the data transmission from S2. This

interfered ACK can be detected by S1 using SDM, completing the transmission

successfully.

From this scenario, we can see that three key control information should be detected

correctly from the CTS/ACK frames even when they are under collisions. The first one

is the receiver address (RA) of the CTS/ACK frames. The nodes (such as S1 and S2 in

Fig. 3.3) should be able to obtain the RA information in the CTS frame to check if it is

the target of this frame even when the CTS frame is interfered by other transmissions.

Meanwhile, the RA information in the ACK frame notifies the node that its data frame

has been received correctly. The second one is the NAV information in the CTS frame,

with which nodes that do not involve in the RTS/CTS handshake (such as S3 in Fig. 3.3)

can update their NAV state to keep silence. The third one is the interference range of

the ongoing transmission link, which should be obtained by the nearby nodes as an input

to the channel access scheme so that they can make a proper decision on accessing the

channel concurrently while avoiding interferences.

3.3 IRMA Design

This section describes the design of the IRMA protocol. I first accomplish the control

frame design according to the analysis in Section 3.2.2, then discuss the new blocks of

IRMA (gray-color blocks shown in Fig. 3.2), including signature attachment, signature

detection method (SDM), channel access scheme, and differentiated NAV state update. In

the end, I analyze the signature detection range, and discuss an address conflict problem
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Figure 3.4: The format of new RTS/CTS/ACK frames.

when multiple nodes choose the same signature as their own addresses.

3.3.1 Control Frame Design

In Section 3.2.2, I have summarized three key control information that should be detected

correctly when a collision occurs: the receiver address (RA), the NAV information and

the interference range. Therefore, I design new control frames to make these control

information detectable using SDM. I add some new fields to the 802.11 standard control

frames, as shown in Fig. 3.4. In the transmitting process, these new fields are filled with

signatures that carry specific control information. In the receiving process, nodes can

recover the information after discerning signatures in corresponding fields.

For the new RTS frame, I attach a new field called TA(S) to the tail of the frame in

the physical layer, as shown in Fig. 3.4(a). A transmitter will assign a signature, which

represents its own address, in the TA(S) field of the RTS frame. For the new CTS or

ACK frame, two new fields RA(S) and EXT(S), which are also filled with signatures, are

attached to the tail of the frame, as shown in Fig. 3.4(b). RA(S) indicates the receiver

address of the frame, which will be filled directly with the TA(S) signature derived from

the received RTS frame. EXT(S) carries the combined information of both the NAV time
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and interference range (IR) of the ongoing transmission link1.

Each of the TA(S)/RA(S) and EXT(S) needs a group of global-unique signatures to

represent their information. I design a signature set SAddr = {s1, . . . , sp} for TA(S)/RA(S).

A node can randomly select a signature si(i = 1, 2, ..., p) from the set as its own signature,

and put it in the TA(S) field when sending a RTS frame.

I then design a signature set SEXT = {Sm×n, sACK} for EXT(S), where sACK is a

unique signature specially used to differentiate the CTS and ACK frames. With the

sACK , the node, such as S3 in Fig. 3.3, will not misinterpret the R1’s ACK feedback as

a CTS frame when a collision occurs. I use a matrix Sm×n to represent the combination

of the NAV time and interference range:

Sm×n =











s11 s12 . . . s1n
s21 s22 . . . s2n
...

...
. . .

...
sm1 sm2 . . . smn











,

where sij is a signature, the NAV indicator i represents a data transmission time, and

the IR indicator j represents an interference range. Here, m and n denote the maximal

values of i and j, respectively.

I next illustrate the design of the NAV indicator and IR indicator in detail. To simplify

the description of the system, we assume that all the frames are transmitted at the same

rate vb, the corresponding transmission range as dTX(vb), and the corresponding SINR

threshold as βSINR(vb), respectively.

1Though we can use two different signatures to carry both information, we use one EXT(S) signature
here to reduce the introduced transmission overhead of signatures.
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3.3.1.1 NAV Indicator Design

I design a set of signatures to represent different transmission durations (the NAV time).

As the length of MPDUs cannot exceed a threshold lmax according to the 802.11 standard,

the MPDU transmission time is upper-bounded by lmax · 8/vb. We define the maximum

data frame transmission time as tmax = lmax · 8/vb + tPHY , where tPHY is a constant

time for transmitting the preamble. We divide tmax into m segments, each of which lasts

for LNAV = d tmax

m
e. Therefore, each NAV time tNAV can be mapped to a specific NAV

indicator i = round( tNAV

LNAV
).

3.3.1.2 IR Indicator Design

The IR indicator j represents the interference range of a receiver of the ongoing trans-

mission link, with which each node around the receiver can make a proper decision about

whether its transmission will interfere with the ongoing transmission link.

In this thesis, I use the two-ray ground propagation model [61], which is widely

adopted in wireless network research studies (such as [32, 89]) as well as the network

simulators (such as ns-2 [55]). Based on this model, the receiving power Pr of a sig-

nal is inversely proportional to the distance d between the transmitter and receiver, i.e.,

Pr = PtGtGr
h2
th

2
r

dα
, where Pt is the transmission power, Gt and Gr are antenna gains of

the transmitter and receiver respectively, ht and hr are the heights of both antennas, α is

a factor larger than 2 and reflects the attenuation degree of the signal. Here, we assume

all the nodes in the network are homogeneous, i.e., all the radio parameters are the same

at each node, all the antenna heights are the same, and all the nodes have the same fixed

transmission power Pt. Thus, we can simplify the equation to calculate Pr as Pr = c Pt

dα
,
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where c is a constant. We also assume the radio channel is symmetric, i.e., the signal

has the same propagation attenuation in both directions. Here we should admit that if

the assumptions do not hold, the calculated interference range in the following parts may

be deviated from the real one, thus either leading to collisions or losing some concurrent

transmission opportunities, both of which will pull down IRMA’s performance.

If a node receives a RTS frame, the receiving power Pr is obtained. The node first uses

Pr to compute its distance d from the sender. Then, according to the physical interference

model, it computes the interference range dIR of this transmission link using the formula

below:

SINR =
c Pt

dα

c Pt

dα
IR

+ PI + PN

≥ βSINR(vb),

where PI indicates the cumulated interference power from other concurrent transmissions,

PN is the thermal noise power and it can be ignored. Suppose PI is negligible comparing

with c Pt

dα
IR

, we have:

SINR ≈ c Pt

dα

c Pt

dα
IR

= (
dIR
d

)α ≥ βSINR(vb),

which means only nodes that are at least dIR = d · α
√

βSINR(vb) away from the receiver

are permitted to transmit concurrently. Note that the threshold βSINR(vb) is related to

the data rate vb. Generally, the transmission link with higher vb has a larger interference

range.

Once vb is determined, the transmission range dTX(vb) is also fixed2. Then, the

maximum interference range is

dIR max = dTX(vb) · α
√

βSINR(vb). (3.1)

2The transmission range dTX is related to the transmission power Pt and the receiver’s sensitivity

PRXthd. It can be calculated through PRXthd = c · Pt

dα

TX

, that is, dTX = α

√

c·Pt

PRXthd

.
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We divide dIR max into n segments, each of which has a length LIR = ddIR max

n
e, then

each interference range dIR can be mapped to a specific IR indicator j = d dIR
LIR

e.

It is noted that in certain real scenarios, the real interference range may be larger

than the calculated dIR, which is d · α
√

βSINR(vb), due to multiple nodes’ concurrent

transmissions (PI is not negligible). This problem can be partially mitigated since the

interference range information carried by j is generally larger than dIR. Moreover, the

problem can also be mitigated by using a higher βSINR(vb) when calculating dIR, which

makes the transmitter convey a larger interference range information in the CTS. The

value of βSINR(vb) that can maximize the performance should be determined by the real

network scenarios.

3.3.2 Signature Attachment

Fig. 3.2 shows that when a transmitter/receiver intends to transmit a control frame

RTS/CTS/ACK, it will generate specific signatures and put them in the corresponding

fields according to the format of these frames shown in Fig. 3.4.

When a transmitter intends to send a RTS frame for initiating a transmission, it

randomly selects a signature from the signature set SAddr as the TA(S), trying to make

the signature unique in the vicinity of the transmitter/reciever each time.

Upon receiving a RTS frame, a node first checks if it is the designated receiver. If the

node is the designated receiver, it will generate a CTS frame with required signatures. It

fills the RA(S) field of the CTS frame with the TA(S) that is directly obtained from the

received RTS frame.

For the EXT(S) field of the CTS frame, the node first calculates its NAV time tNAV
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according to the NAV time set in the RTS frame, by subtracting the SIFS and the

transmission time of the CTS frame. It then calculates LNAV to be d tmax

m
e. The resultant

time duration is mapped to a NAV indicator i = d tNAV

LNAV
e. The node also calculates the

interference range dIR through the receiving power of the RTS frame and vb, then maps

dIR to an IR indicator j = d dIR
LIR

e. The signature sij of Sm×n is put in the EXT(S) field.

The node finally replies this CTS frame to the transmitter.

Similarly, when the node intends to reply an ACK frame after a successful data

reception, besides the RA(S) field, it puts the sACK signature in the EXT(S) field and

then broadcasts it.

3.3.3 Signature Detection Method

Since signatures that carry useful information are attached in control frames when they

are transmitted, nodes can use the SDM to discern these signatures from incoming control

frame’s samples and recover the original information.

Note that the process of discerning signatures is based on the cross correlation tech-

nology, which has already been described as a preliminary of this thesis in Section 2.6.

When conducting cross correlation between the incoming signal and a known signature,

one node can determine the presence or absence of this signature in the received signal

according to whether the correlation result is above or below a threshold βCorr.

We construct two signature sets SAddr and SEXT , containing p andm×n+1 signatures,

respectively. To illustrate the SDM in general, we assume the number of signatures in a

signature set is l. The SDM first discerns which signature can be found in the incoming

samples. As shown in Fig. 3.5, the cross correlation is conducted between the incoming
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Figure 3.5: The signature detection method that discerns a known signature si from
the incoming samples and recovers the original information. The signature set here is
{s1 . . . sl}.

samples and each of the l known signatures, the outputs of l correlation values Rs1 , . . . , Rsl

are compared with the threshold βCorr. We select the si which has the maximum value

Rsi among those ones that exceed βCorr. Fig. 3.6 demonstrates an example of SDM in

which l equals to 16. Although both Rs5 and Rs8 are over the threshold βCorr, we decide

s5, whose correlation result is maximum, is in the received signal. This method can

largely mitigate the false positive error rate in the detection process.

As all the signatures have their fixed positions after the preamble field in the control

frames, as shown in Fig. 3.4, nodes can easily obtain the positions of signatures by

offsetting the fixed number of samples after the position of the preamble is determined.

Thus, the SDM only needs to cross-correlate the “cut samples” (i.e., the fixed-length

samples at certain positions) of the incoming signal with the known signatures. This

mechanism makes the computational complexity of the SDM in the order of the size of

the signature set.

For the TA(S), since IRMA does not permit the RTS frame to be collided at the

receiver, TA(S) can be easily decoded by the receiver.

For the detection of the RA(S), the correlation process should just be performed one
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Figure 3.6: An example of the signature detection method.

time between the incoming cut samples at the RA(S) field and its own signature. The

node simply determines itself to be the designated receiver of the frame if the correlation

value exceeds βCorr.

For the detection of the EXT(S), the node should perform the correlation process

m×n+1 times between the incoming cut samples at the EXT(S) field and each signature

in SEXT . If the discerned signature is sACK , the node determines the received frame to

be an ACK. If the signature is a signature sij of Sm×n, the node determines the received

frame to be a CTS, then calculates LNAV to be d tmax

m
e and converts the NAV time to be

i ·LNAV , finally calculates the LIR to be ddIR max

n
e and converts the interference range to

be j · LIR.

3.3.4 Channel Access Scheme

IRMA disables the physical carrier sense and only relies on the NAV state, which is

set by the virtual carrier sense, to avoid the interference caused by data transmissions.

When a node intends to send a data frame, it just checks the NAV state, and initiates a
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RTS transmission after the NAV state becomes zero. It will not check if the channel is

confirmed idle or not any more. Meanwhile, when a node receives a RTS and detects the

frame correctly, it should also check the NAV state, and respond a CTS after SIFS if the

NAV state is zero.

The NAV state in IRMA is merely updated by the NAV or EXT(S) field in the CTS

frame, which is different from the mechanism used in the 802.11 standard, where the

NAV state is updated by the NAV field in either the RTS or CTS frame. Since IRMA

permits concurrent transmissions at the transmitter side, the NAV field in the RTS frame

is not used to update the NAV state. It is also conditional in IRMA to use the detected

NAV or EXT(S) value in the CTS frame to update the NAV state, as it may make nodes

miss transmission opportunities. As shown in Fig. 3.3, when R1 replies a CTS to S1, S2

also detects the EXT(S) correctly. As S2 does not interfere with R1’s data reception, it

will miss a transmission opportunity if its NAV state is updated by the EXT(S) field of

the received CTS. To make a proper channel access decision, we propose the following

differentiated NAV state update scheme to solve this problem.

3.3.5 Differentiated NAV State Update

In this scheme, upon receiving a CTS frame, nodes that are in the interference range of

the ongoing transmission link should update their NAV states, while other nodes do not

update the NAV states so that they do not waste transmission opportunities.

When the EXT(S) field in the CTS frame is detected to be sij, the interference range

is determined to be j · LIR. We use a threshold βrCTS to represent the signal strength

at a position which is dIR away from the CTS transmitter, that is, βrCTS = c Pt

dα
IR

. By
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comparing the signal strength of the received CTS frame with βrCTS, a node can decide

whether its concurrent transmission would interfere with the ongoing transmission link

or not. The signal strength of the CTS frame in the presence of an interference can be

obtained through an easy way: As a sharp change appears in the amplitude variation

of the received signal when a new frame arrives [20], together with the signal strength

before and after the sharp change, we can determine what the frame’s power level is.

For the scenario shown in Fig. 3.3, both S1 and S3 can receive the CTS from R2, but

the signal strength of this frame is above βrCTS at S3, and below βrCTS at S1. Thus, S3

concludes that it should update its NAV state, while S1 would not yet.

The NAV state of each node can be updated by the control information carried in a

CTS frame in two different ways: It can be updated by the NAV field of the frame at

the MAC layer; it can also be updated by the EXT(S) field of the frame at the physical

layer. As the NAV field carries more precise NAV time information than the EXT(S)

field, the former has a higher priority in the NAV state update process. If the frame can

be correctly decoded at the MAC layer, the node’s NAV state will be updated by the

decoded NAV value; otherwise, it will be updated by the NAV time determined by the

EXT(S) field, that is, i · LNAV , where sij is the discerned signature in the EXT(S) field,

and LNAV = d tmax

m
e.

3.3.6 Signature Detection Range Analysis

IRMA prohibits nodes that are within the interference range but outside the transmission

range of the ongoing link from transmitting data, so as to avoid collisions, as shown in

Fig. 3.1(c). Thus, nodes within the interference range dIR should have the ability to
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detect the CTS frame correctly to keep silent. In this part, I will give the theoretical

analysis about it.

To simplify the analysis, we define the signature detection range dS as the maximum

range within which signatures can be detected correctly. Here I first formulate dS, then

compare it with the maximum interference range dIR max, which has been discussed in

Section 3.3.1.2.

According to the physical interference model, a data frame can be detected correctly

if the SINR of the received signal power is above a threshold βSINR, that is:

SINR =
Pr(data)

P 1
I + PN

=
c Pt

dα

P 1
I + PN

≥ βSINR,

where P 1
I indicates the cumulated interference power at the data frame’s receiver side.

When d = dTX , we set SINR = βSINR, then we have:

dTX = α

√

c · Pt

(P 1
I + PN) · βSINR

. (3.2)

We define the signature detection threshold βSINR S as the threshold that, a signature

can be detected correctly through SDM if its SINR is above βSINR S, that is:

SINR =
Pr(signature)

P 2
I + PN

=
c Pt

dα

P 2
I + PN

≥ βSINR S,

where P 2
I indicates the cumulated interference power at the signature’s receiver side.

When d = dS, we set SINR = βSINR S, then we have:

dS = α

√

c · Pt

(P 2
I + PN) · βSINR S

. (3.3)

Suppose P 1
I = P 2

I . Combining Ineq. (3.2) and Ineq. (3.3), we get:

dS = α

√

βSINR

βSINR S

· P
1
I

P 2
I

· dTX = α

√

βSINR

βSINR S

· dTX . (3.4)
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According to the experiment results in Section 3.4, the signatures can be detected

correctly with the probability of about 100% when the signature length is 160bits and

the SINR is above -10dB, thus we set βSINR S = −10dB = 0.1. Through Ineq. (3.1) and

Ineq. (3.4), we get:

dS =
α

√

βSINR

0.1
· dTX > α

√

βSINR · dTX = dIR max.

Therefore, we can conclude that the signature detection range is always larger than

the interference range, and the nodes within the interference range can detect the CTS

frame correctly to keep silent. Note that P 1
I may not equal to P 2

I because of the different

environments at the data frame’s receiver side and the signature’s receiver side in the

real network, if P 1
I � P 2

I (e.g. , P 1
I > 10 · P 2

I ), the signature detection range may be

smaller than the interference range, leading to a collision to the ongoing link. However,

we consider this case is rare since it does not appear in the simulations.

3.3.7 Address Conflict Analysis

Though each transmitter independently chooses its signature TA(S) from SAddr each

time when it transmits a RTS frame, it still has a small probability to pick up the same

signature used by other nearby nodes, leading to a potential address conflict problem.

Fortunately, this address conflict can be naturally resolved in our protocol due to the

CTS timeout mechanism that has already been specified in 802.11 standard [24].

I illustrate this mechanism through a scenario shown in Fig. 3.7. Suppose S2 sends a

RTS frame to R2 using a signature si in the TA(S) field, this RTS is collided at R2 with

a data frame sent from S3, leading to no CTS feedback from R2 to S2. S2 will wait for

the CTS feedback only for a CTS timeout interval, then it can initiate a retry if it fails to
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Figure 3.7: A potential address conflict scenario. The two circles indicate the transmission
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receive the CTS. The CTS timeout interval is always set to be SIFS plus the transmission

time of CTS [24]. Suppose S1 intends to send a data frame to R1, and it also selects the

same signature si in the TA(S) field of the corresponding RTS frame. However, S2 will

not misinterpret R1’s CTS as its own feedback although this CTS’s RA(S) field has the

same value si as the one used in S2’s RTS. We consider there are two possible situations

in this scenario. The first one is that both RTS frames are collided. As shown in Fig. 3.7,

when S2 sends a RTS at t1, and S1 sends a RTS at t2, there is no CTS feedback as the

two RTS frames are both collided. The second situation is that S2 experiences a CTS

timeout before receiving a CTS frame. As shown in Fig. 3.7, when S2 initiates a retry

and sends a RTS at t3, and S1 sends a RTS at t4, S2 will not misinterpret R1’s CTS as

its own feedback as this CTS is not within its CTS timeout interval. S1 then transmits

its data frame after receiving the CTS, without any collision at R1.

Meanwhile, since the medium has been reserved by the RTS/CTS handshake before
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an actual data transmission, no conflict will appear in the ACK frame transmission.

3.4 Experiment Evaluation

In this section, I evaluate the feasibility of using the SDM to detect control frames’

signatures in the presence of interference through hardware experiments.

3.4.1 Experiment Setup

The experiments are conducted with Universal Software Radio Peripheral 2 (USRP2)

platform [11] and use the GNURadio [16] for the signal processing blocks. USRP2 is

a RF front-end that converts the baseband digital samples into analog waves centered

at a specific carrier frequency according to the configured RF daughter-board. It can

also down-convert the RF signal into digital samples in the receiving process. In the

experiments we use the RXF2400 daughter-board, which makes each USRP2 operate at

about 2.4GHz. GNURadio is an open-source software development toolkit that provides

signal processing blocks to implement software radios. The physical layer modulation and

demodulation processes are divided into modules and implemented by GNURadio blocks,

which are connected using Python files to complete the signal process. We implement

IRMA on an 8-node USRP2 testbed and the topology is randomly set up in our labs.

Each node is a USRP2 connected to a commodity PC that configured GNU Radio, and

each USRP2 operates at 2.4GHz with a sample rate of 2M samples/sec. We choose

DBPSK as the modulation method in the experiment.

A real time performance evaluation based on USRPs is difficult because of the hard-

ware delays in obtaining samples from the RF front-end to the connected PC, and also
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the artificial software delays induced by GNU Radio. Therefore, we also resort to trace-

based evaluation that is used in [17,49,63,88]. Each node saves all the incoming samples

for off-line processing.

For each experiment, we pick up four nodes to form two links, each of which has

a sender and a receiver. The two selected senders should be exposed terminals and

IRMA permits their concurrent transmissions, so as to generate control frame collisions

at the sender side. Different SINR environments are tested for SDM by adjusting the

transmission power of one sender and fixing that of the other.

Similar to CSMA/CN [63], we also use two metrics, the false negative error rate and

false positive error rate, to measure the performance of SDM in this part. The difference

from CSMA/CN is that, we focus on designing the signature set that will be used in this

protocol. Thus, we need to strike a balance among the ability of combating interferences,

the signature length and the size of signature set through this experiment.

3.4.2 Threshold βCorr

The SDM determines if a known signature is found in the incoming samples by performing

the cross correlation between the two signals. In the correlation process, the normalized

correlation peak is always detected by comparing the peak value with a threshold βCorr, as

described in Section 2.6. A higher threshold βCorr(high) can lead to more false negative

errors, and a lower threshold βCorr(low) can lead to more false positive errors. Both

errors will make the CTS or ACK receivers get wrong information, leading to either

collisions in data packet transmissions or failure to exploit concurrent transmissions, thus

degrading the network throughput. To make a tradeoff between the two errors, we adjust
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Figure 3.8: Normalized correlation value vs. SINR.

the threshold βCorr of the normalized correlation process to be ψ, where ψ is set to be

0.55 in the experiment.

Empirically, the false negative error rate is closely related to L and SINR, as a shorter

L or lower SINR would lead to a lower correlation peak. The false positive error rate

is more affected by the Hamming distance between the signature and the correlated

incoming samples, as a shorter distance would lead to a higher false correlation peak. In

the experiment, we try to mitigate both error rates from the two aspects.

3.4.3 Signature Detection Evaluation

In this part, I quantify SDM’s ability to detect signatures at the presence of strong

interferences. I also demonstrate that the size of the signature set is large enough to

meet the protocol’s requirements. The experiment starts from mitigating the two errors

in the correlation process.
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Figure 3.9: False negative error rate.

3.4.3.1 False Negative Error

In order to quantify how the false negative error can be affected by the signature length L

and SINR, we test three sets of data with three signature lengths L under different SINR

environments and channel conditions. For each L, we conduct the experiment for ten

times in two places, and each time we select four different nodes from the testbed to form

the two links. As shown in Fig. 3.8, the results clearly show that the correlation spike

appears even under strong interferences where SINR is −20dB. The longer the signature

is, the easier the signature is to be detected. Moreover, when both the SINR value and

L are fixed, the correlation value has a variance in a certain range, which is induced by

various channel environments. In the following parts, we will use the average correlation

results to calculate the false negative and false positive error rates.

Fig. 3.9 demonstrates the false negative error of the three sets of data. The result

shows that a longer signature (such as 200 bits) can have a lower false negative error

under the same SINR, and the error decreases significantly when the SINR increases.

We use the SDM to detect signatures in the presence of interferences. The lower SINR

the SDM can support, the more transmission opportunities the nodes can explore. Here

we make a tradeoff between the SDM’s detection ability and the signature length L. We

58



Chapter 3: Exploit Transmission Opportunities Using Signature Detection

−14−12−10−8−6−4−20
0

0.1

0.2

0.3

0.4

SINR=Pr(Signature)−Pr(Interference) (dB)

F
a

ls
e

 +
/−

 
E

rr
o

r 
R

a
te

 

 

False Negative Error

False Positive Error

Figure 3.10: False positive/negative error rates for signatures with 160 bits.

set the minimum SINR that the SDM can support to be −10dB. To minimize the false

positive error, we select the L to be 160 bits, then the error rate is below 0.3% when the

SINR is above −10dB.

Note that when L is 160 bits and SINR is below −10dB, the false negative error rate is

a little more than that was tested by CSMA/CN, that’s because the correlation result has

a wider fluctuation range when SINR is lower (as shown in Fig. 3.8), thus the calculated

positive/negative error rates will be more affected by the channel characteristics in the

experiment.

3.4.3.2 False Positive Error

Here we explore how to mitigate the false positive error in the correlation process.

Fig. 3.10 shows both false positive error rate and false negative error rate when L is

160 bits. The result indicates that the SINR has almost no effect on the false positive

error when the SINR is above −14dB, as there is enough Hamming distance between the

signature and the correlated samples. As shown in Fig. 3.10, when the Hamming distance

is 52, the false positive error rate is below 0.5% when the SINR is −14dB.

Table 3.1 shows the false positive error rates under various Hamming distances when

the SINR is −10dB, which indicates that the false positive error rate decreases when the
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Hamming distance increases.

Table 3.1: False positive error rates when SINR=−10dB.
Hamming distance 34 40 46 52
False positive error rate 0.170 0.047 0.008 0.002

When we set the signature length to be 160 bits and the minimum Hamming distance

between any two signatures to be 52, the SDM can achieve a very low signature detection

error rate (less than 1%) even when the SINR is −10dB. I use the pseudo-noise code in

this thesis to accomplish the signature design. I have more than 200 signatures with 160

bits and the Hamming distance between any pairs of them is above 52.

3.5 Performance Evaluation

In this section I evaluate IRMA’s throughput improvement in wireless networks compared

with 802.11 standard and three recent protocols under two topology scenarios, a linear

topology and a random topology. The two mechanisms of CSMA in the 802.11 standard

that we choose to compare are (1) PCS, which uses the standard’s physical carrier sense

mechanism to access a wireless channel, (2) PCS+VCS, which uses both the physical and

virtual carrier sense mechanisms to access a wireless channel. The three protocols we

choose to compare are CMAP [78], SDN [32] and 802.11ec [49]. CMAP and SDN are two

typical recent protocols that solve the exposed terminal problem, as described in Section

1, and 802.11ec is a recent protocol that exploits cross correlation to avoid collisions and

improve the network throughput. I implement all the protocols in ns-2.

Table 5.1 lists the basic configuring parameters used in our simulation.

For IRMA, I do not implement the signature detection process in ns-2, but utilize the
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Table 3.2: Simulation parameters.
Parameter Value Parameter Value

Preamble 20µs SIFS 16µs
Time slot 9µs DIFS 34µs
Signature 13.3µs CWmax 1023µs
p 20 CWmin 15µs
m 20 n 8

experiment results and the SINR of the received signal to determine whether the control

frames can be detected or not. I implement it as follows: If SINR > −5dB, the signatures

can be obtained correctly with the probability of 100%; if −10dB < SINR ≤ −5dB,

the probability is 99%; otherwise, if SINR ≤ −10dB, the signatures will be ignored.

Note that the strength of interference used to calculate the SINR is measured as the

accumulated signal strengths from all other transmitting nodes, which has already been

implemented by ns-2.

The aim of the simulations is to discover how each protocol can exploit concurrency

and avoid collisions to improve the network performance in different transmission rates.

Hence, I select three values of vb defined in the 802.11a standard to evaluate the perfor-

mance of each protocol in the two simulation scenarios, the corresponding transmission

ranges dTX(vb), carrier sense ranges dCS(vb) and the SINR thresholds βSINR(vb) are all

listed in Table 3.3. I let the preamble in the physical layer be transmitted using ba-

sic modulation (BPSK), that means, the transmission rate for these fields are fixed to

6Mbits/s, all the transmission rate of control frames and the data frames in the MAC

layer will be changed to the configured rate.
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Table 3.3: Three transmission rates selected in the simulation.
vb dTX(vb) dCS(vb) βSINR(vb)
6Mbits/s 500m 600m 5.0dB
24Mbits/s 150m 600m 15.0dB
48Mbits/s 50m 600m 25.0dB

3.5.1 Linear Topology

I first conduct the simulation under a four-node linear topology to evaluate the effec-

tiveness of IRMA compared with the other five protocols and also their constraints.

As shown in Fig. 3.11, the network contains two link pairs S1→R1 and S2→R2. The

sender-receiver distances of both links dlink(vb) are fixed to 250m, 80m and 30m when the

transmission rate vb is set to be 6Mbits/s, 24Mbits/s and 48Mbits/s, respectively. The

distance between S1 and S2 is denoted by d, which will be varied from 50m to 700m.

Each link pair has a CBR (Constant Bit Rate) flow set up at the sender to be transmitted

to the receiver. We evaluate the network throughput by adjusting the distance d. The

packet delivery rate (flow rate) and packet length will also be changed in the simulation

to get more detailed evaluation. Note that the packet length here means the length in the

upper layer; obviously, the frame length should be a little longer as additional headers

will be attached in the MAC layer and physical layer.

3.5.1.1 The impact of distance d

The IRMA protocol can exploit concurrent transmissions when there is no mutual inter-

ference in their data frame receptions, and can avoid collisions when mutual interferences

exist. Therefore, we first evaluate the impact of the distance d in the following simula-

tion. The simulation is conducted for three times, each with a different transmission rate
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Figure 3.11: A linear topology, where four nodes R1, S1, S2 and R2 form a line. The
distance between S1 and R1 as well as that between S2 and R2 are both set to dlink(vb).
The distance between S1 and S2, denoted by d, is varied from 50m to 700m.

listed in Table 3.3, according to which the sender-receiver distance dlink(vb) should also

be adjusted. The packet length is fixed to 1500 bytes.

Fig. 3.12 shows the aggregate throughput of the network with three transmission

rates. The simulation results can be summarized into six cases:

Case 1: Only one transmission is permitted by all protocols when the following con-

ditions hold:

d < dlink(vb) · ( k
√

βSINR(vb)− 1),

d ≤ dTX(vb).

In this case, each sender is in the interference range of the other transmission link,

and it is in the transmission range of the other sender, concurrent transmissions can

be prohibited successfully by all protocols to avoid the interferences to the reception of

the data frame, such as the scenario when d ≤ 250m in Fig. 3.12(a), the scenario when

d ≤ 150m in Fig. 3.12(b) and the scenario when d ≤ 50m in Fig. 3.12(c).

Case 2: Only one transmission should be permitted but CMAP and SDN induce

collisions when the following conditions hold:

d < dlink(vb) · ( k
√

βSINR(vb)− 1),

d > dTX(vb).
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(c) vb = 48Mbits/s

Figure 3.12: Average throughput in terms of d under three transmission rates in the
linear topology.

In this case, each sender is in the interference range of the other transmission link

and concurrency should be prohibited. As each sender is out of the transmission range of

the other sender, it cannot decode the packets from the other link correctly. IRMA and

802.11ec can avoid collisions successfully as the CTS information , which is carried by

signatures in IRMA and by primitives in 802.1ec, can be obtained correctly in very low

SINR environment. PCS and PCS+VCS can also avoid collisions through physical carrier

sense. However, as both CMAP and SDN disable physical carrier sense, when a sender
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cannot detect the packets from the other transmission link correctly, it will decide there is

no conflict and initiate transmissions, leading to mutual interferences. The corresponding

scenarios are 200 ≤ d ≤ 350m in Fig. 3.12(b) and 100 ≤ d ≤ 500m in Fig. 3.12(c).

Case 3: Concurrent transmissions are permitted by IRMA and CMAP but prohibited

by other protocols when both the following conditions hold:

dlink(vb) · ( k
√

βSINR(vb)− 1) < d < dlink(vb) · ( k
√

βSINR(vb)),

d < dTX(vb).

As the two transmission links have no mutual interferences to their data frame re-

ceptions, both IRMA and CMAP can exploit concurrent transmissions under this case,

such as the scenarios when 250 ≤ d ≤ 400m in Fig. 3.12(a). However, the performance of

CMAP in this scenario is even lower than that in Case 1, because of spurious retransmis-

sions due to ACK collisions. Although CMAP design a windowed-ACK mechanism to

reduce the ACK collisions, and this mechanism really can increase the throughput from

about 1.6Mbits/s to about 2.4Mbits/s, it cannot reach the approximately 2× perfor-

mance improvement as IRMA. For the other protocols, PCS, PCS+VCS and 802.11ec

can only permit one link’s transmission as the sender will determine the channel to be

busy after physical carrier sense; SDN also only permit one link’s transmission to avoid

control frame collisions at the transmitter side.

Case 4: Concurrent transmissions are permitted by IRMA, CMAP and SDN but

prohibited by other protocols when both the following conditions hold:

dlink(vb) · ( k
√

βSINR(vb)− 1) < d < dlink(vb) · ( k
√

βSINR(vb)),

dTX(vb) < d < dCS(vb).
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In this case, IRMA can exploit concurrency as each sender is out of the interference

range of the other link. However, CMAP and SDN permit concurrency just because one

node cannot correctly decode the packets from the other link and determine there is no

conflict, such as the scenario of 400m ≤ d ≤ 500m in Fig. 3.12(b) and d = 550m in

Fig. 3.12(c). The performance of these two protocols in this case is lower than that of

IRMA as both protocols face control frame collisions. PCS, PCS+VCS and 802.11ec also

can only permit one link’s transmission due to physical carrier sense.

Case 5: Concurrent transmissions are exploited by IRMA, CMAP and SDN success-

fully but prohibited by other protocols when both the following conditions hold:

d > dlink(vb) · ( k
√

βSINR(vb)),

d < dCS(vb).

In this case, IRMA, CMAP and SDN can exploit concurrency as there is no mutual

interferences for both data frame and control frame receptions, such as the scenario of

500 ≤ d < 600m in Fig. 3.12(a) and Fig. 3.12(b). The performance of CMAP is a

little higher than IRMA and SDN because of no overhead in transmitting RTS and CTS

frames. PCS, PCS+VCS and 802.11ec can only permit one link’s transmission due to

physical carrier sense.

Case 6: Two links can transmit independently when the following condition holds:

d > dCS(vb).

In this case, the two transmission links are independent from each other. They can

transmit simultaneously without any interferences.
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We should note that Fig. 3.12 just shows the throughput of this scenario when the

sender-receiver distance dlink is about one-half of the transmission range dTX(vb) in each

transmission rate. Obviously, if dlink is set to be a smaller value, concurrent transmissions

can be exploited in a larger area because of the shorter interference range.

3.5.1.2 The impact of transmission rates

As the interference range of a transmission link with distance dlink(vb) can be calculated as

d > dlink(vb)·( k
√

βSINR(vb)), a higher transmission rate that corresponds to a higher βSINR

value may lead to a larger interference range. Thus, the situation of the interference range

larger than the transmission range (as described in Fig. 3.1(c)) will more easily occur at

a higher transmission rate. For example, it will happen even when dlink(vb) = 3m and

vb = 48Mbits/s. CMAP and SDN are more vulnerable to this situation, leading to a

performance degradation due to collisions. On the contrary, IRMA and 802.11ec can

combat this problem successfully as their CTS and ACK information can be detected in

very low SINR environments. PCS and VCS+PCS can also partially handle this problem

as the carrier sense range is always much larger than the transmission range, collisions

may be avoided due to the physical carrier sense mechanism.

Meanwhile, I should admit that the throughput improvement of IRMA decreases along

with the increases of the transmission rate. As shown in Fig. 3.12(c), when the rate is

48Mbits/s, the performance improvement of IRMA is significantly lower than twice over

PCS or PCS+VCS due to the reason that the overhead induced by signatures is much

larger in a higher transmission rate.
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3.5.1.3 The Impact of Signatures

IRMA adds signatures in the control frames to convey the information that can be de-

tected when a collision occurs, as shown in Fig. 3.4. Introducing the signatures into

control frames will cause throughput degradation. To evaluate the overhead induced

by signatures, we conduct three simulations with three transmission rates shown in Ta-

ble 3.3, and the packet lengths are 500, 1000, 1500 and 2000bytes, respectively. We set

the distance d to a specific value so that the conditions of Case 2 or Case 3 can hold.

Under these conditions, the throughput gain of IRMA can theoretically be up to twice

over PCS+VCS as concurrent transmissions of two links are exploited. However, IRMA’s

throughput cannot reach the expected value due to the overhead induced by transmitting

signatures. The simulation results are shown in Fig. 3.13.

Fig. 3.13 indicates that the throughput gain of IRMA over 802.11 standard decreases

while the transmission rate increases. For example, when the packet length is 2000bytes,

the throughput gain is about twice when the data rate is 6Mbits/s, but this value de-

creases to 74% when the data rate is 24Mbits/s, and decreases to 47% when the data

rate is 48Mbits/s. Fig. 3.13 also indicates that the throughput gain increases along with

increases of the packet length. For example, when the transmission rate is 6Mbits/s,

the throughput gain is about 51% when the packet length is 500bytes, much lower than

that of 100% when the packet length is 2000bytes. That is because the time proportion

in transmitting the control frames increases with the data rate, and decreases with the

packet length.
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(b) vb = 24Mbits/s
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(c) vb = 48Mbits/s

Figure 3.13: Average throughput in terms of packet length under three transmission rates
in the linear topology. Concurrent transmissions are exploited in this scenario.

3.5.1.4 Constrains of protocols

IRMA, SDN and CMAP will have no throughput improvement in a sparse network where

there is no exposed terminal problem and no additional concurrent transmission can be

exploited. In Fig. 3.11, when the distance d is larger (such as 700m) and the two links

have no mutual interference, PCS can have the best performance among all protocols due

to the overhead induced by transmitting control frames in other protocols. We should
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admit that IRMA has the lowest performance in this scenario because of the overhead

induce by signatures. The simulation results indicate that IRMA, SDN and CMAP are

not suitable for sparse networks, where they will even reduce the network throughput.

802.11ec can tolerate control frame collisions and reduce the duration of the control

frame transmissions, but it cannot exploit concurrent transmissions. Furthermore, com-

paring with PCS and PCS+VCS, more concurrent transmissions will be prohibited by

this protocol due to the high detection ability of the CTS primitive. Thus, 802.11ec is

not suitable for intensive networks.

3.5.2 Random Topology

In this experiment I evaluate the performance of IRMA compared with other protocols

in a general scenario where the network topology is randomly generated. I set up 10

transmitter-receiver link pairs in a 1000m × 1000m area for three times to derive three

configurations. For each configuration, nodes will use one transmission rate vb listed in

Table 3.3 to transmit packets. To set up the 10 link pairs, I first randomly generate one

link (two nodes) in the area, calculate their distance and compare with the transmission

range dTX(vb), the link will be reserved if the distance is shorter than dTX(vb); otherwise,

it will be dropped. This process will be repeated for 10 times to generate 10 links in the

network.

Fig. 3.14 shows the average throughput of IRMA comparing with the other five proto-

cols for different packet delivery rates when the packet length is 500bytes and 2000bytes,

respectively. The figure indicates that the average throughput of all protocols increases

along with the increases of the packet delivery rate and packet length, and the throughput
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(a) l = 500bytes, vb = 6Mbits/s
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(b) l = 2000bytes, vb = 6Mbits/s
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(c) l = 500bytes, vb = 24Mbits/s
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(d) l = 2000bytes, vb = 24Mbits/s
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(e) l = 500bytes, vb = 48Mbits/s
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(f) l = 2000bytes, vb = 48Mbits/s

Figure 3.14: Average throughput in terms of packet delivery rate in the random topology,
under three transmission rates and two packet lengths.
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is always up-bounded when the packet delivery rate reaches a specific value.

Fig. 3.14 also shows that PCS+VCS has the lowest performance in all the configu-

rations, even comparing with the PCS protocol. The reason is that the hidden terminal

problem is not so serious in dense networks, where PCS can avoid collisions in most cases

through the physical carrier sense. 802.11ec also has low performance especially at a lower

transmission rate, because, although it can tolerate control frame collisions and reduce

transmission durations of control frames, it may prohibit more concurrent transmissions

even comparing with PCS and PCS+VCS due to the high detection ability of the CTS

primitive.

We can see that IRMA, CMAP and SDN can improve the network performance

through exploiting concurrent transmissions comparing with both PCS and PCS+VCS,

and IRMA can outperform other protocols in most cases, but the throughput gain de-

creases along with the increase of transmission rate and increases along with the increase

of packet length. As shown in Figs. 3.14(a) and 3.14(d), when the transmission rate is

6Mbits/s, IRMA’s throughput gain is about 83% over PCS and 103% over PCS+VCS

when the packet length is 500bytes. These values increase to 98% and 112% respectively

when the packet length is 2000bytes. When the transmission rate increases to 24Mbits/s,

as shown in Figs. 3.14(b) and 3.14(e), the throughput gain decreases to about 17.9% over

PCS and 48.7% over PCS+VCS when the packet length is 500bytes, and about 31.5%

over PCS and 50.7% over PCS+VCS when the packet length is 2000bytes. We can also

see from Figs. 3.14(b) that CMAP can even outperform IRMA a little at this situation.

The reason is that the overhead induced by signatures in IRMA is much larger when

shorter packet lengths and higher transmission rates are configured.
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According to the analysis in Section 3.3.1.2, the interference range is more likely

larger than the transmission range at a higher transmission rate scenario because of the

higher SINR threshold, making CMAP and SDN face a high probability of collisions. In

this random topology scenario, when the transmission rate increases to 48Mbits/s, the

throughput gain of SDN really decreases, but that of CMAP surprisingly increases on

the contrary, as shown in Figs. 3.14(c) and 3.14(f). After analyzing the throughput of

each link, we find that CMAP faces a more serious unfairness issue in this scenario, even

comparing with PCS and PCS+VCS. Fig. 3.15 shows a snapshot of the throughput of ten

links for each protocol when the transmission rate is 48Mbits/s and the packet length is

2000bytes. We see that CMAP makes five links have very high throughputs and three

links have close-to-zero throughputs. This unfairness situation largely avoids collisions

in the network, and allows the network to achieve a higher average throughput. We also

see from Fig. 3.15 that IRMA, SDN and 802.11ec are relative fair among all the links.

Generally speaking, IRMA can outperform the other protocols in most cases, as con-

current transmissions exploited by this protocol lead to significant performance improve-

ment, despite the overhead induced by signatures and control frames. Meanwhile, IRMA

has a high fairness performance as it can avoid collisions successfully.

3.6 Summary

In this chapter, I observe that nodes in the 802.11 standard degrade the network per-

formance because of two problems. Based on analyzing the two problems, I identify

that nodes waste transmission opportunities in two scenarios and induce collisions in one

scenario, and then propose IRMA to exploit transmission concurrency and avoid inter-
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Figure 3.15: The throughput of each link when l = 2000bytes and vb = 48Mbits/s.

ferences in all the scenarios. IRMA employs new components to work collaboratively to

increase network’s transmission opportunities. I propose the signature detection method

in the physical layer to combat control frame’s collisions at the transmitter side. I propose

a channel access scheme to permit concurrent transmissions while avoid data reception

interferences. I show the feasibility of signature detection method via hardware experi-

ments. I also show the significant throughput improvement over the two 802.11 standard

and three recent protocols by ns-2.
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Chapter 4

Exploit Reception Opportunities

through Discernible Interference

Cancellation

Since IRMA is proposed to exploit transmission opportunities and improve the network

throughput from solving the varied-IR problem and the CA-CF problem, this chapter

proposes ICMR to further exploit reception opportunities also from solving the two prob-

lems, through discernible interference cancellation, a physical layer mechanism that can

successfully detect data frames when collided by control frames. I analyze the concurrent

transmission opportunities of one link from the transmitter’s transmission opportunities

and the receiver’s reception opportunities, then formulate the opportunities, and give

theoretical analysis to indicate that ICMR will have a higher opportunity gain over other

protocols. Hardware experiments based on USRP2 demonstrate the feasibility of the

discernible interference cancellation mechanism, and simulations based on ns-2 confirm

that ICMR outperforms the 802.11 standard and other protocols under different network

scenarios.

This chapter is organized as follows. Section 4.1 gives an introduction of ICMR. Sec-
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tion 4.2 shows an overview of ICMR. Section 4.3 describes the design of the discernible

interference cancellation mechanism in detail. Section 4.4 first formulates the concurrent

transmission opportunities, and then gives theoretical analysis to quantify the opportu-

nities. Section 4.5 demonstrates the feasibility of discernable interference cancellation

through hardware experiments. Section 4.6 evaluates the performance improvement of

ICMR through simulations. Section 4.7 summarizes this chapter.

4.1 Overview

Interference is a critical issue that will degrade the system performance in wireless

networks. The widely-deployed 802.11 standard uses the carrier sense multiple access

(CSMA) to avoid interferences. However, this mechanism is well known to have low per-

formance as it uses the situation at the transmitter side to decide whether there is an

interference at the receiver side, which induces a serious hidden terminal problem. To

combat this problem, the 802.11 standard proposes a virtual CSMA mechanism, which

uses the exchange of RTS and CTS control frames to coordinate between nodes. The

RTS and CTS frames contain a NAV field that represents the duration of data and

ACK transmissions, and all nodes that receive the RTS or CTS frames should keep si-

lence during the NAV time to avoid interference. This mechanism still has a low system

performance because of two problems, including the CA-CF problem and the varied-IR

problem. Chapter 3 gives the analysis of the two problems from the aspect of wasting

transmission opportunities. In this chapter, I will give more detailed analysis of them

from the aspect of wasting the reception opportunities.

The CA-CF problem occurs because of avoiding the CTS/ACK control frame induced
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collisions. It has two scenarios: (1) The collisions with the CTS/ACK frames should

be avoided at the transmitter side of the link, as the transmitter needs to detect the

CTS/ACK frames correctly to get the coordination information. The 802.11 standard

uses the physical carrier sense and the NAV field in the RTS frame to avoid the collision

at the transmitter side. As shown in Fig. 4.1(a), nodes in the grey area are prohibited

to transmit data packets or CTS/ACK control frames, so as to avoid collisions with the

CTS/ACK frames at node T . (2) The data frame being collided by control frames should

be avoided at the receiver side of the ongoing link. The 802.11 standard uses the NAV

field in the CTS frame to avoid the collision at the receiver side. As shown in Fig. 4.1(b),

nodes in the grey area are prohibited to initiate packet receptions, so as to avoid their

CTS/ACK transmissions to interfere with R’s data reception.

The varied-IR problem occurs due to fixing the varied interference range dIR to be the

transmission range dTX . It also has two scenarios: (1) It may cause excessive restriction of

effective transmissions when dIR < dTX (such as the transmission of T ′→R′ or T ′′→R′′ in

Fig. 4.2(a)). (2) It may bring false permissions of ineffective transmissions which lead to

collisions when dIR > dTX (such as the transmission of T ′→R′ or T ′′→R′′ in Fig. 4.2(b),

where the sign “×” indicates a false permission of a node’s data frame transmission or

reception).

IRMA combats the control frame collision at the transmitter side by using a signature

detection method, so as to exploit transmission opportunities through solving the CA-

CF problem in the scenario of Fig. 4.1(a). IRMA also exploits transmission opportunities

through solving the varied IR problem, by differentiating between the interfering and non-

interfering links, as only nodes that are in the interference range dIR will update the NAV
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Figure 4.2: Two scenarios of the varied-IR problem.

state to keep silence, while the other nodes should not update the NAV state so that they

can initiate data transmissions. Thus, IRMA can exploit the transmission opportunities

in the scenario of Fig. 4.2(a) and avoid collisions in the scenario of Fig. 4.2(b).

In this chapter, I propose Interference Cancellation Multiple Reception (ICMR), a

novel cross layer protocol, to further exploit the reception opportunities and improve the

network performance. ICMR permits the reception of a data frame be collided by control

frames, and detects the collided data frame through a discernible interference cancellation

mechanism in the physical layer. In this mechanism, nodes use signatures (certain known
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sequences) to convey the control information. When detecting a collided data frame,

nodes first estimate the arrival and positions of control frames in the received signal, then

discern signatures carried in the control frames, reconstruct the received control signal

through proper channel estimations, and finally detach the control signal to recover the

original data signal. According to the ICMR design, all the links which have no mutual

interference in their data frame receptions can be permitted to proceed concurrently. For

example, the node R′ in Fig. 4.1(b) may have the opportunity to initiate data receptions,

as long as the transmission of T ′→R′ will not interfere with R’s data reception.

I also analyze the concurrent transmission opportunities of a link from the transmit-

ter’s transmission opportunities and the receiver’s reception opportunities, then formulate

the opportunities that can be exploited in the 802.11-based wireless networks from solving

both the CA-CF problem and the varied-IR problem, and finally give theoretical analysis

to quantify how ICMR can exploit concurrent transmission opportunities comparing with

IRMA and the 802.11 standard.

This chapter makes the following key contributions:

• I design ICMR to exploit reception opportunities in wireless networks through per-

mitting the data frame being collided by control frames.

• I design a DIC mechanism in the physical layer to detect the data frame correctly

when it is collided by control frames.

• I analyze the concurrent transmission opportunities of a link from the transmitter’s

transmission opportunities and the receiver’s reception opportunities, then formu-

late the two kinds of opportunities from solving both the CA-CF problem and the
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varied-IR problem.

• I quantify the concurrent transmission opportunities which can be exploited theoret-

ically, the results indicate that ICMR can have a higher opportunity gain comparing

with IRMA and 802.11 standard.

• I verify the discernible interference cancellation mechanism through hardware ex-

periments. The results demonstrate the feasibility of this mechanism as the data

frame can be detected correctly with a high probability when collided by control

frames.

• I demonstrate ICMR’s significant throughput improvement through simulations.

The results show that ICMR can outperform IRMA and the 802.11 standard under

different network topologies.

4.2 Overview of ICMR

Based on the RTS/CTS mechanism in the 802.11 standard, IRMA disables the physical

carrier sense and lets one node only rely on its NAV state to decide whether it can

initiate a data transmission. This protocol can increase concurrency through exploiting

transmission opportunities from solving both the CA-CF problem and varied-IR problem.

In this chapter, I propose ICMR to further increase concurrency through exploiting

the reception opportunities in wireless networks. ICMR enhances IRMA, which also

adopts RTS/CTS/DATA/ACK handshake mechanism to determine data transmissions

and receptions. It can exploit reception opportunities from solving the CA-CF problem as

the collided control frames can be detected correctly using the same signature detection
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Figure 4.3: The time sequence diagram of nodes in a sample scenario of ICMR.

method as that in IRMA, and the collided data frames can be detected correctly using a

DIC mechanism. Based on DIC, concurrent transmissions in the scenario of Fig. 4.1(b)

can be exploited successfully. Here I just give an overview of ICMR, and remain the

details of DIC in Section 4.3.

To explain how ICMR is designed to exploit reception opportunities, I illustrate this

protocol in a simple scenario with the time sequence diagram of each node, as shown

in Fig. 4.3. There are two links T→R and T ′→R′ in the network. The transmitters T

and T ′ are out of the interference range of the other link, while the receivers R and R′

are in the interference range of the other link. ICMR permits the two links’ concurrent

transmissions. Comparing with the 802.11 and IRMA protocols, the process of ICMR is

illustrated as follows:

• If T intends to transmit data to R, the transmission can be permitted by the channel

access scheme as its NAV state is zero. T then sends a RTS frame after a backoff

time to initiate the transmission, and begins to transmit data frame after receiving

the CTS feedback successfully. R′ will update its NAV state based on the received

CTS as it is in the interference range dIR of R, while T ′ will not update its NAV
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state as it is outside dIR of R. These operations are the same as those in IRMA.

• During the data transmission from T to R, T ′ has the transmission opportunity

as its NAV state is zero, it can send a RTS frame after a backoff time to initiate

the transmission. After receiving the RTS frame, R′ can decide that its data frame

reception will not be interfered by the other link’s data frame transmission as it can

detect the RTS frame correctly. It has the reception opportunity and will respond

a CTS frame to initiate the data reception. Note that the CTS feedback from R′

will interfere with R’s data reception, this interfered data frame can be detected

correctly by using DIC.

• After finishing the reception of the data frame, R will reply an ACK to T to complete

the transmission. The ACK frame will also interfere with R′’s data reception. The

interfered data frame can also be detected using DIC. Therefore, the two concurrent

transmissions can be completed successfully.

Note that ICMR has the same channel access scheme and NAV state update mecha-

nism as those in IRMA. Only nodes that are outside the interference range of the ongoing

link will update the NAV states, and one node can transmit a data frame only when its

NAV state is zero. Thus, nodes adopt ICMR or IRMA have the same transmission oppor-

tunities. Meanwhile, nodes in ICMR have different reception opportunities from IRMA.

Based on ICMR, one node can respond a CTS feedback when it receives a RTS frame

correctly, no matter its NAV state is zero or not, the data frame interfered by control

frames will be detected correctly by DIC.
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Figure 4.4: The format of new CTS/ACK frames.

4.2.1 Control Frame Design

I make some changes to the IRMA control frames to complete the ICMR control frame

design. The RTS frame of this protocol has the same format as that of IRMA (shown in

Fig. 3.4(a)), while the CTS/ACK frame only remains the fields in the physical layer.

Based on the idea of DIC, when receiving a collided signal containing the CTS/ACK

control signal and data signal, one node should first detect the control signal so as to

detach them and recover the original data signal. As the fields in the MAC layer cannot

be detected correctly under interferences, we remove all the fields in the MAC layer in

the new ICMR CTS/ACK frame design.

As shown in Fig. 4.4, the new CTS/ACK control frame has three fields, including the

preamble, RA(S) and EXT(S), which are the same as those in the physical layer of the

IRMA CTS/ACK control frame (shown in Fig. 3.4(b)), and the detailed signature design

for both RA(S) and EXT(S) fields are the same as that in the IRMA protocol.

4.3 Discernible Interference Cancellation Design

ICMR uses the Discernible Interference Cancellation (DIC) mechanism to detect data

frames when they are interfered by CTS or ACK control frames. In this section, I first

introduce the process of DIC as an overview, then give the detailed process of data signal

recovery, including the preamble synchronization, signature discernment, control signal

reconstruction and detachment, and a refined control channel estimation mechanism.
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Figure 4.5: The process of DIC.

4.3.1 Overview of DIC

Before describing the process of DIC, I first formulate the signal at the transmitter and

receiver sides.

A wireless signal is typically described as a stream of complex samples, and a received

signal may differ from the transmitted one in amplitude, phase and frequency due to the

wireless channel distortion.

Suppose xc[n] is the complex number that represents the nth transmitted control

sample, the corresponding received control signal yc[n] can be denoted as:

yc[n] = Hcxc[n]e
j(2πnδfcT+θc0), (4.1)

where Hc refers to the control signal’s amplitude attenuation, δfc and θc0 refer to the

frequency offset and phase offset respectively, and T is the sample period.

Similarly, if xd[n] is the nth transmitted data sample, the received data signal yd[n]
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can be denoted as:

yd[n] = Hdxd[n]e
j(2πnδfdT+θd0), (4.2)

where Hd is the the amplitude attenuation between the data signal’s transmitter and

receiver, δfd and θd0 refer to the frequency offset and phase offset, respectively.

When a node receives a collided signal containing a data signal and a CTS/ACK

control signal, the collided signal y[n] is represented as:

y[n] = yc[n] + yd[n] + w[n], (4.3)

where w[n] is the random noise.

The process of DIC is described as follows (Fig. 4.5): The node continuously con-

ducts the preamble synchronization to determine the arrival and position of the control

frame. It will conduct the following modules only if this module indicates the arrival

of a control frame. From preamble synchronization, the node also gets the transmitted

control samples xcp[n] in the preamble field. It then performs the signature discernment

at the estimated positions to discern the signatures, so as to get the transmitted control

samples xcs[n] in the corresponding field filled with signatures. With the information of

xcp[n] and xcs[n], the node gets all the transmitted control signal xc[n]. It can reconstruct

the received control signal based on Ineq. (4.1), where the channel parameters Hc, δfc

and θc0 should be estimated properly. The output y′c[n] may be a little different from the

original received control signal yc[n] because of the error introduced in channel parameter

estimations. The node can finally detach the control signal y′c[n] from the received signal

y[n] to recover the data signal y′d[n], which is transformed into bits after demodulation

and passed to the MAC layer to complete the protocol disposal. The white blocks are

used to refine the control channel estimation, which will be discussed in Section 4.3.4.
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Note that DIC should only be performed when a receiving data packet is collided by

an incoming signal, it should be disabled in other circumstances when the data packet

can be decoded successfully through normal demodulation process.

4.3.2 Preamble Synchronization and Signature Discernment

After receiving a data frame collided by CTS or ACK frames, a node should first use the

preamble synchronization module to determine the positions of control frames, and use

the signature discernment module to determine the signatures in each field of the control

frames.

Note that the preamble can be treated as a specific signature sP , it can be discerned

through doing cross correlation between sP and the received signal y[n]. If the correlation

result at position ∆P is above the threshold βCorr, sP is determined to be in y[n]. Mean-

while, ∆P also represents the position of the control signal in y[n], the obtained position

information will be further used in the control signal detachment module in Section 4.3.3.

The process of signature discernment here is the same as that in the signature detec-

tion method (SDM), as described in Section 3.3.3. Cross correlation is conducted between

the incoming signal and all the known signatures in the signature set SAddr or SEXT . The

signature, which has the maximum correlation result among those ones that exceed βCorr,

is determined to be in the received signal in the corresponding position.

4.3.3 Control Signal Reconstruction and Detachment

After passing the received collided signal through the preamble synchronization and signa-

ture discernment modules, the node can only obtain the control signal at the transmitter
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side (denoted by xc[n]), it should then reconstruct the control signal at the receiver side

(denoted by yc[n]), so as to detach it and recover the original data signal. To reconstruct

yc[n], we should accurately estimate three key parameters, Hc, δfc and θc0 in Ineq. 4.1.

4.3.3.1 Amplitude Estimation

The parameter Hc can be estimated in a simple way: As a sharp change appears in the

amplitude variation of the received signal when a new control signal arrives, together with

the signal strength before and after the sharp change, we can easily get the amplitude Ac

of the received control signal, then the parameter Hc can be calculated as:

Hc =
Ac

1
L

∑L

k=1 |xc[k]|
.

4.3.3.2 Frequency and Phase Offsets Estimation

As the effect of wireless channels can be approximated by amplitude attenuation and

phase shift [77], the frequency offset δfc will finally affect the overall phase offset θc[n] of

the received signal. Hence, we make θc[n] as one parameter to estimate.

Different from Zigzag [17] or DAC [99] that use clean samples to estimate the frequency

and phase offsets of the following collided samples, ICMR cannot use clean samples to

estimate these parameters of the control frame as the control samples may be fully collided

by data samples. In this thesis, I propose a Blind Estimation Algorithm to estimate the

phase offset of control samples by further exploiting cross correlation, which is described

as follows.

Suppose the received collided signal y[n] contains a data signal yd[n] and a control

signal yc[n], as described in Ineq. 4.3, and suppose a signature si[k] (1 ≤ k ≤ L) in the
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received signal is at position ∆. According to Ineq. 2.2, the correlation result between

y[n] and si at ∆ is described as:

R(∆) = Hc

L
∑

k=1

|si[k]|2ej(2πkδfcT+θc0),

We set overall phase offset of the nth control sample as θc[n] = 2πnδfcT + θc0, then

we have:

R(∆) = Hc

L
∑

k=1

|si[k]|2ejθc[k].

As δfc can be compensated based on history information, this value can be very small.

That means, within the L samples of the signature si that we do cross correlation, the

overall phase offset of each sample θc[k] can be approximately equal to a constant value

Θ. Here we denote Θ as the central phase offset of this signature, then the correlation

result can be simplified as:

R(∆) ≈ ejΘHc

L
∑

k=1

|si[k]|2.

The central phase offset of this signature can be calculated as:

Θ = arctan

(

Imag(R(∆))

Real(R(∆))

)

. (4.4)

According to the format of the CTS/ACK frame (Fig. 4.4), there are one preamble

and two signatures in a CTS or ACK frame. We let the sample length L of the control

frame’s three fields be LP , L1 and L2, and let the calculated central phase offsets in the

corresponding fields be ΘP , Θ1 and Θ2. Note that the preamble can be treated as a

specific signature and its central phase offset ΘP can also be calculated by Ineq. (4.4).

Fig. 4.6 gives an example of the three values in a control frame. The three different marks
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Figure 4.6: An example of the central phase offset in a received control frame.

are used to represent the constellation positions of the received samples in the three fields,

respectively.

Upon calculating ΘP , Θ1 and Θ2, the receiver just gets a rough estimation about the

phase offset of each field, it should then recover the phase offset of each sample in the

control frame, so that each received control sample can be reconstructed and detached

from the collided samples. Suppose the jitter of δfc is small, that means, the change of

phase at each sample is approximately uniform. Then we recover the phase offset of each

sample in preamble as:

θP (k) = ΘP − Θ1 −ΘP

2
+

Θ1 −ΘP

LP

· k, k ∈ [1, LP ], (4.5)

and the phase offset of each sample in the following two fields as:

θ1(k) = Θ1 −
Θ1 −ΘP

2
+

Θ2 −ΘP

Lp + L1

· k, k ∈ [1, L1], (4.6)

θ2(k) = Θ2 −
Θ2 −Θ1

2
+

Θ2 −Θ1

L2

· k, k ∈ [1, L2]. (4.7)
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The Blind Estimation Algorithm is listed as Algorithm 4.1, based on which we can

estimate the phase of each received control sample even when there is no clean control

signal in the received signal.

Algorithm 4.1 Blind Estimation Algorithm

Input: y, s; ∆p, ∆sRA and ∆sEXT ; Lp, L1 and L2.
Output: θp(k), θ1(k), θ2(k).
1: Calculate R(∆p), R(∆sRA) and R(∆sEXT ) using Ineq. (2.1);
2: Calculate Θp, Θ1 and Θ2 using Ineq. (4.4);
3: for k = 1 : Lp do

4: Calculate θp(k) using Ineq. (4.5);
5: end for

6: for k = 1 : L1 do

7: Calculate θ1(k) using Ineq. (4.6);
8: end for

9: for k = 1 : L2 do

10: Calculate θ2(k) using Ineq. (4.7);
11: end for

After the preamble synchronization and the signature discernment module, one node

has the transmitted control signal to be xc[n] at position ∆P ; combining with the es-

timated control channel parameters Hc and θ[n], the node can reconstruct the received

control samples as y′c[n]. It will then detach y′c[n] from the received signal at the position

∆P , and get the original data samples y′d[n], which will be finally transformed into bits

after the normal demodulation process. Note that the control signal reconstruction and

detachment process can be conducted for multiple times during a data frame reception,

as the data frame may be collided by several CTS or ACK frames. The module will

be triggered when the preamble synchronization module indicates an arrival of a control

frame.
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4.3.4 Refined Channel Estimation

We let Θ calculated by Ineq. (4.4) as the central phase offset of the received signature.

However, this value is just an estimated value and may deviate from the real central

phase offset. The deviation of Θ will affect the calculated phase offset of each control

sample, and finally affect the recovered data samples y′d[n], introducing more errors to

the demodulated bits of the data frame. Meanwhile, the amplitude distortion Hc may

also have some deviation when estimated using the method in Section 4.3.3.

To mitigate the deviation of control channel parameters, we design a simple feedback

algorithm to refine the channel estimation during the process of control signal reconstruc-

tion and detachment, as shown in the white blocks of Fig. 4.5. The data signal always

has clean samples as the data frame is longer than the control frame, these clean data

samples can be utilized to refine the control channel estimation. After recovering the

original data samples y′d[n], one node will obtain the bits of the data packet xd[n] after

passing y′d[n] through the normal demodulation process. As the data samples are clean

when n < ∆P , the node can calculate the amplitude distortion Hd and phase offset θd[n]

during this period, according to which it then reconstructs the collided data samples as

y′′d [n], and gets a new estimation of the control samples as y′′c [n] = y[n]− y′′d [n]. The new

channel parameters H ′
c and θ

′
c[n] in the control samples y′′d [n] can be calculated and will

be used to compensate the values estimated in the control signal reconstruction module.
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4.4 Theoretical Analysis

In this section, I intend to quantify the opportunities ICMR can exploit theoretically. To

this end, I will first formulate the concurrent transmission opportunities, then give the

quantified opportunity comparison among ICMR, IRMA and the 802.11 standard.

4.4.1 Formulation

Determining whether a link T ′→R′ can have concurrent transmission opportunities with

an ongoing link T→R in a wireless network is equivalent to determining both the two

conditions: (1) whether T ′ can be permitted to send a data frame and (2) whether R′

can be permitted to receive a data frame. To make the analysis clear, we introduce two

concepts, transmission opportunity, which is the opportunity that a node can send a RTS

frame to initiate a data transmission, and reception opportunity, which is the opportunity

that a node can response a CTS frame to grant a data reception.

The concurrent transmission of the link T ′→R′ can proceed only if the transmitter

T ′ has the transmission opportunity and the receiver R′ has the reception opportunity.

In the following parts, I will give detailed analysis about the two opportunities in the

802.11-based wireless networks. All the opportunity analysis will start from solving the

CA-CF problem and the varied-IR problem. In the analysis, we use D(A,B) to denote

the distance between nodes A and B.

4.4.1.1 Transmission Opportunity

According to the basic requirement of concurrent transmissions, one node has the trans-

mission opportunity if its data transmission will not interfere with the ongoing link’s
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data reception. I will discuss this opportunity from solving both the CA-CF problem and

varied-IR problem in the current 802.11 standard.

A) Solving the CA-CF problem

According to the CA-CF problem shown in Fig. 4.1(a), when a node T ′, which is a

neighbor of the transmitter T of the link T→R, intends to initiate a transmission, it

should not interfere with T ’s reception of the CTS/ACK control frames, so that T can

get the proper control information. The 802.11 standard uses the physical carrier sense

to avoid this collision, therefore, nodes within the carrier sense range dCS of T will be

prohibited to transmit a packet. We call this as the Tx transmitter-side data-excessive-

restriction, which is formulated as:

D(T ′, T ) < dCS. (4.8)

B) Solving the varied-IR problem

According to the varied-IR problem, the 802.11 standard uses the NAV field in the

CTS frame to reserve the medium around the receiver side, thus fixing the interference

range dIR of the receiver to be the transmission range dTX of CTS. That means, T ′ is

prohibited to transmit a packet if D(T ′, R) < dTX . This problem occurs in two scenarios:

1) As shown in Fig. 4.2(a), T ′ is prohibited to initiate a transmission although it will

not interfere with R’s data reception if:

dIR < D(T ′, R) < dTX . (4.9)

Ineq. (4.9) is referred as the Tx receiver-side data-excessive-restriction in the 802.11

standard.
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2) As shown in Fig. 4.2(b), T ′ is permitted to initiate a transmission although it will

definitely interfere with R’s data reception if:

dTX < D(T ′, R) < dIR. (4.10)

Ineq. (4.10) is referred as the Tx receiver-side data-false-permission in the 802.11

standard. In this condition, nodes will bring some “threat” to the ongoing link because

of improperly using this transmission opportunity. The threat can be regarded as a

negative opportunity.

As a conclusion, considering both problems, with an ongoing link T→R, a node T ′

may exploit the transmission opportunity if the condition of Ineq. (4.8) or Ineq. (4.9) is

satisfied, and may suppress the threat if the condition of Ineq. (4.10) is satisfied.

4.4.1.2 Reception Opportunity

According to the basic requirement of concurrent transmissions, one node has the re-

ception opportunity if its data reception will have no mutual interference with the data

reception of the ongoing link. I will also discuss this opportunity in the 802.11 standard

from solving both the CA-CF problem and the varied-IR problem.

A) Solving the CA-CF problem

According to the CA-CF problem shown in Fig. 4.1(a), when a node R′ around the link

T→R receives a RTS frame and determines whether to response a CTS frame to initiate

a data reception, its CTS/ACK transmission should not interfere with T ’s CTS/ACK

reception. The 802.11 standard uses the NAV field in the RTS frame to avoid this

collision. R′ cannot be permitted to receive a data frame if it has updated its NAV state
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according to the received RTS frame from T . The constraint that R′ will be prohibited

to receive a packet is:

D(R′, T ) < dTX . (4.11)

Ineq. (4.11) is referred as the Rx transmitter-side control-excessive-restriction in the

802.11 standard.

Meanwhile, according to the CA-CF problem shown in Fig. 4.1(b), the node R′’s

CTS/ACK transmission should also not interfere with the receiver R’s data reception,

that means, R′ is prohibited to receive a packet if it is within the interference range dIR

of R. We formulate it as:

D(R′, R) < dIR. (4.12)

Ineq. (4.12) is referred as the Rx receiver-side data-excessive-restriction.

B) Solving the varied-IR problem

To avoid collisions under the condition of Ineq. (4.12), the 802.11 standard uses the

NAV field in the CTS frame to reserve the medium. R′ cannot be permitted to receive

a data frame if it has updated its NAV state according to the received CTS frame from

R. However, this mechanism itself also has the varied-IR problem as dTX of CTS is fixed

but dIR of the ongoing link T→R is variable. This problem occurs in two scenarios:

1) As shown in Fig. 4.2(a), R′ is prohibited to initiate a data frame reception although

its CTS/ACK frame transmission will not interfere with T→R’s data reception if:

dIR < D(R′, R) < dTX . (4.13)

Ineq. (4.13) is referred as the Rx receiver-side control-excessive-restriction in the
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802.11 standard.

2) As shown in Fig. 4.2(b), R′ is permitted to initiate a data frame reception although

its CTS/ACK frame transmission will interfere with T→R’s data reception if:

dTX < D(R′, R) < dIR. (4.14)

Ineq. (4.14) is referred as the Rx receiver-side control-false-permission in the 802.11

standard.

Similar to Ineq. (4.13) and Ineq. (4.14), we can see that when dIR varies, Ineq. (4.12)

also has two conditions:

D(R′, R) < dIR < dTX (4.15)

or

D(R′, R) < dTX < dIR. (4.16)

For the analysis simplification, we refer Ineq. (4.15) and Ineq. (4.16) as the Rx receiver-

side data-excessive-restriction 1 and Rx receiver-side data-excessive-restriction 2.

As a conclusion, considering both problems, with an ongoing link T→R, a node

R′ may exploit the reception opportunity if the condition of Ineq. (4.11), Ineq. (4.13),

Ineq. (4.15) or Ineq. (4.16) is satisfied, and may suppress the threat if the condition of

Ineq. (4.14) is satisfied.

C) Limitations of reception opportunity

The concurrent transmissions of one link with the ongoing link is permitted if and

only if its transmitter has the transmission opportunity and its receiver has the reception

opportunity. With this limitation, one node that satisfies Ineq. (4.15) and Ineq. (4.16)
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Figure 4.7: An illustration of the limitations of reception opportunity.

may still have no reception opportunity if any of its transmitters has no transmission

opportunity (its transmitters cannot be out of the interference range of the ongoing link).

Here we will quantify how many reception opportunities that satisfy Ineq. (4.15) and

Ineq. (4.16) cannot be exploited.

As shown in Fig. 4.7, there is an ongoing transmission link T→R with the distance

d. Its interference range is dIR = ρ · d, where ρ = α
√
βSINR is a constant. If a node R′

within the interference range has the reception opportunity from any other node T ′, that

means, T should be out of the interference range of R′, that is:

D(T,R′) = d2 − 2cosϕ · d · d1 + d21 > d′IR,

where d1 = D(R,R′) and d′ = D(T ′, R′), ϕ is the intersection angle of T→R and R→R′,

d′IR = ρ · d′. We have:

d21 − 2cosϕ · d · d1 + d2 − ρ2d′2 > 0,

that is:

d1 > d · cosϕ+
√

ρ2d′2 − d2sin2ϕ. (4.17)
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There is another limitation that, for any transmitter T ′, it should be out of the

interference range of R, which means:

d′ + d1 > dIR. (4.18)

With Ineq. (4.17) and Ineq. (4.18), we get:

d1 >
d

ρ2 − 1

(

ρ3 − cosϕ−
√

cos2ϕ− 2ρ3cosϕ+ ρ4 + ρ2 − 1
)

. (4.19)

According to Ineq. (4.19), when ϕ rotates from 0 to 2π, there is an ellipse region

within which nodes have no reception opportunity. We denote the right-side expression

of Ineq. (4.19) to be f(d, ϕ) and simplify Ineq. (4.19) to be d1 > f(d, ϕ), then the two Rx

receiver-side data-excessive-restriction conditions in Ineq. (4.15) and Ineq. (4.16) can be

updated as:

f(d, ϕ) < D(R′, R) < dIR < dTX (4.20)

and

f(d, ϕ) < D(R′, R) < dTX < dIR. (4.21)

4.4.2 Opportunity Quantification

In this part, I first quantify the transmission and reception opportunities of 802.11, IRMA

and ICMR, then give an overall opportunity comparison among the three protocols.

To simplify the analysis, we let C(A, r) represent the area of a disk whose center is A

and radius is r. We let E(d) represent the area of an ellipse formed by Ineq. (4.19). We

also let OT (·) and OR(·) represent the transmission and reception opportunity area of each

protocol, respectively. I will analyze the opportunities in the scenario that there is an
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Figure 4.8: Opportunity comparison among ICMR, IRMA and 802.11 standard.

ongoing link T→R in the network, and let both the overall transmission opportunity area

OT (All) and reception opportunity area OR(All) in the vicinity of the link be the influence

region of T and R. Then the transmission and reception opportunities of each protocol

are calculated as OT (·)
OT (All)

and OR(·)
OR(All)

, respectively. I will analyze both opportunities from

two cases: dIR ≤ dTX and dIR > dTX .

4.4.2.1 Transmission Opportunity

Case 1.1: dIR ≤ dTX . As shown in Fig. 4.8(a), the transmission opportunity area of each

protocol in this case is listed as follows:

OT (All) = C(T, dCS) ∪ C(R, dTX),

OT (802.11) = φ,

OT (IRMA) = C(T, dCS) ∪ C(R, dTX) \ C(R, dIR),

OT (ICMR) = C(T, dCS) ∪ C(R, dTX) \ C(R, dIR).

(4.22)

The 802.11 has no transmission opportunity in this case, while IRMA and ICMR
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can exploit the transmission opportunities formulated in Ineq. (4.8) and Ineq. (4.9), as

collided CTS/ACK control frames can be detected correctly through the signature detec-

tion method, and channel access is determined according to the real interference range

in these two protocols. Thus, nodes in the areas 1 + 2 + 3 in Fig. 4.8(a) can exploit

transmission opportunities.

Case 1.2: dIR > dTX . As shown in Fig. 4.8(b), the transmission opportunity area of

each protocol in this case is listed as follows:

OT (All) = C(T, dCS) ∪ C(R, dIR),

OT (802.11) = −C(R, dIR) \ C(R, dTX) \ C(T, dCS),

OT (IRMA) = C(T, dCS) \ C(R, dIR),

OT (ICMR) = C(T, dCS) \ C(R, dIR).

(4.23)

From Fig. 4.8(b), we can see that for the 802.11 standard, nodes in the area 3

satisfy Ineq. (4.10), so their transmissions will bring some “threat” to the ongoing link

T→R. We regard the threat as the negative opportunity since the nodes’ transmission

opportunity in this area will be negatively affected. We use the label “ − ” to denote

it. On the contrary, nodes adopted IRMA or ICMR in this area can detect the CTS

frame through the signature detection method, and keep silence to suppress the threat

successfully. Meanwhile, IRMA and ICMR can also exploit transmission opportunities

formulated in Ineq. (4.8), which corresponds to the areas 1 + 2 in Fig. 4.8(b).

100



Chapter 4: Exploit Reception Opportunities through Discernible Interference Cancellation

4.4.2.2 Reception Opportunity

Case 2.1: dIR ≤ dTX . As shown in Fig. 4.8(a), the reception opportunity area of each

protocol in this case is listed as follows:

OR(All) = C(T, dCS) ∪ C(R, dTX),

OR(802.11) = C(T, dCS) \ C(T, dTX) \ C(R, dTX),

OR(IRMA) = C(T, dCS) ∪ C(R, dTX) \ C(R, dIR),

OR(ICMR) = C(T, dCS) ∪ C(R, dTX) \ E(d).

(4.24)

For the 802.11 standard, one node that is within the carrier sense range but outside the

transmission range of T may have the reception opportunity if its NAV state is zero and

the received signal’s SINR is over the threshold βSINR, which corresponds to the area 1

in Fig. 4.8(a). IRMA can exploit the reception opportunity formulated in Ineq. (4.11) and

Ineq. (4.13), which corresponds to the areas 1 + 2 + 3 in Fig. 4.8(a), while ICMR can

further exploit the reception opportunities formulated in Ineq. (4.20), which corresponds

to the area 4 in Fig. 4.8(a).

Case 2.2: dIR > dTX . As shown in Fig. 4.8(b), the reception opportunity area of each

protocol in this case is listed as follows:

OR(All) = C(T, dCS) ∪ C(R, dIR),

OR(802.11) = C(T, dCS) \ C(T, dTX) \ C(R, dTX)

− C(R, dIR) \ C(R, dTX) \ C(T, dCS),

OR(IRMA) = C(T, dCS) \ C(R, dIR),

OR(ICMR) = C(T, dCS) ∪ C(R, dIR) \ E(d).

(4.25)

For the 802.11 standard, nodes in the areas 3 + 4 of Fig. 4.8(b) satisfy Ineq. (4.14)

and may bring some threats when they receive packets. Both IRMA and ICMR can
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suppress these threats. Moreover, IRMA and ICMR can exploit the reception opportunity

formulated in Ineq. (4.11) (corresponding to area 2 ), while ICMR can further exploit the

reception opportunities formulated in Ineq. (4.16) (corresponding to areas 3 + 4 + 5 )

and Ineq. (4.21) (corresponding to area 6 ), all shown in Fig. 4.8(b).

4.4.2.3 Comparison

The overall opportunity of each protocol can be calculated as OT (·)+OR(·)
OT (All)+OR(All)

, whose value

depends on the values of dCS, dTX , d and βSINR (which determines the value of dIR).

Fig. 4.9 shows an example of the overall opportunity of each protocol varying with d,

when dCS = 700m, dTX = 500m and βSINR = 3.16 (using the BPSK modulation). It

shows that, along with the increase of d, 802.11 standard will bring more threats to the

network, and ICMR will introduce more opportunities comparing with that of IRMA.

Fig. 4.10 shows the opportunity gain of ICMR over IRMA. We can see that ICMR will

have around 50% opportunity gain over IRMA when d is about 0.65 × dTX , and this

value increases to more than 200% when d = dTX . From this analysis, we can conclude

that ICMR will have a higher performance improvement over IRMA in a relatively sparse

network where the transmitter-receiver distance is large.

I summarize the opportunities of three protocols in Table 4.1. I use the letters “O”

or “T” to indicate whether there exists the opportunity can be exploited or the threat

can be suppressed in each condition, respectively. “/” indicates the opportunity cannot

be exploited or no threat is induced in this condition. “− ” indicates a threat is induced

and “ + ” indicates an opportunity can be exploited. I ignore the situations when no

opportunity or no threat exists in each condition, such as threats in Ineq. (4.8). The table
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Figure 4.10: Opportunity gain of ICMR
over IRMA.

indicates that IRMA has already exploited four kinds of opportunities and suppressed

the two kinds of threats, while ICMR can further exploit the remaining three kinds of

opportunities, which are marked with red “ + ” signs.

Table 4.1: The summary of opportunities among three protocols.
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4.5 Feasibility Evaluation

In this section, I quantify the feasibility of using the DIC mechanism to detect data

frames when they are collided by control frames through hardware experiments.

4.5.1 Experiment Setup

The experiments are conducted on Universal Software Radio Peripheral 2 (USRP2) plat-

form and use the GNURadio for the signal processing blocks. We use the RXF2400

daughter-board which makes each USRP2 operate at about 2.4GHz. GNURadio has al-

ready implemented the physical layer modulation and demodulation processes. For the

receiving process of DIC, we will first restore the received collided samples and make

trace-based off-line analysis for the modules in Fig. 4.5. After that, the recovered data

samples will be fed into the GNURadio receiving process to be transformed into bits. We

choose DBPSK as the constellation method. The bit rate is 1Mbits/s and the number

of samples per symbol is 2.

The experimental network consists of eight USRP2 nodes, and the topology is ran-

domly set up. For each experiment, we choose four nodes to form two links like the

topology shown in Fig. 4.3. Each link has a sender and a receiver, ICMR permits the

two links’ concurrent transmissions. The CTS/ACK transmissions from each receiver

may potentially interfere with the other one’s data frame reception. As the signals from

different nodes may have different signal strength in the real network, we test different

Pr(Signature) and Pr(Data) environments by adjusting the transmission power of the

two receivers while fixing that of the senders, where Pr(Signature) and Pr(Data) are the

received signal strengths of the signature and data frame, respectively.
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As IRMA has given thorough evaluation of signature detection from two aspects: the

false negative error rate and false positive error rate, as described in Section 3.4, here I

focus on the evaluation of the data signal recovery.

4.5.2 Evaluation of Blind Estimation Algorithm

To recover the data signal from the received collided signal, one node will first reconstruct

the control signal. It should conduct both amplitude estimation and phase offset esti-

mation to get the control channel parameters. As the amplitude estimation is relatively

simple and accurate, in the experiment we focus on the Blind Estimation Algorithm in

the phase offset estimation process.

I intend to quantify this algorithm through estimating the phase difference between

the recovered control samples and the original clean control samples. As the phase offset

of the clean control signal cannot be obtained correctly when it is collided by another

data signal, here we use the mimetic collision as that was used in [44] to conduct this

experiment. We first separately generate and log the CTS/ACK control frames and

data frames without collisions, and then add them up to mimic a collided signal. For the

collided signal, I estimate the phase offset of control samples through the Blind Estimation

Algorithm, and then compare the phase offset obtained from the clean control samples

to get the phase estimation error.

As shown in Fig. 4.11, the phase estimation error increases along with the decrease

of SINR(Signature). When SINR(Signature) is above -4dB, more than 90% phase

estimation errors are below π/6, and when SINR(Signature) decreases to −10dB,

only 80% phase estimation errors are below this value. We should note that when
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Figure 4.11: The CDF of phase estimation error under different SINR environments when
the signature length is 160bits.

SINR(Signature) is above 0dB, the phase estimation error has little change with the in-

crease of SINR(Signature), which means that the blind estimation algorithm can obtain

its best performance when SINR(Signature) is 0dB.

4.5.3 Data Frame Detection

In this part, I evaluate the effectiveness of data transmissions when interfered by CTS/ACK

transmissions. I intend to measure this by comparing the packet error rate (PER) of the

data frame transmissions collided by control frames with or without DIC under different

SINR(Data) = Pr(Data) − Pr(Signature) environments. Note that I make two links

proceed concurrently in this experiment. I set the payload of data frame to be 300bytes,

and evaluate PER when the signature length is 160bytes.

As shown in Fig. 4.12, without DIC, the PER of data frames increases from 0 to

100% when the value of SINR(Data) increases to about 2dB. The PER is about 0 when

the SINR(Data) is above 8dB, under which environment the normal DBPSK decoding

always works.

The figure also demonstrates that, with DIC, the data frames have a high probability
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Figure 4.12: The packet error rate under different SINR environments.

to be detected when the value of SINR(Data) is above −4dB, the PER is below 5%,

which increases to about 12% when SINR(Data) decreases to −6dB. We consider that

is because the jitter of frequency offset exists in the real networks, which induces errors

in the control channel estimation, and the impact of these errors will become larger

when the signal strength of signatures increases comparing with that of data frames.

When SINR(Data) is lower than −8dB, DIC will have a comparative higher PER value.

However, we consider the technique of SIC [20] can be exploited in this scenario to reduce

the PER as the control frames can be detected through normal demodulation at first.

4.6 Performance Evaluation

In this section, I evaluate ICMR’s performance improvement comparing with IRMA and

the 802.11 standard. The two mechanisms in the 802.11 standard that we choose to

compare are (1) PCS, which only uses the physical carrier sense mechanism to avoid

interferences, (2) PCS+VCS, which uses RTS/CTS control frames to coordinate between

nodes. All the protocols are implemented in the ns-2 simulator.

The basic parameters used in the simulations are listed in Table 4.2.

I do not implement the physical layer processes of the signature detection and dis-
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Table 4.2: Simulation parameters.
Parameter Value Parameter Value

Preamble 20µs SIFS 16µs
Time slot 9µs DIFS 34µs
Signature 13.3µs CWmax 1023µs
p/q 20/150 CWmin 15µs
m 8 n 16

cernible interference cancellation in the simulation, and just simplify them based on the

calculated Pr(Signature) and Pr(Data). The signature detection of the control frames

is implemented as follows: If SINR = Pr(Signature) − Pr(Data) > −5dB, the sig-

natures can be obtained correctly with the probability of 100%; if −10dB < SINR ≤

−5dB, the probability is 99%; otherwise, if SINR ≤ −10dB, the signatures will be ig-

nored. The discernible interference cancellation mechanism is implemented as follows: If

Pr(Data)− Pr(Signature) > −6dB, the data frame can be detected correctly with the

probability of 100%; Otherwise, the data frame will be discarded. We set the transmission

rate be 6Mbps, the transmission range be 500m, and the carrier sense range be 700m in

the following simulations.

4.6.1 Linear Topology

I first use a simple four-node linear topology to evaluate the effectiveness of ICMR com-

paring with other protocols, as shown in Fig. 4.13. The network has two links S1→R1

and S2→R2, the transmitter-receiver distances of both links are the same and are de-

noted by d, the receiver-receiver distance is denoted by d1. We conduct the simulation

under three scenarios: (1) d = 100m, which is much smaller than the transmission range

of 500m; (2) d = 200m, which is about one-half of the transmission range; (3) d = 400m,
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S1 R1 S2R2

1dd d

Figure 4.13: A linear network topology with four nodes R1, S1, S2 and R2.

which is about the transmission range. For each scenario, we change d1 from 50m to

700m to evaluate how d can affect the performance of each protocol. Each link has a

constant bit rate (CBR) flow set up at the sender to be transmitted to the receiver. The

packet length is fixed to be 1500bytes in the simulation.

Fig. 4.16 shows the aggregate throughput of the network with different d1 when d is

set to be 100m, 200m and 400m, respectively. The simulation results can be summarized

into three main cases:

Case 1: d + d1 < dIR. The corresponding scenarios are d1 < 100m in Fig. 4.14(a),

d1 < 200m in Fig. 4.14(b) and d1 < 300m in Fig. 4.14(c), where all the senders and

receivers are in the interference range of the other link, concurrent transmissions are

prohibited by all the protocols to avoid interferences. Note that two scenarios should be

discussed separately in this case. When 2 ·d+d1 < dCS, which means the two senders are

in the carrier sense range of each other, the four protocols has similar performance, as

shown in Fig. 4.14(a) when d1 < 100m and Fig. 4.14(b) when d1 < 200m. However, when

2 ·d+d1 > dCS, the two senders cannot carrier sense each other, the performance of PCS

degrades dramatically. As shown in Fig. 4.14(c), the average throughput of PCS is nearly

zero when d1 < 300m, as the two links will “threaten” each other but cannot utilize the

physical carrier sense to avoid the interference. This is a typical hidden terminal problem.

On the contrary, ICMR, IRMA and PCS+VCS can combat this problem and has similar

performance through coordinating among nodes using control frames.
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(c) d = 400m.

Figure 4.14: Average throughput in terms of d1.

Case 2: d1 < dIR ≤ d + d1. The corresponding scenarios are 100m ≤ d1 < 200m in

Fig. 4.14(a), 200m ≤ d1 < 400m in Fig. 4.14(b) and 300m ≤ d1 < 700m in Fig. 4.14(c),

where the senders are out of the interference range but the receivers are within the inter-

ference range of the other link. Concurrent transmissions are prohibited by IRMA, PCS

and PCS+VCS because of the R-orient receiver extra-collision-avoidance, but they can

be exploited by ICMR, leading to a 2× throughput comparing with the other protocols.

There are also two scenarios that should be discussed separately in this case. When

2 · d + d1 < dCS, such as 100m ≤ d1 < 200m in Fig. 4.14(a) and 200m ≤ d1 < 300m in
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Fig. 4.14(b), PCS+VCS only has a little performance degradation (about 3%) comparing

with PCS, because of the overhead induced by RTS and CTS control frame transmis-

sions. However, when 2 · d + d1 > dCS, such as 300m ≤ d1 < 400m in Fig. 4.14(b) and

300m ≤ d1 < 700m in Fig. 4.14(c), as the two senders are out of carrier sense of each

other, the exchange of RTS and CTS may worse affect the other link’s data reception,

leading to about 22.4% performance degradation comparing with PCS.

Case 3: d1 ≥ dIR. The corresponding scenarios are d1 ≥ 200 in Fig. 4.14(a),

d1 ≥ 400m in Fig. 4.14(b) and d1 ≥ 700 in Fig. 4.14(c), where all the senders and

receivers are out of the interference range of the other link. When 2 · d+ d1 < dCS, such

as 200m ≤ d1 ≤ 600m in Fig. 4.14(a), concurrent transmissions are permitted by ICMR

and IRMA, but prohibited by PCS and PCS+VCS because of the physical carrier sense.

When 2 · d + d1 > dCS, such as d1 > 600m in Fig. 4.14(a), d1 ≥ 400m in Fig. 4.14(b)

and d1 ≥ 700m in Fig. 4.14(c), the two senders cannot carrier sense each other, con-

current transmissions are permitted by ICMR, IRMA and PCS. Both ICMR and IRMA

have a little performance degradation (about 6%) comparing with PCS, because of the

overhead induced by transmitting control frames and signatures. For PCS+VCS, two

scenarios should be discussed separately. When d1 < dTX , such as 400m ≤ d1 ≤ 500m in

Fig. 4.14(b), the two receivers R1 and R2 can get the CTS from the other link correctly

to update their NAV states, making PCS+VCS prohibit the concurrent transmissions.

When d1 > dTX , such as d1 > 500m in Fig. 4.14(b) and d1 > 700m in Fig. 4.14(c),

PCS+VCS permits the concurrent transmissions and it has the similar performance as

the other protocols.
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d

d

Figure 4.15: A grid topology, where the distances of adjacent nodes d are set to be 100m,
200m and 400m, respectively.

4.6.2 Random Topology

In this experiment I evaluate the performance of ICMR compared with other protocols

in a more general scenario where networks have different densities.

I set up three networks, each of which has 100 nodes deployed in a 10 × 10 grid, as

shown in Fig. 4.15. We set the distances of adjacent nodes d to be 100m, 200m and

400m, making the networks have three different densities. For each network, I randomly

select 10 transmitter-receiver links: I first randomly select one node as a transmitter,

then select an adjacent node as its receiver. This process will be repeated for 10 times to

generate 10 links in each network.

Fig. 4.16 shows the average throughput of ICMR comparing with the other three

protocols for different packet delivery rates when the packet length lp is 500bytes and

2000bytes, respectively. The figure indicates that the average throughput of all protocols

increases along with the increases of the packet delivery rate and packet length. The figure

also indicates that PCS+VCS has the lowest performance in all the scenarios. Although

PCS nearly has the lowest performance in the line topology when d = 400m because

112



Chapter 4: Exploit Reception Opportunities through Discernible Interference Cancellation

of the hidden terminal problem, as shown in Fig. 4.14(c), it has a better performance

than PCS+VCS in the random topology even when d = 400m, as shown in Fig. 4.16(e)

and Fig. 4.16(f), the reason is that PCS faces a more serious unfairness issue, which

largely avoids collisions and allows the network to achieve a higher average throughput.

Fig. 4.16 also indicates that the performance of the four protocols increases along with

the increases of the packet length lp. This is because the overhead induced by control

frames are much larger when the packet length is shorter, leading to a lower performance.

We can see from Fig. 4.16 that both ICMR and IRMA can improve the network per-

formance through exploiting concurrent transmissions and avoiding collisions, comparing

with PCS and PCS+VCS, and ICMR can outperform the other protocols in all cases.

The throughput gain of ICMR over IRMA increases along with the increases of d, that

means the throughput gain increases along with the deceases of network density. As

shown in Fig. 4.16, when the packet length is lp = 2000bytes, ICMR’s throughput gain is

about 16.1% over IRMA when d = 100m. This value increases to 31.2% when d = 200m,

and it increases to 37.3% when d = 400m. The situation is similar when lp = 500bytes.

These results coincide with the theoretical analysis in Section 4.4. However, the through-

put gain of both ICMR and IRMA over PCS or PCS+VCS decreases along with the

increases of d. As shown in Fig. 4.16, when lp = 2000bytes, ICMR’s throughput gain

is about 146.2% over PCS and 157.8% over PCS+VCS when d = 100m. These values

decrease to 55.6% and 99.1% respectively when d = 400m.

In summary, ICMR can outperform other protocols in all cases because concurrent

transmission opportunities are effectively exploited by this protocol. The throughput

gain over PCS or PCS+VCS will be larger in a denser network, and the throughput gain
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(a) lp = 500bytes, d = 100m
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(b) lp = 2000bytes, d = 100m
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(c) lp = 500bytes, d = 200m
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(d) lp = 2000bytes, d = 200m
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(e) lp = 500bytes, d = 400m
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(f) lp = 2000bytes, d = 400m

Figure 4.16: Average throughput in terms of packet delivery rate in the random topology,
under three transmission rates and two packet lengths.
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over IRMA will be larger in a sparser network.

4.7 Summary

In this chapter, I conclude that the 802.11 standard waste transmission and reception

opportunities from two aspects, including the CA-CF problem and the varied-IR problem.

To enhance the IRMA protocol, I propose ICMR to further exploit reception opportunities

through permitting the data frame being collided by the control frames, and propose a

discernible interference cancellation mechanism to detect the data frame in this situation,

so as to maximize the network performance. I define a link to have the concurrent

transmission opportunity when its transmitter has the transmission opportunity and

its receiver has the reception opportunity, and formulate both two opportunities from

solving the two problems, then quantify and compare the opportunities among ICMR,

IRMA and the 802.11 standard theoretically. I show the feasibility of the discernible

interference cancellation mechanism through hardware experiments, and demonstrate

ICMR’s significant throughput improvement over IRMA and the 802.11 standard by ns-

2.
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Chapter 5

Coordinate Transmissions Centrally

Based on Interference Resistance

In this chapter, I propose concurrency-based coordination mechanism (CCM), a cross

layer protocol that can coordinate among nodes effectively in a centralized way to max-

imize concurrency and avoid data packet interference in WLANs. The design of CCM

contains OpenCCM which is based on the architecture of software defined network to

schedule the transmissions in both the uplink and downlink directions centrally to max-

imize transmission concurrency. It also contains an interference-resistant mechanism in

the physical layer that can make the control message transmitted with the data packet

simultaneously to eliminate the coordination overhead. Experiment results with USRP2

demonstrate the feasibility of the interference-resistant mechanism, and simulations based

on ns-2 demonstrate the performance improvement of CCM comparing with other pro-

tocols.

This chapter is organized as follows. Section 5.1 gives an introduction of CCM. Section

5.2 describes the design and implementation of the interference resistance mechanism in

the physical layer. Section 5.3 shows how OpenCCM can coordinate the downlink and
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uplink transmissions efficiently to increase the network performance, based on the CCM

PHY. Section 5.4 evaluates the performance improvement of CCM through simulations.

Section 5.5 concludes this chapter.

5.1 Overview

Due to the inevitable interferences existed inWLANs, improving the network performance

through interference management is a well-known concept and attracts much research in-

terest, which mainly falls into two categories. Exploiting concurrent transmissions and

avoiding interference [24,32,78] emphasize on coordinating among nodes to reduce mutual

interferences of simultaneous data transmissions. On the contrary, interference cancel-

lation [17, 20, 76] attempts to propose a physical layer strategy to recover the interfered

data packet from interferences instead of avoiding them.

Chapter 3 and Chapter 4 analyze the CSMA and RTS/CTS mechanism in the 802.11

standard, and conclude that the mechanisms degrade the network performance because

of two problems, including the CA-CF problem and varied-IR problem. The two chapters

then propose two distributed protocols, IRMA and ICMR, to exploit the transmission

and reception opportunities respectively from solving the two problems, so as to improve

the network performance. However, both protocols cannot reduce some coordination

overhead existed in the 802.11 standard, such as backoffs, DIFS and the transmission of

control frames.

Nowadays, the concept of software defined network (SDN) for WLAN management

using a centralized controller is an emerging method to improve the throughput of

WLAN [74]. Based on this concept, data transmissions can be coordinated efficiently
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through utilizing the WLAN infrastructure, where multiple APs connected by wired net-

works are treated as one virtual AP in the protocol design. Current related work also

falls into two classes. TRACK [23], OpenTDMF [90] and COAP [57] focus on the upper

layer design. They utilize APs to allocate data transmissions and avoid interferences, but

transmissions from clients cannot be coordinated in an efficient way. Symphony [4] fo-

cuses on the physical layer design. It encourages interferences of data packets at APs and

then lets APs cooperatively recover the collided packets by utilizing a Zigzag-like [17]

decoding process, but it lacks an effective mechanism in the MAC layer. The lack of

protocol design from both the physical layer and upper layers motivates us to design a

cross-layer protocol to benefit from both aspects, so as to further improve the network

performance.

In this chapter, I propose the concurrency-based coordination mechanism (CCM), a

novel cross-layer protocol, to maximize concurrent transmissions and eliminate the coordi-

nation overhead in WLANs, so as to increase the network performance. The architecture

of CCM inherits from the SDN design, as shown in Fig. 5.1. The control plane, which

is called OpenCCM in this protocol, is separated from the data plane. The OpenCCM

controller is responsible to manage all the APs through the OpenCCM interface that

resides at APs. Besides OpenCCM, CCM designs an interference resistant mechanism in

the PHY layer to make the coordination information transmitted concurrently with data

packets, and make both the interfered information decoded successfully, thus eliminate

the coordination overhead. By utilizing the received coordination information from the

CCM PHY, the OpenCCM can well coordinate all APs and clients in the network, so as

to maximize concurrent transmissions to improve the network performance.
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Figure 5.1: The CCM architecture.

Fig. 5.2(a) shows an overview of the CCM transmissions. The transmissions are

divided into rounds. Each round contains a downlink semi-slot, which is from APs to

clients, and an uplink semi-slot, which is from clients to APs. The downlink semi-slot

may contain multiple downlink data transmissions from different APs, and the uplink

semi-slot may contain multiple uplink data transmissions from different clients. The

coordination information, which is carried by a REQ (REQuest-to-send) control message

in CCM, can be transmitted concurrently with data packets in the uplink direction.

To illustrate the CCM protocol more clearly, I give a simple network scenario with

one virtual AP and three clients, as shown in Fig. 5.2(b). Note that the virtual AP can

be either one AP or multiple APs connected with each other by wired networks. In CCM,

the OpenCCM controller schedules all the APs’ and clients’ transmissions. It maintains

a list of APs and clients that have data packets to send out and makes AP exchange

data with the clients according to the list. AP can transmit downlink data packets

together with the control information, which allocates the clients which can transmit

their data packets in the next uplink transmission. Upon the completion of the downlink

transmission, after a SIFS, the polled client (node C1 in Fig. 5.2(b)) can transmit its data
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(a) The overview of CCM transmissions.
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Figure 5.2: The CCM transmissions.

packet, while some other clients (nodes C2 and C3 in Fig. 5.2(b)) can transmit their on-

demand REQ messages simultaneously. Thus, AP will receive a mixed signal composed

of both the data packet from C1 and the REQ messages from C2 and C3. It conducts an

interference-resistant mechanism in the physical layer to decode both the REQ messages

and the data packet. According to the received REQ messages, the controller will update

the scheduler (a polling list) adaptively to arrange the next clients for the next round

uplink transmission.

One key issue in CCM is to design an interference resistance mechanism in the phys-

ical layer to make the REQ messages transmitted with the data packet concurrently to

reduce the coordination overhead. As clients only need to convey a small amount of

information for the use of coordination, each information can be represented as a signa-

ture (a known sequence), which can be decoded correctly by using the signature detection
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method (SDM) in Section 3.3.3. Meanwhile, when an AP receives a mixed signal contain-

ing the coordination information and a data packet, the data packet can also be recovered

correctly after detaching the signatures from the mixed signal, using the discernible in-

terference cancellation (DIC) process in Section 4.3. Thus, through this mechanism, the

REQ message can be transmitted concurrently with data packets without harming the

effectiveness of original data transmissions.

Another key issue in CCM is to design OpenCCM to make the data transmissions co-

ordinated centrally and efficiently. The OpenCCM controller should determine the down-

link and uplink transmissions in each round, and make them scheduled simultaneously

to increase transmission concurrency and avoid mutual interferences in both directions.

Meanwhile, high priority links should be scheduled headmost to minimize the packet de-

livery delay. Thus, I make the OpenCCM controller maintain both uplink and downlink

polling lists, which contain the information of the data packets to be sent out. I also

make the controller construct a set of interfering lists through empirical observations on

the packet losses. Based on the polling lists and the interfering lists, besides maximizing

concurrent transmissions, OpenCCM makes high priority links scheduled at first and also

makes other links have fair transmission opportunities.

The main contributions in this chapter are summarized as follows:

• I exploit the interference resistance mechanism in the physical layer, which allows

REQ messages to be transmitted concurrently with the data packet and both types

of information can be decoded correctly. This mechanism makes CCM eliminate

the coordination overhead.
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• With the support from the CCM PHY, I exploit OpenCCM to coordinate the down-

link and uplink transmissions centrally, so as to maximize transmission concurrency,

minimize packet delivery delay, and avoid mutual interferences of data packets.

• I demonstrate CCM’s throughput improvement through simulations. The results

show that CCM can outperform the 802.11 standard and other state-of-the-art

protocols significantly.

5.2 Design of CCM PHY

In this section, I will first accomplish the REQ message design, then illustrate the archi-

tecture of CCM PHY. Finally, a power control mechanism is proposed to optimize the

performance of CCM PHY.

5.2.1 REQ Message Design

To accomplish the interference resistance uplink transmission in CCM, the REQ message

should be carefully designed so that it can carry effective coordination information, and

can be transmitted concurrently with a data packet from another client.

As shown in Fig. 5.3, the REQ message is designed to contain three fields, including

Preamble, S-TA and S-EXT, each of which is filled with a known signature. I design

the Preamble to indicate the arrival of a REQ message in the received signal, which

will be filled with a global-unique known signature sP . I design S-TA field to carry the

client’s own address, and design a set of sequences, STA = {s1, . . . , sN}, to represent the

addresses of clients, where N indicates the maximum number of clients in the network.

The controller that manages all the APs will allocate a unique sk(sk ∈ STA) to each client
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Figure 5.3: The format of REQ message.

when the client is associated to a specific AP. The client then preserves this sk as its own

address and fills it in the S-TA field when transmitting the REQ message. We also design

S-EXT field to carry the length and priority of a packet that will be transmitted from

the client, and design a set of signatures, SEXT = {Su×v}, to represent the combination

of the two information:

Su×v =











s11 s12 . . . s1v
s21 s22 . . . s2v
...

...
. . .

...
su1 su2 . . . suv











,

where sij is a signature, the length indicator i represents a maximum packet length, and

the priority indicator j represents a priority of the data packet. Here, u and v denote the

maximal values of i and j, respectively.

As the length of MPDUs cannot exceed a threshold lmax according to the 802.11

standard, we divide lmax into u segments, each of which has a length of Lseg = d lmax

u
e.

Therefore, each packet length lp can be mapped to a specific length indicator i = d lp
Lseq

e.

In this thesis, I set u = 8 to represent eight packet lengths. I then set v = 2, that means,

the priority indicator j with the values of 0 and 1 represents a low priority and a high

priority, respectively.

5.2.2 Description of CCM PHY

In CCM, the downlink transmission is interference-free while the uplink is interference-

resistant. The physical layer processes of APs and clients in the downlink transmission

are exactly the same as 802.11 standard. Here we focus on the mechanism in the uplink
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Figure 5.4: Architecture of CCM PHY.

transmission.

Fig. 5.4 illustrates the architecture of CCM PHY. White blocks indicate the processes

of the 802.11 standard. Comparing with the 802.11 standard, CCM PHY adds some new

components to accomplish the interference-resistant uplink transmission, shown as the

grey blocks in Fig. 5.4.

In the transmitting process, the bit stream of a packet from the upper layer is mapped

into complex samples after the digital modulation.

When transmitting a REQ message, as shown in Fig. 5.4(a), a client first generates

known signatures to represent the coordination information. Each signature is filled in

the corresponding field of REQ, then transformed into sample sequences and broadcast
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after the modulation.

The process of transmitting a data packet is the same as the 802.11 standard, as

shown in Fig. 5.4(b). The bits of a data packet are mapped into complex samples and

broadcast after the modulation.

As shown in Fig. 5.4(c), after receiving a mixed signal containing a data packet and

some REQ messages, one AP begins to detect both kinds of information. The AP contin-

uously conducts the preamble synchronization process to determine the arrival of REQ

message and their positions, then the REQ detection process is to discern signatures

carried in the REQ message and recover the original information, including the client’s

address, the packet length and the packet priority. The process is similar as IRMA’s

CTS/ACK detection through the signature detection method (SDM). Meanwhile, the

processes of data signal recovery is estimating the channel parameters to reconstruct the

REQ signals and detaching them from the mixed signal to recover the original data sam-

ples, which will be transformed into bits after demodulation. This process is similar as

ICMR’s data signal recovery process through discernible interference cancellation (DIC).

As the basic process of CCM PHY is the combination of SDM and DIC, which have

been discussed thoroughly in Section 3.3.3 and Section 4.3, respectively, I will omit the

detailed process of CCM PHY in this chapter, including the preamble synchronization,

signature discernment, REQ signal reconstruction and detachment.

Meanwhile, the feasibility of CCM PHY has also been naturally evaluated in the

previous works based on the USRP2 platform: the signature detection has been evaluated

in Section 3.4, while the control signal reconstruction and data packet detection have been

evaluated in Section 4.5. In this chapter, I will use these experiment results directly.

126



Chapter 5: Coordinate Transmissions Centrally Based on Interference Resistance

5.2.3 Design of Power Control

The performance of the CCM PHY is not always acceptable according to the experiment

results in Section 4.5. As shown in Fig. 4.12, the packet error rate is comparatively high

when the received signal strength of the data packet is around 4dB higher than that of

the REQ message. This will obviously degrade the throughput of CCM due to a large

number of retransmissions of data packets. To combat this problem, I further design

a power control mechanism in CCM to make the data packet and REQ messages have

comparable received signal power at AP.

Suppose the transmitted downlink’s signal power at AP is denoted by Pt(downlink),

the corresponding received signal power at one client is denoted by Pr(downlink), we

have Pr(downlink) = λPt(downlink)
dα

[32], where λ and α are constant values, d is the

distance between the AP and the client. Suppose Pt(downlink) is fixed, after obtaining

Pt(downlink) and Pr(downlink), the client can simply calculate its distance from AP to

be d = α

√

λ·Pt(downlink)
Pr(downlink)

. It will then determine the transmitted signal power of the uplink,

denoted by Pt(uplink), to make the received signal power of this link at AP, denoted by

Pr(uplink), have a constant value Pc. As Pc = Pr(uplink) = λPt(uplink)
dα

, the client can

calculate Pt(uplink) =
Pc·Pt(downlink)
Pr(downlink)

. When all the clients transmit data packets or REQ

messages using the calculated signal power Pt(uplink), the collided data packet and REQ

messages at each AP will have comparable values, that means, Pr(Data)-Pr(REQ)≈ 0dB,

which can make both the data packet and REQmessages have high detection rate of about

100%.
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5.3 Design of OpenCCM

In this chapter, I design OpenCCM to make the transmissions of data packets and REQ

messages coordinated centrally and efficiently. The OpenCCM controller manages each

AP through the OpenCCM interface which resides at APs. Similar with the OpenFlow

interface defined in some previous works [50,90], OpenCCM interface also operates over a

set of {FlowID,Actions} tuples. Meanwhile, OpenCCM needs APs to be synchronized

on µs level, so that the APs can execute the controller’s instructions accurately. This

issue has already been settled by OpenTDMF [90] currently. In this section, I will just

give detailed discussion about how OpenCCM can leverage the coordination information

obtained from CCM PHY to maximize concurrent transmissions and increase the network

performance.

5.3.1 Overview of OpenCCM Process

In CCM, OpenCCM is responsible for coordinating the transmissions in both directions,

as illustrated in Fig. 5.5.

In the downlink direction, the OpenCCM controller selects downlinks which have

no mutual interference according to a set of interfering lists and a DLink polling list,

and makes the selected APs transmit packets concurrently. Besides the data packet

that one AP should transmit to a designated client, each downlink packet may further

append three more parts if necessary: (1) an ACK to indicate the successful reception

of a previous uplink data packet from that client; (2) the polled client that can send a

data packet in the following uplink transmission; (3) the REQ transmit clients and their

REQ timeslot assignment information. All the information will be encapsulated into one
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Figure 5.5: An overview of the OpenCCM process.

downlink packet and broadcast by an AP.

Upon receiving the downlink packet from APs, after a SIFS time, all the clients

switch to the transmit mode. The polled client transmits a data packet, together with

an ACK, if necessary, to indicate the successful reception of a previous downlink data

packet to this client. Other clients should first check whether they have been assigned

a REQ timeslot in this round, according to the appended third part information in the

received downlink packet. If confirmed, the client will transmit a REQ message in the

corresponding timeslot if it has data packets to be transmitted. Otherwise, it will keep

silence and wait for an opportunity in the next round.

In the uplink direction, each AP that has just transmitted a downlink packet will

obtain the received uplink data packet and REQ messages from the physical layer, while

the data packet may contain an ACK to indicate a successful downlink data packet

reception at the client. The data information will be used to complete the process in

the upper layer, and all the information will be reported to the OpenCCM controller to
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update the ULink polling list, the DLink polling list and the interfering lists.

Thus, the key issues in the OpenCCM process are concluded as follows: How to decide

and make the clients to transmit REQ messages? How to construct the interfering lists?

How to construct the polling lists? How to decide the downlink and uplink data packets?

We will give detailed design of the four issues in the following part.

5.3.2 REQ transmit Clients Determination

One key issue in CCM is to let clients send data packets and REQ messages concur-

rently in the interference-resistant uplink transmissions, so that the OpenCCM controller

can update the ULink polling list and coordinate the clients’ transmissions effectively.

Although it is possible to detect all the information using the CCM PHY even when

multiple REQ messages from different clients are overlapped in the channel, this mecha-

nism will obviously increase the decoding error rate and make the design of CCM PHY

more complicated. To simplify the system design, we adopt a time division multiplexing

algorithm for sending REQ messages. The uplink transmission time is divided into sev-

eral REQ timeslots, each of which will be assigned to one client by AP in the downlink

transmission.

The number of REQ timeslots Nts represents the number of clients that can send

REQ messages during an uplink peroid. We set Nts = b tmax

tREQ+σ
c, where tmax and tREQ

represents the duration of the maximum data packet and the REQ message, respectively,

σ is the interval between two REQ messages to combat the time offset among clients. In

this thesis, I set σ = 10µs according to the experiment result in OpenTDMF [90].

Suppose the client set in the network is {C1, C2, . . . , CM}, and the number of clients
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M is always larger than Nts. To guarantee the fairness in the scheduling of uplink trans-

missions, we set a flag for each client Ci and denote it by flagi (i ∈ [1,M ]), then utilize

them to determine the REQ transmitted clients in each round to make all the clients

have comparable REQ transmission opportunities. The flag of each client is initiated

to be zero and will be updated at the end of each uplink transmission according to the

received REQ messages. The clients whose REQ messages are received in each round are

preserved in a temporary set REQ CLIENT. The update process is relatively simple and

described in Algorithm 5.1.

Algorithm 5.1 The client’s flag update algorithm
Input: {flagi}, i ∈ [1,M ];REQ CLIENT.
Output: The updated {flagi}, i ∈ [1,M ];
1: for i = 1 : M do

2: if Ci ∈REQ CLIENT then

3: flagi = 0;
4: else

5: flagi = flagi +Num(REQ CLIENT );
6: end if

7: end for

The client with a larger value in flag will have a higher opportunity to send a REQ

message in the following round. Especially, when flagi is larger than a threshold γ

(γ = 2M in this thesis), the controller should set the client Ci as the REQ transmit

client soon as it has not been permitted to transmit REQ for a long time. This criterion

will be considered in the link admission control in Section 5.3.5.

5.3.3 Interfering Lists Construction

The OpenCCM controller constructs a set of interfering lists through empirical observa-

tions, based on which it can maximize the concurrent transmissions in the scheduling.
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To illustrate the interfering lists clearly, I use a multiple-APs scenario shown in

Fig. 5.6(a) as an example. The network has two APs and five clients. Client C1, C2

and C3 are associated to AP1, C4 and C5 are associated to AP2. For each link, the con-

troller maintains an interfering list through a table whose entry is this link and contains

the information of all the links that will interfere with this link’s data transmissions. As

shown in Fig. 5.6(b), the controller has constructed a table for the link C4 → AP2. Its

entry is C4 → AP2, it maintains the links ∗ → AP2 and C3 → AP1 as the interfering

list because they can interfere with C4 → AP2’s data transmissions, where ∗ → AP2

indicates all the uplinks whose destinations are AP2. In Fig. 5.6(a), ∗ → AP2 is specified

to be C5 → AP2. Similarly, for the link AP1 → C3, a table is also constructed with the

entry of AP1 → C3, and the interfering list is AP2 → ∗, where AP2 → ∗ indicates all the

downlinks whose sources are AP2, and it can be specified to be AP2 → C4 and AP2 → C5

in this scenario. The interfering lists for all the other links can be constructed in the

same way.

At the beginning of each round, when the controller determines the downlink and

uplink transmissions, it will refer to the interfering lists to avoid interferences. All the

links in each interfering list are prohibited to proceed concurrently with the entry link.

For the search convenience, the interfering lists are divided into two groups, the uplink

and downlink directions, through the entry of each list. As shown in Fig. 5.6(b), the

interfering list of C4 → AP2 is located in the uplink group, while that of AP1 → C3

is located in the downlink group. Note that the two transactions in the uplink and

downlink directions are interleaved in the CCM design, thus, the interfering lists in the

uplink direction cannot contain downlinks, and vise versa.
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Figure 5.6: An example of the multiple-APs scenario.

The initial interfering lists are empty, the controller permits concurrent uplink or

downlink transmissions associated to different APs as it determines there is no mutual

interference among the links. Collisions will occur and APs will collect the conflict infor-

mation about which links have mutual interferences through packet losses, then report

to the controller to update the interfering lists.

5.3.4 Polling Lists Update

In the OpenCCM process, the DLink polling list is updated by the information from

the upper layer, and the ULink polling list is updated by the received REQ messages.

Both polling lists have a set of data packet’s information, each of which contains three

kinds of information: the source and destination of the data packet, its packet length
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and its priority. In this thesis, we suppose the data packet has two priority: high and

low. All the packets with high priority will be in the superior location of the polling

list, comparing with those with the low priority. The new incoming packet’s information

will be added to the polling list at the bottom of the packet set which has the same

priority with the incoming one. Here we use the scenario in Fig. 5.6(a) as an example

to illustrate the ULink polling list more clearly. As shown in Fig. 5.6(c), suppose the

polling list has already contained two links’ information, C1 → AP1 and C2 → AP1.

After receiving two REQ messages from C4 and C5, whose packets’ priorities are high

and low, respectively, the controller will insert C4 → AP2 after C1 → AP1, and insert

C5 → AP2 after C2 → AP1. The packet’s information obtained from the upper layer will

also be updated to the DLink polling list in the same way.

Upon sending a downlink data packet and receiving an ACK from the destination

client, the AP will report this packet’s information to the OpenCCM controller, so that

the controller can remove it from the DLink polling list. Meanwhile, upon receiving an

uplink data packet successfully, the AP will also report it to the controller to make it

removed from the ULink polling list.

In principle, OpenCCM will make the high priority packets in the polling lists pro-

ceeded at first; within the same priority, it will apply a first-in-first-out method for the

packet process.

5.3.5 Link Admission Control

Before the downlink and uplink transmissions of each round, the OpenCCM controller

should determine the downlink data packets, the polled clients and the REQ transmit
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clients.

Based on the OpenCCM design, when determining the link admission in each round,

the controller should guarantee that: (1) the admitted downlinks and uplinks have no mu-

tual interference so that they can proceed concurrently, (2) the polled clients can detect

the downlink packets successfully to get the polling information, (3) the REQ transmit

clients can also detect the downlink packets successfully to get the REQ timeslot infor-

mation, (4) all clients have comparable packet transmission opportunity to guarantee the

fairness.

The pseudocode of Algorithm 5.2 gives the details of link admission control in each

round. I use two matrices, ULINK and DLINK, to restore the admitted uplinks and

downlinks, and use a matrix REQ TX TEMP to restore the clients those have the op-

portunity to transmit REQ messages in this round. To simplify the description, I first

denote some symbols to convey specific information. I suppose the controller has known

all the association information between APs and clients, and use Ci ∝ APj to indicate

the client Ci is associated to APj. We use link1 < link2 to indicate the two links have

no mutual interference, and use INV (A → B) to indicate the inversion of link A → B,

that is B → A. I use link.SA, link.DA and link.pri to indicate the source, destination

and priority of link, respectively.

Note that the number of clients in REQ TX TEMP may be more than the REQ

timeslots Nts, the controller should select the clients whose flag are larger than the

remaining ones’ in REQ TX TEMP as the REQ transmit clients in this round.

Fig. 5.6(c) gives an example of the link admission control in the multiple-APs scenario

shown in Fig. 5.6(a). At the first round beginning from time t1, the controller first
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Algorithm 5.2 The link admission control in CCM
Input: {AP1, AP2, . . . , APK},{C1, C2, . . . , CM};

The DLink polling list ; The ULink polling list ; The interfering lists.
Output: (1) The admitted downlinks and uplinks in DLINK and ULINK;

(2) The potential REQ transmit clients in REQ TX TEMP;
1: m := 0; n := 0;
2: if find APk → Ci from DLink polling list

∧

(APk → Ci).pri=high then

3: m := m+ 1; APtemp := APk; DLINK(m) := APk → Ci;
4: else if find Ci → APk from ULink polling list

∧

(Ci → APk).pri=high then

5: n := n+ 1; APtemp := APk; ULINK(n) := Ci → APk;
6: else if find Ci whose flagi = max{flagj (j = 1, . . . ,M)} ∧

flagi > γ
∧

Ci ∝ APk then

7: Add Ci to REQ TX TEMP; APtemp := APk; REQ LINK:=APtemp → Ci;
8: if find APtemp → Cj from DLink polling list then

9: m := m+ 1; DLINK(m) := APtemp → Cj .
10: end if

11: if find Cl → APtemp from ULink polling list then

12: n := n+ 1; ULINK(n) := Cl → APtemp.
13: end if

14: else

15:

16: if get APk → Ci from the top of DLink polling list then

17: m := m+ 1; APtemp := APk; set DLINK(m) = APtemp → Ci.
18: if find Cj → APtemp from ULink polling list then

19: n := n+ 1; ULINK(n) := Cj → APtemp.
20: end if

21: end if

22: end if

23: for k = 1 : K do

24: if find APk → Ci from DLink polling list
∧

APk → Ci <{REQ LINK,DLINK(l)}(l ∈
[1,m]) then

25: m := m+ 1; APtemp := APk; DLINK(m) := APtemp → Ci;
26: if find Cj → APtemp from ULink polling list

∧

Cj → APtemp <{ULINK(l)}( l ∈ [1, n])
∧

APtemp → Cj <{DLINK(l)}( l ∈ [1,m]) then
27: n := n+ 1; ULINK(n) := Cj → APtemp.
28: end if

29: end if

30: end for

31: for l = 1 : m do

32: repeat

33: if DLINK(l).SA→ Ci <{REQ LINK,DLINK(l1),INV (DLINK(l2))}, l1 ∈ [1,m], l2 ∈
[1, n] then

34: Add Ci to REQ TX TEMP.
35: end if

36: until All the Ci ∈ {C1, . . . , CM} ∧

Ci ∝ DLINK(l).SA
37: end for
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gets a downlink AP1 → C1 from the top of DLink polling list, assigns C1 as the polled

client according to the ULink polling list, then sets the link AP2 → C4 that has no

interference with AP1 → C1 as another downlink, and assigns C4 as another polled client

as C4 → AP2 has no mutual interference with C1 → AP1. Finally, it sets C2 and C5

as the REQ transmit clients and allocates two REQ timeslots to them. At the second

round beginning from time t2, the controller finds C3.f lag is larger than γ, it sets C3 as

the REQ transmit client since this client has not been permitted to transmit REQ for a

long time. Meanwhile, C3 should detect the downlink packet successfully so as to obtain

its allocated timeslot in the uplink direction. The controller then allocates AP1 → C2 as

the downlink and C2 as the polled client. The process of Algorithm 5.2 will be conducted

at the beginning of each round to maximize the concurrent transmissions in the network.

5.4 Performance Evaluation

The goal of this section is to measure CCM’s ability to improve the throughput in WLANs

comparing with the 802.11 standard and another state-of-the-art protocol under two sce-

narios, a single-AP topology and a multiple-APs topology. The 802.11 standard recom-

mends two kinds of coordination functions: DCF (Distributed Coordination Function)

which is a distributed mechanism and is widely deployed in current networks, and PCF

(Point Coordination Function) which is a centralized method and makes clients coordi-

nated by AP through polling. Meanwhile, DCF contains two mechanisms: PCS which

uses physical carrier sense to access a wireless channel, and PCS+VCS which uses both

the physical and virtual carrier sense to access the channel. In this section, I intend to

compare CCM with the three mechanisms in the 802.11 standard, including PCF, PCS
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Table 5.1: Simulation parameters.
Parameter Value Parameter Value

Preamble 20µs SIFS 10µs
PIFS 19µs DIFS 34µs
Time slot 9µs CWmax 1023µs
u/v 8/2 CWmin 15µs

and PCS+VCS. I also compare CCM with OpenTDMF [90], a state-of-the-art proto-

col that utilizes the architecture of SDN to enable TDMA in WLANs. I implement all

protocols in ns-2.

For the CCM protocol, I do not implement the interference resistance mechanism

in the physical layer, but simplify it based on the received signal strength of REQ and

data packet. We enable the power control mechanism in the simulation, thus the two

signal strengths are comparable, and both the REQ message and the data packet can be

detected successfully. The OpenTDMF divides time into slots and the slot size is fixed to

be 2ms ∼ 10ms; it uses polling based method to control the uplink traffic, and designs

group polling period for clients to contend for their uplink transmissions. Here I set the

slot size to be 5ms, and set the group polling period to be 10 time slots, that means, the

APs trigger one group polling every 10 time slots.

Table 5.1 lists the configuring parameters in our simulations.

5.4.1 The Single-AP Topology

5.4.1.1 Throughput Analysis

I first conduct the simulation under a single-AP topology where there are one AP and

multiple clients in the network, and each client is randomly located around the AP. The
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transmission rate is set to be 6Mbits/s. We change the number of clients with traffic,

which indicates the number of clients that have packets to send out, to observe the effec-

tiveness of CCM. Each client has been configured a variable bit rate (VBR) flow, whose

average packet delivery rate is 1Mbits/s. Each flow has the same priority. The results in

Fig. 5.7 demonstrates that CCM can outperform OpenTDMF and the three mechanisms

in the 802.11 standard nearly in all cases. No matter the packet length lp is 1500bytes

or 500bytes, when the number of clients with traffic increases, the throughput of PCS

decreases dramatically due to the high probability of collisions in the hidden terminal

scenarios, and the throughput of PCS+VCS also decreases because of the the increased

collision probability of RTS/CTS frames, although the RTS/CTS mechanism can miti-

gate the hidden terminal problem and make the throughput relatively high comparing

with PCS. On the contrary, CCM, OpenTDMF and PCF have higher throughput com-

paring with the two distributed 802.11 mechanisms, as the overhead of collisions, backoff

and DIFS in both mechanisms can all be mitigated. Especially, when the number of

clients is larger than 6, CCM has about 48.7% throughput improvement over PCS+VCS

when lp = 1500bytes, and this value increases to 114.8% when lp = 500bytes, that’s

because the transmission overhead in PCS+VCS and PCS increases when lp decreases.

However, lp has little effect to the throughput of CCM and OpenTDMF. CCM has about

16.1% throughput improvement comparing with OpenTDMF, as the group polling in

OpenTDMF will degrade its throughput, while CCM permits the control message to be

transmitted with the data packet concurrently, leading to a higher throughput in the

network. The throughput of PCF increases along with the increase of the number of

clients with traffic, as the overhead induced by null polling decreases in this situation.

Especially, when the number of clients with traffic increases to about 16, PCF has the
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(b) lp = 500bytes

Figure 5.7: The overall throughput in terms of the number of clients with traffic under
two packet lengths in the single-AP scenario.

comparable performance with CCM.

As a conclusion, in this scenario, CCM outperforms OpenTDMF and PCF due to

reducing the overhead induced by group polling and null polling, it outperforms PCS and

PCS+VCS mainly due to avoiding collisions.

I also conduct a simulation to compare the throughput where the number of clients

in the network is fixed to 8, but the average packet delivery rate of each client varies

from 200Kbits/s to 2.0Mbits/s, as shown in Fig. 5.8. We can see that the throughput

of PCS maintains in a lower value, and the throughput of PCS+VCS decreases from

about 4.6Mbits/s when lp = 500bytes (shown in Fig. 5.8(a)) to about 3.1Mbits/s when

lp = 500bytes (shown in Fig. 5.8(b)). When the packet delivery rate is below 0.8Mbits/s,

CCM has comparable throughput with OpenTDMF; when the value is above 0.8Mbits/s,

CCM always has about 16.1% throughput improvement over OpenTDMF because of the

overhead induced by group polling. As the null polling of PCF in this situation is very
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(b) lp = 500bytes

Figure 5.8: The overall throughput in terms of packet delivery rate under two packet
lengths in the single-AP scenario.

few, making PCF have comparable throughput with CCM nearly in all cases.

5.4.1.2 Delay Analysis

I then conduct a simulation under this single-AP topology to analyze the packet delivery

delay when there are high priority flows in the network. Here we define the packet delivery

delay to be the duration from the time that one packet is generated to the time that this

packet is successfully received. The transmission rate is also set to be 6Mbits/s, and

the number of clients in the network is fixed to 8. We let 7 clients transmit low priority

packets with a fixed packet delivery rate of 1.0Mbits/s, and let one client transmit high

priority packets, whose rate is varied from 0.5Mbits/s to 5.0Mbits/s. Fig. 5.9 indicates

that CCM and OpenTDMF have comparable throughput of the high priority flow, and

they can outperform PCF, PCS and PCS+VCS dramatically, no matter lp is 1500 or

500 bytes. Meanwhile, Fig. 5.10 indicates that CCM and OpenTDMF can process the
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Figure 5.9: The throughput of the high priority flow in terms of packet delivery rate
under two packet lengths in the single-AP scenario.

high priority flow more rapidly than the other mechanisms. When lp = 1500bytes, the

average delay in CCM is about 6ms, the value increases to about 50ms in OpenTDMF,

about 400ms in PCS+VCS, and even about 800ms in PCF. CCM has the lowest delay

as AP can make the clients with high priority packets transmit immediately through the

REQ message, while OpenTDMF will make the client wait until the next group polling.

When lp = 500bytes, the performance is similar as that when lp = 1500bytes, although

the delay of each protocol decreases correspondingly. Note that we do not display the

delay in PCS, as the throughput is very low and the delay is meaningless in this scenario.

5.4.2 The Multiple-APs Topology

In this simulation, I evaluate the performance comparison of CCM, OpenTDMF, PCS

and PCS+VCS in a multiple-APs scenario. I do not take PCF into account as it cannot

work in this multiple-AP scenario.

142



Chapter 5: Coordinate Transmissions Centrally Based on Interference Resistance

CCM OpenTDMF PCF PCS PCS+VCS

1 2 3 4 5
0

2

4

6

8

10
x 10

5

The Delivery Rate of High Priority Packet(Mbits/s)

A
v
e
ra

g
e
 D

e
la

y
(u

s
)

 

 

(a) lp = 1500bytes

1 2 3 4 5
0

2

4

6

8

10
x 10

5

The Delivery Rate of High Priority Packet(Mbits/s)

A
v
e
ra

g
e
 D

e
la

y
(u

s
)

 

 

(b) lp = 500bytes

Figure 5.10: The average delay of the high priority flow in terms of packet delivery rate
under two packet lengths in the single-AP scenario.

5.4.2.1 Throughput Analysis

I randomly set up 5 nodes which act as APs in the network. Four clients are associated

with one AP and are randomly located around it. I configure a VBR flow from each client

to its AP, and also configure a VBR flow from each AP to a selected client. I change the

average packet delivery rate of each flow from 1Mbits/s to 6Mbits/s, and change the

packet length to be 1500 bytes and 500 bytes, to get the simulation results. As shown

in Fig. 5.11, although PCS has the lowest performance in the single-AP scenario, it has

comparable throughput with PCS+VCS in the multiple-APs topology, that’s because

PCS faces a serious unfairness issue in this scenario, thus presents a higher throughput

due to the collision avoidance. Fig. 5.11 also shows that CCM has about 151.6% and

OpenTDMF has about 75.6% throughput improvement over PCS and PCS+VCS when

lp = 1500bytes, and the values increase to about 510.6% and 341.1% when lp = 500bytes,

because the overhead induced by collisions, backoff, DIFS and control frame transmissions
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(b) lp = 500bytes

Figure 5.11: The throughput of the high priority flow in terms of packet delivery rate
under two packet lengths in the multiple-APs scenario.

increases when the packet length decreases in PCS and PCS+VCS mechanisms, but the

overhead has little effect on CCM and OpenTDMF.

CCM further has the throughput improvement of about 45.5% over OpenTDMF when

lp = 1500bytes, and about 41.3% when lp = 500bytes, which is larger than that in

the single-AP scenario. That’s because, besides the overhead induced by group polling,

OpenTDMF coordinates channel access in the flow level, and two flows can proceed

concurrently only if they have no mutual interference in both the uplink and downlink

transmissions. This design prohibits some concurrent transmissions that have interference

in one direction but have no mutual interference in the opposite direction.

As a conclusion, in this scenario, CCM outperforms OpenTDMF due to both in-

creasing concurrent transmissions and reducing the overhead induced by group polling,

while it outperforms PCS+VCS due to exploiting concurrency and reducing the overhead

induced by backoff, DIFS and control frame transmissions.

144



Chapter 5: Coordinate Transmissions Centrally Based on Interference Resistance

CCM OpenTDMF PCS PCS+VCS

1 2 3 4 5
0

1

2

3

4

5

The Delivery Rate of High Priority Packet(Mbits/s)

T
h

ro
u

g
h

p
u

t(
M

b
it
s
/s

)

 

 

(a) The throughput

1 2 3 4 5
0

2

4

6

8

10
x 10

5

The Delivery Rate of High Priority Packet(Mbits/s)

A
v
e
ra

g
e
 D

e
la

y
(u

s
)

 

 

(b) The average delay

Figure 5.12: The throughput and average delay of the high priority flow in terms of
packet delivery rate when lp = 1500bytes in the multiple-APs scenario.

5.4.2.2 Delay Analysis

I also conduct a simulation under this multiple-APs topology to analyze the packet deliv-

ery delay of four protocols when there are high priority flows in the network. We let one

client transmit high priority packets, whose rate is varied from 0.5Mbits/s to 5.0Mbits/s,

and let all the other links have low priority packets. Fig. 5.12 shows the throughput and

average delay of the high priority flow when lp = 1500bytes. The figure indicates that

CCM and OpenTDMF have comparable throughput of the high priority flow, and they

can outperform PCS and PCS+VCS dramatically. Meanwhile, CCM and OpenTDMF

can process the high priority flow more rapidly than PCS and PCS+VCS. The average

delay in CCM is about 10ms, the value increases to about 70ms in OpenTDMF, and

about 800-900ms in PCS and PCS+VCS.
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5.5 Summary

In this chapter, I propose CCM that can coordinate among nodes centrally in WLANs

through both utilizing OpenCCM design that is based on the architecture of SDN and uti-

lizing an interference-resistant mechanism in the physical layer, so as to mitigate the coor-

dination overhead and maximize concurrent transmissions, achieving a higher throughput

in the network. I also show CCM’s significant throughput improvement over the other

protocols by ns-2.
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Conclusions and Future Work

In this chapter, I first conclude this thesis by summarizing the original contributions,

then give some suggestions for the future work.

6.1 Conclusions

In this dissertation, I study the interference problem in current wireless networks from

analyzing the CSMA and RTS/CTS mechanisms in the widely-deployed 802.11 standard,

and conclude that the 802.11 standard prohibits concurrency because of two problems,

including the CA-CF problem and the varied-IR problem. Both problems will make nodes

waste the transmission and reception opportunities. Meanwhile, besides the overhead

induced by the two problems, these mechanisms also have some coordination overhead

such as back-offs, DIFS and the transmissions of control frames. All the overheads will

degrade the network performance. In this dissertation, I propose a cross layer approach

that benefits from both the physical layer and the upper layer design to decrease the

overhead in current wireless networks and improve the network performance. The physical

layer design focuses on making the control information transmitted with data packets
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successfully to eliminate its transmission overhead. The upper layer design is based

on the physical layer design, and focuses on design different interference management

protocols to maximize concurrency, avoid interference and reduce coordination overhead.

I first propose Interference Resistant Multiple Access (IRMA) to combat the exposed

terminal problem and exploit transmission opportunities in wireless networks from solving

the two problems. I propose a signature detection method in the physical layer to combat

control frames’ collisions, thus solves the CA-CF problem and exploits the transmission

opportunities at the transmitter side. I also design a new NAV update scheme in the MAC

layer to differentiate the interference ranges of different transmission links, and designs

a new channel access scheme for nodes to solve the varied-IR problem and exploits the

transmission opportunities at the receiver side. Experimental results based on USRP2

demonstrate the feasibility of the signature detection method, and simulations based on

ns-2 show that IRMA outperforms the 802.11 standard and other protocols significantly.

I then proposes Interference Cancellation Multiple Reception (ICMR) to further ex-

ploit reception opportunities also from solving both the problems, through discernible

interference cancellation, a physical layer mechanism that can successfully detect data

frames when collided by control frames. I analyze the concurrent transmission oppor-

tunities of one link from the transmitter’s transmission opportunities and the receiver’s

reception opportunities, then formulate the opportunities, and give theoretical analysis to

indicate that ICMR will have a higher opportunity gain over other protocols. Hardware

experiments based on USRP2 demonstrate the feasibility of the discernible interference

cancellation mechanism, and simulations based on ns-2 confirm that ICMR outperforms

the 802.11 standard and other protocols under different network scenarios.
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I finally propose concurrency-based coordination mechanism (CCM) that can coor-

dinate among nodes effectively in a centralized way to maximize concurrency and avoid

data packet interference in WLANs. I propose an interference-resistant mechanism in the

physical layer to make both the control message and data packets be detected correctly

when they are transmitted simultaneously. I also propose the OpenCCM design which

is based on the concept of SDN for WLAN management, to schedule the transmissions

in both the uplink and downlink directions in a centralized manner, so as to maximize

concurrency in WLANs. Experiment results in USRP2 demonstrate the feasibility of

the interference-resistant mechanism in the physical layer, and simulations based on ns-2

demonstrate the performance improvement of CCM comparing with other protocols.

6.2 Suggestions for Future Work

In this part, I will give some suggestions for future work.

6.2.1 Evaluate the Performance under Current 802.11 Stan-

dards

Currently, most wireless nodes have been deployed some new 802.11 standards, such

as 802.11n and 802.11ac, which increase the physical data rate to about 600Mbps and

> 1Gbps respectively, through wider bandwidth, higher-order modulations, MIMO tech-

nology, and so on. The protocol design in this thesis can also be applied to improve the

performance of current networks which deploy the new 802.11 standards.

At first, the two physical layer mechanisms in this thesis, including the signature

detection method (SDM) and the discernible interference cancellation (DIC), are mod-
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Figure 6.1: A scenario of the control message and data packets collided in MIMO com-
munication systems.

ulation independent theoretically, as their design is in the sample level, and it has no

relationship with the signal’s modulation method. We have conduct experiments for

SDM under different modulations and bit rates, the detection error rate is only related

with the signature’s sample length, but is not related with the modulation method and

bit rate. For DIC, I consider it may have a higher PER (packet error rate) in the case of

a higher-order modulation, as the small errors in control signal reconstruction may have

more impact to the higher-order modulated signal. I leave the performance of DIC under

higher-order modulation methods as one of my future work.

At second, as both 802.11n and 802.11ac are based on the MIMO technology, here

I want to use a simple scenario to illustrate both SDM and DIC still work in MIMO

wireless communication systems. For ease of description, we use the 2× 2 MIMO system

as an example. As shown in Fig. 6.1, consider a standard MIMO example that there

are two packets x1 and x2 transmitted from T to R through the antenna array. x1 is

transmitted from T ’s first antenna while x2 is from the second one. The received signal
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y1 and y2 at the two antennas of R are illustrated as follows:

y1 = h11x1 + h21x2,

y2 = h12x1 + h22x2.
(6.1)

where hij is the channel coefficient, it is a complex number and can be obtained in the

training phase. R can calculate x1 and x2 through solving this two-dimensional linear

equations.

According to the protocol design, a control message CTS or ACK from another node

R′ can be transmitted concurrently during this data transmission of T → R. As shown

in Fig. 6.1, we suppose the control message is transmitted through the first antenna and

a signature s1 is in the control message, then the received signal at R is:

y1 = h11x1 + h21x2 + h31s1,

y2 = h12x1 + h22x2 + h32s1.
(6.2)

The receiver R will first conduct the DIC process on the separate signal y1 and y2.

After detecting s1 in the received signal through SDM, R will reconstruct the received

signal h31s1 and h32s2 in y1 and y2 respectively, detach them to recover the original data

signal as represented in Ineq. (6.1), and finally calculate x1 and x2 through the standard

MIMO process. I consider this 2 × 2 MIMO example can be easily extended to a more

general m×n system. However, the performance of SDM and DIC in this situation needs

further study, I also leave it as my future work.

Based on the performance of SDM and DIC under both higher-order modulation

methods and the MIMO technology, I will further evaluate the performance improvement

of the cross layer protocols (IRMA, ICMR and CCM) in these situations.
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6.2.2 Some Other Suggestions

The research that has been completed in this thesis can also be extended in some direc-

tions.

• For the fields that are filled by signatures in the control messages, I use the pseudo-

noise code to accomplish the signature design, and obtain the hardware experiment

results using the designed signatures, as described in Section 3.4. I consider more

efficient codes may be exploited in the signature design to reduce the value of

SINR(Signature) that a signature can be detected correctly, and to reduce the

Hamming distance of pair-wise signatures, such as the Zadoff-Chu sequence [68] and

so on. This manner may reduce the length of designed signatures, and consequently

improve the performance of current mechanisms further.

• Based on the simulation results in section 3.5, I get the conclusion that “the perfor-

mance improvement of IRMA decreases along with the increases of the transmission

rate”. That is because the signature’s transmission rate is fixed to be 6Mbps when

the data transmission rate is varied from 6Mbps to 48Mbps, leading to more over-

head under higher data rate. When the signature transmission rate is set to be the

same with the data transmission rate, the performance improvement of IRMA can

still remain a high value under higher data rate. I leave it as my future work to

test the performance of IRMA when signatures are transmitted under higher-order

modulations.

• In the DIC design described in Section 4.3, I propose a blind estimation algorithm

to estimate the phase offset of the control channel, so as to reconstruct the control
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samples and detach them to recover the original data signal. However, this algo-

rithm may induce some errors to the recovered control signal because of the jitter of

frequency offset in the real networks, leading to a high packet error rate when the

signal strength of signatures increases comparing with that of the data packets. For

example, when SINR(Signature) > 4dB, the packet error rate is larger than 12%.

Inspired by [40], we may utilize the known shaping of each symbol to improve the

performance of channel estimation. In WLANs, every symbol is also over-sampled

by multiple samples, and the waveform of each symbol can be known based on

the modulation scheme. When receiving a collided signal containing a data packet

and a control message, one node first detects the position ∆ of the control message

through preamble synchronization, then gets some clean data samples before ∆.

Using the clean data samples and known shaping of this symbol, it can estimate

the following collided data samples of this symbol, and then can subtract the esti-

mated data samples from the collided signal to get the control samples, which can

be used to refine the control channel estimation.

• As the performance of data packet detection in DIC is high when SINR(Signature) =

0dB based on current design (the packet error rate is about zero in this scenario), I

design a power control mechanism in CCM to make the received signal strength of

signatures and data packets be comparable, so as to achieve a better performance,

as described in Section 5.2.3. I consider this power control mechanism can be ex-

tended to a distributed manner to minimize the data packet detection errors in

ICMR.

• In this thesis, I propose two interference resistance mechanisms in the physical layer,
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including SDM that can detect control messages successfully during interferences,

and DIC that can detect the data packet successfully when it is collided by the

control messages. I utilize the two mechanisms to design interference management

cross layer protocols in wireless networks to improve the network performance. I

consider these physical layer mechanisms can be utilized in other scenarios, such

as RFID, radio cognitive networks, and so on. For example, we have exploited the

SDM in RFID systems to improve the performance of tag identification [92], this

mechanism can be extended to improve the performance of missing tag identifica-

tion.

• I also try to exploit SDM to combat the POINT (power control induced hidden

terminal) problem in wireless ad hoc networks. Based on the basic power control

mechanism, the POINT problem is caused by the varied interference range induced

by the adjusted transmission power. I intend to design new CTS message to make it

carry the information of the interference range of ongoing link. Nodes utilize SDM

to detect the CTS, obtain the interference range and finally make proper decisions.

Some of this work has been published in [91].

• As described in Section 5.3.5, in the link admission control of CCM MAC, I make

the two transactions in the uplink and downlink directions interleaved. I consider

this design still make nodes miss some concurrent transmission opportunities, as

some uplinks may proceed concurrently during the downlink transmissions, and vice

versa. For example, as shown in Fig. 5.6(d), during the downlink transmission of

AP1 → C2, an uplink transmission C5 → AP2 can be permitted to proceed concur-

rently, as it will have no mutual interference with the transmission of AP1 → C2.
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However, permitting concurrent transmissions in the two directions will complicate

the protocol design, which would be a problem to solve in the future research.

• All the protocol design is based on an assumption that all the nodes access a single

channel. As the 802.11 standard recommends that nodes can access different chan-

nels in the network to avoid interference and increase concurrent transmissions, I

intend to extend the protocols proposed in this thesis to multiple-channel scenarios,

thus to further increase the network performance.
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