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Abstract

With the advent of modern satellite sensors, it is possible to produce massive

satellite images that provide rich land cover information. Object extraction,

one of the fundamental images processing technologies, plays an important

role to process these satellite images. With auxiliary of object extraction

technologies, it is possible to generate useful information and knowledge from

satellite images. Among various geo-information, road network extraction has

been received much attention, partly due to its fundamental role in modern

society and partly due to its challenging. Although this topic has been re-

searched for decades, the results extracted are commonly unsatisfactory due

to the extremely complicated natural scene and thus this topic is still not well

resolved. Overall, road extraction from satellite images is still in its infancy

and there is still large room to deep the insight into this topic.

An obvious trend of road extraction in the field of remote sensing is shifting

from low/middle resolution satellite images to Very High Resolution (VHR)

satellite images. Compared to low/middle spatial resolution satellite images,

VHR satellite images can provide much more structural details of road fea-

ture. Naturally, road extraction from VHR satellite images can exploit spatial

information in addition to spectral information, which is only available infor-

mation source for low resolution satellite images. Road extraction from VHR

satellite images has been receiving increasing attention in recent years.

This thesis focuses on the road delineation from Very High Resolution (VHR)

satellite images by exploiting multiple road information, such as geometrical

and spectral information. Specifically, several metrics are proposed to mea-

sure road geometrical characters in VHR satellite images. To make full use

of available road information, a framework has been designed to combine the

multiple information sources (i.e., geometrical and spectral features) to im-

prove road extraction accuracy. A new method has been designed to shift

traditional road extraction methods from pixel-based to object-based. By
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doing so, it is convenient to measure road features at object level that in

turn improves road extraction accuracy as well as computational efficiency.

Traditional road centerline extraction methods suffer from ‘spur’ problem.

To tackle this limitation, two methods have been proposed to extract accu-

rate road centerlines from classified road images. The presented work relies

on advanced computer vision methods, such as tensor voting and subspace

constrained and mean shift (SCMS). The proposed method does not require

rigorous road topology hypothesis in advance and thus has high generality.

An information fusion method has been presented to combine multiple road

extraction results produced by different methods or from different sensors. By

contrast to state-of-the-art, the new work is designed from the viewpoint of

computational geometry and sheds new insight on fusion of various road re-

sults from multiple methods or different sensors. Finally, a seed point based

semi-automatic method has been presented to eliminate road gaps to improve

the completeness of road network extracted. The presented method can be

used to process big road gap, which is a challenging work for most cutting-

edge technologies. The experimental results demonstrate the usefulness and

feasibilities of the proposed method in this thesis.
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Chapter 1

Introduction

1.1 Background

Urbanization is happening in just a few years in East Asia, according to the

World Bank (2015), as shown by the mass movement of people to cities and

the emergence of urban settlements. The region will have more decades of

urban growth as economies shift from agriculture to manufacturing and ser-

vices (2015). Within the advent of modern acquisition sensors (i.e., Ziyuan-3,

Ikonos, and QuickBird, etc.), Very High Resolution (VHR) satellite images

have become increasingly available and thus it is possible to monitor urban-

ization from space. Figure 1.1 presents three satellite images over Xuzhou

city, China, captured by different sensors.

Although we can obtain massive satellite images, the useful knowledge is still

limited. This is in part due to it is unable to timely process these images. To

meet this challenge, object extraction plays an important role in processing

these satellite images to produce useful information. Among various object

features, road extraction from satellite images has received much attention

in the past decades. This is because that updated road layers in Geographic

Information Systems (GIS) are critical for many urbanization issues, such

1
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(a) (b) (c)

Figure 1.1: (a)-(c) show the satellite images over Xuzhou, China, cap-
tured by Landsat, Ziyuan-3, and QuickBird, respectively.

as urban expansion estimation, urban planning, and traffic/population move-

ment monitoring (2014). Although this is not an easy task, especially in urban

areas, computer-aided road network extraction from remotely sensed images

provides a new opportunity to meet this challenge. Meanwhile, road extrac-

tion with the aid of computer can reduce manual work load and improve

efficiency. After years of development, there is still no compelling evidence

that the state-of-the-art road extraction methods can produce reliable and

satisfactory results for any situation (i.e., rural, urban/rural, and urban en-

vironments) or any spatial resolution. Numerous road extraction methods

have been proposed but it remains unclear as to when these methods will

be operational, as there is still rare commercial software regarding this topic.

Therefore, the road extraction problem remains a tremendous obstacle in the

field of remote sensing. The is because that a number of factors complicate

the road extraction task, as summarized in the following section.

Spectral similarity. The extraction of roads is particularly problematic

in urban areas due to the spectral similarity of roads and other impervious

surfaces such as buildings, as illustrated in Figure 1.2. Indeed, the spectral

separability of asphalt road surfaces and bituminous roofs is still not easy

since they tend to share similar spectral properties.

Material change. In real world scenarios, roads are made of various con-

struction materials, such as cement and asphalt. Generally, different materials
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Figure 1.2: (a) The test with three seed points which are shown in red.
(b) The spatial structural element of mathematical morphology.

(a) (b)

Figure 1.3: (a) The test with three seed points which are shown in red.
(b) The spatial structural element of mathematical morphology.

lead to different spectral characters. For instance, cement roads have high in-

tensity values on multispectral images, while asphalt roads low intensity values

(see Figure 1.3(a)). Hence, the variety of road material threats to the relia-

bility and accuracy of state-of-the-art methods, as most of methods can only

process one of these two cases (i.e., high intensity road or low intensity road).

Occupy. This problem is further exacerbated by issues related to the occlu-

sion of road surfaces by trees, shadow and the presence of vehicles (see Figure

1.3(b)). The occlusion of trees and shadow commonly leads to discontinuities

of the road segments extracted. Meanwhile, vehicles on the road result in

redundant ‘holes’ of the road segments extracted. This issue is particularly

common in dense urban environment, such as Hong Kong.

To overcome aforementioned challenges, the integrating of spectral and spatial
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information plays an important role. Given the extreme difficulty of distin-

guishing road feature from other man-made structures (such as car park and

building roof), deriving complementary information (i.e. geometrical feature)

from VHR satellite image is a rational option. In any case, understanding to

what extent the combination of spectral and geometrical information improves

the road extraction performance in VHR satellite image requires further re-

search and dialogue.

1.2 State-of-the-art road extraction methods

To date, road extraction from VHR satellite images has received a lot of atten-

tion, and various methods have been proposed. These methods can be roughly

classified into two groups: 1) automatic and 2) semi-automatic. In general,

semi-automatic methods can produce satisfactory result and thus are much

closer to the operational level than automatic methods. The reason is that au-

tomatic methods generally cannot achieve satisfactory results in complicated

scenes (i.e., dense urban environment). In contrast, the human interaction is

more robust to these cases. Despite this advantage, however, semi-automatic

delineation of roads from satellite images suffers problems of cost, accuracy,

and efficiency, resulting in labor-intensive processes. Automated tools to as-

sist analysts in this process would be of tremendous benefit for the production

of timely road data set. A comprehensive review is available in (Mena, 2003),

where road extraction methods are further categorized loosely into: 1) seed

point based method, 2) active contours, 3) machine learning, 4) object-based

method, and 5) other road extraction methods. However, many include meth-

ods that cross domains (for example, by exploiting the combination of machine

learning and object-based method). The methods are outlined as follows.
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Figure 1.4: An example of seed point based method. The source image
is from (Hu et al., 2004).

1.2.1 Seed point based method

The first category starts from user-defined road seed points, followed by road

segments delineation, which exploits spectral/spatial characters of roads to

recognize road network elements. In this category, a piecewise parabola model

(Hu et al., 2004) was presented to delineate the road centerline network. This

method firstly applies the piecewise parabola model around the seed point,

followed by the least square matching to solve the parameters of the precise

parabola to be extracted. Similar methods are presented in (Kimmel, 2004,

Lin et al., 2011). To reduce the seed point number, kernel density estimation

incorporating the geodesic method is presented in (Miao et al., 2014b). For a

specified pixel, road footprint (Hu et al., 2007) and angular texture signature

(Lin et al., 2008) are defined to measure the road probability from the shape

prospective. In (Bicego et al., 2003, Zhou et al., 2005), particle filtering is uti-

lized to trace a segment initiated by the seed point. The shortage of particle

filtering is that it fails to process road branches. To overcome this limitation,

particle filtering and extended Kalman filtering were integrated in (Movaghati

et al., 2010) to process complicated road cases. The single-image mode was

discussed in the foregoing road extraction methods. As an extension, Dal Poz

et al. (2012) presented a semi-automatic method for rural road extraction

from stereoscopic aerial images. This method derives the road seed points

to formulate the object-space road model, followed by optimization using dy-

namic programming. Figure 1.4 illustrates an example of seed point based

method.
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1.2.2 Active contour

The second category method relies on the user defined initial contour to im-

plement so-called active contour model to extract roads from satellite images.

Two fundamental papers reporting the application of active contour in road

extraction were given in (Gruen and Li, 1997, Laptev et al., 2000). Previous

studies show that, in a variety of road extraction tasks, a single snake suf-

fers from many limitations, such as the failure in disconnected road networks

and enclosed regions. To tackle this limitation, a family of quadratic snakes

(Marikhu et al., 2007) has been proposed for road extraction. This method

combines advances in oriented filtering, thresholding, Canny edge detection,

and Gradient Vector Flow (GVF) energy, which surpasses consistently outper-

forms a single snake. Similarly, a higher order active contour model (Rochery

et al., 2005) is designed to solve the road discontinuity issue caused by shad-

ows and trees. The parameter tuning and computational cost of active contour

are addressed by Li et al. (2015). The substitution of the traditional regular-

ization term by a Gaussian kernel benefits fewer parameters and larger time

step, which in turn improve the result smoothness and computational effi-

ciency. To improve road extraction accuracy, active contour model has also

been studied to integrate with other methods, such as graph cut (Rajeswari

et al., 2011), the multi-resolution analysis (Péteri et al., 2003), and Newton

snakes (Butenuth and Heipke, 2012). A comparison of different active contour

models for road extraction was given by Nakaguro et al. (2011). An example

of road extraction using active contour is given in Figure 1.5.

1.2.3 Machine Learning

The third category is based on the theory of machine learning. With the

spurious of machine learning, this powerful tool in the field of computer sci-

ence has naturally extended its application area into the road extraction. A

general framework of machine learning is given in Figure 1.6. Support Vector
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(a) (b)

Figure 1.5: (a) The original test image with initial contour which is shown
in red triangle. (b) The active contour extraction result.
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Figure 1.6: A general framework of machine learning.

Machine (SVM), a powerful tool in machine learning, has come into wide use

in road extraction (Fauvel et al., 2008, Shi et al., 2014a, Song and Civco, 2004,

Tarabalka et al., 2009). Meanwhile, artificial neural networks are applied to

extract roads, which concentrated on evaluating different structures of neural

networks along with different measuring units and descriptors (Mokhtarzade

and Zoej, 2007). A multistage strategy for automatically extracting roads

from high-resolution multispectral satellite images based on salient features

was introduced by Das et al. (2011). This method incorporates the salient

features of roads using P-SVM and Dominant Singular Measure (DSM). The

path classifier was studied to automatic delineation linear features from images

based on the global optimization with geometric priors (Türetken et al., 2011,

2012, Turetken et al., 2013). The junction-point processes (Chai et al., 2013)

and a higher-order conditional random field model (Wegner et al., 2013) were

also exploited to extract road network from the image. Particularly, Mnih

and Hinton (2010, 2012) addressed the application issue of machine learning

in road extraction from aerial images.
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1.2.4 Object-based method

The fourth category is relying on the object level information (see Figure

1.7) to extract road pixels. These algorithms are primarily pixel-based and

sometimes accompanied by textural information extracted from rectangular

regions, in which structural and conceptual information is not properly ex-

ploited. To overcome the shortcomings of the pixel-based methods and to

reduce the semantic gap, object-based algorithms have been developed (Baatz

and Schäpe, 2000, Benz et al., 2004, Herold et al., 2002). Object-based meth-

ods are known to achieve better results than pixel-based methods in processing

VHR satellite images (Blaschke, 2010, Blaschke and Strobl, 2001, Cleve et al.,

2008). A considerable number of studies have compared object-based ap-

proaches with traditional pixel-based classification methods (Baltsavias, 2004,

Ehlers et al., 2006, Frohn et al., 2005, Im et al., 2008, Laliberte et al., 2004).

Many of these studies have found that object-based methods typically pro-

duce higher classification accuracies than pixel-based methods do. A new

work proposed by Huang and Zhang (2009, 2013) is based on SVM and multi

feature model at both pixel and object levels. Peng et al. (2008) updated out-

dated road maps by incorporating generic and specific prior knowledge into

a multi-scale phase field model. Zarinpanjeh et al. (2013) used object-based

analysis for road map updates. Additionally, Grote et al. (2012) developed

a method for road network extraction using object-based analysis. In this

category, to improve road extraction accuracy, various road spatial features

derived from objects have been presented and then integrated with spectral

features. These spatial characters include shape features (Das et al., 2011, Han

et al., 2012, Shi et al., 2014a, Song and Civco, 2004), directional mathematical

morphological (Shi et al., 2014a, Valero et al., 2010), directional filter (Gamba

et al., 2006, Negri et al., 2006), et al. It is worth to note that the methods

in third and fourth categories frequently produce segments. The delineation

of accurate road centerline from the classified image was addressed in (Miao

et al., 2013). Although integrating shape features in road extraction results

in a good performance, it is challenging to obtain a universal linear feature
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(a) (b)

Figure 1.7: (a) A test optical satellite image. (b) The derived objects
where the boundary between objects is shown in red.

extraction method for all situations (Gamba et al., 2006), and this thesis will

further study this issue.

1.2.5 Other road extraction methods

There are also some other interesting road extraction methods. A wavelet

based approach for road extraction from VHR satellite images was presented

by Zhang and Couloigner (2004). Some new researches based on SAR im-

agery and LIDAR systems also have recently been presented (Gamba et al.,

2006, Negri et al., 2006, Poullis and You, 2010). An example of road ex-

traction using SAR image is reported in Figure 1.8. Doucette et al. (2001)

proposed an automated road centerline extraction method that exploits spec-

tral content from high-resolution multi-spectral images. The method is based

on anti-parallel edge centerline extraction and self-organized road mapping. A

fast linear feature detector for road extraction was introduced by Shao et al.

(2011). This method only considers ridge line (or bright ribbon) extractions

that are mostly roads in aerial and satellite images. An interesting method

that combines road color feature with road GPS data to detect road centerline

was given in (Cao and Sun, 2014).
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(a) (b)

Figure 1.8: (a) A test SAR image. (b) The road extraction result.

1.3 Objectives of the thesis

Based on the aforementioned issues, four objectives of this thesis have been

identified as follows:

• To design several measures to evaluate the road shape features.

• To propose a practical and effective method to extract road segments

from the VHR satellite images.

• To design a framework to characterize accurate road centerlines from

classified road images.

• To propose a method to connect large road gaps to eliminate road dis-

continuities.

1.4 Thesis outline

The outline of the thesis is summarized as Figure 1.9. The structure of this

thesis is organized as follows:

Chapter 2 presents a new approach for urban main road centerline extraction

from optical satellite images integrating spectral-spatial classification, Local

Geary’s C, road shape features, locally weighted regression and tensor voting.

This method has three main contributions: 1) initial road network extraction
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by fusion of spectral-spatial classification based on GANMM and homoge-

neous property measured by Local Geary’s C; 2) false roads removal based

on roads shape feature to extract reliable roads; 3) road centerline extraction

based on locally weighted regression and road network generation using tensor

voting. This work has been previously published in (Shi, Miao, and Debayle,

2014a) and (Shi, Miao, Wang, and Zhang, 2014b). Chapter 7 concludes re-

marks, followed by a brief look at future research for improving road network

extraction algorithms presented in this thesis.

These topics is included in Chapters 
2, 3, and 4.

The topic is covered 
by Chapter 5.

Input satellite 
images

Road 
properties

Road segments 
extractionMain line Accurate road 

centerline extraction
Eliminating 
road gaps

The topic is covered 
by Chapter 6.

Figure 1.9: The organization of the thesis

Chapter 3 explores a novel object-based road extraction method for VHR

satellite images. Specially, the main contributions of this chapter are: 1) a

novel proposal for two object-based filters to enhance road features in VHR

satellite images; 2) the design of a hybrid feature set to extract road features;

and 3) the integration of tensor voting (TV), active contour methods and the

geometry information to simultaneously fill road discontinuities and improve

the road smoothness. This work has been published in (Miao et al., 2015).

Chapter 4 addresses the issue of automatic dense urban road extraction. The

main contributions are four information fusion strategies designed from the

viewpoint of computational geometry.

Chapter 5 explores ways of delineating accurate centerlines from classified

road maps. We investigate two ways of performing accurate road centerline

extraction, called Feature Point based Subspace Constrained Mean Shift (F-

SCMS) method and Gaussian Mixture Model based Subspace Constrained

Mean Shift (GMM-SCMS) method. This chapter includes work previously

published in (Miao et al., 2014a) and (Miao et al., 2014c).
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Chapter 6 presents a novel algorithm to eliminate large road gaps to improve

the road extraction performance. The main contribution of this chapter is

that the road gap elimination problem is converted to a seed point based road

extraction issue. This chapter is mainly based on (Miao et al., 2014b).



Chapter 2

An Integrated Method for Road

Extraction

2.1 Introduction

The usefulness of VHR satellite images for land use and land cover mapping

is widely recognized. Due to the their spatial resolution and level of thematic

information content, VHR satellite imagery present great potential to meet

this requirement. The advantages of this category of imagery are especially

visible in spatially and spectrally complex areas; like for example diverse agri-

culture landscape with small and narrow fields. Due to the spatial resolution

of VHR images, the classification problems with mixed pixels widely known

for lower resolution images are in this case on second-rate level.

The shape features derived from VHR satellite images in image analysis have

already significantly confirmed their usefulness in quite wide range of appli-

cations. This chapter will introduce several shape features which are suitable

for the road extraction.

13
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2.2 The proposed method

The proposed method is presented in this section. The organisation of this

method is shown in Figure 2.1. The details of the above steps follow in detail

below.

Imagery

Spectral-spatial 
classification based 

on GAN

Final road 
map

Initial road 
map

Homogeneous 
property measured 

by local spatial 
statistics

Information 
fusion

Filtering by shape 
features

Road centerline 
extraction by locally 
weighted regression

Road network 
generation by tensor 

voting

Figure 2.1: Flowchart of the proposed methodology.

2.2.1 Spectral-spatial classification

The purpose of the spectral-spatial classification step is to segment the imagery

into two groups: road groups and non-road groups. In this study, general

adaptive neighbourhood mathematical morphology (GANMM) is investigated

for spectral-spatial classification.

The GANMM has been introduced by Debayle and Pinoli (2006, 2009, 2012).

The central idea of GANMM is to substitute traditional fixed-shape structural

elements (SEs) by adaptive SEs. Suppose D ⊆ R2 is the spatial domain of

an image and I is the natural set of image mappings from D into R. In this

chapter, the general adaptive neighbourhood (GAN) sets V f
m (x) are defined

as

V f
m (x) = Cf−1([f(x)−m , f(x)+m]) (x) (2.1)
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where f is a criterion mapping, m ∈ R+ is a homogeneity tolerance, x is a

pixel within the spatial support D of the image f ∈ I. The set V f
m (x) is

(a) (b) (c)

Figure 2.2: (a) The test with three seed points which are shown in red.
(b) The spatial structural element of mathematical morphology. (c) The
spatial structural element of GAN.

characterized by the following two properties:

1. ∀y ∈ V f
m (x) |f (y)− f (x)| ≤ m.

2. the set is connected.

Based on the definition of AN, the adaptive SEs are defined as

∀ (m, f, x) ∈ R+ × C ×D Rf
m (x) =

⋃
z∈D

{
V f
m (z)

∣∣x ∈ V f
m (z)

}
(2.2)

Figure 2.2 illustrates the difference of spatial element used in MM and GANMM.

It can be seen that the adaptive SE used in GANMM is tailored to the real

spatial structure of the nature image. In the field of image processing, math-

ematical morphology (MM) is one of commonly used image processing tech-

nologies. MM can be used to smooth the noise image. In fact, the closing

operator in MM can be taken as a non-linear smoothing filter. Morphology has

become popular in recent years. The basic operations are available in many
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image analysis software packages. Morphology lends itself to efficient parallel

hardware implementations and computers using this are available. For detail

background of MM, we referred interesting readers to (Serra, 1986). Despite

its simplicity and efficiency, MM suffers from two factors: 1) the predefined

fixed structural element (SE), and 2) the window size selection. In most

cases, the image filtering result by MM cannot retain the spatial structure of

the original image that leads to useful information loss.

By applying the adaptive SEs, the adaptive dilation and adaptive erosion are

then defined as,

Df
m (f) (x) = sup

ω∈Rfm(x)

f (ω) Ef
m (f) (x) = inf

ω∈Rfm(x)

f (ω) (2.3)

Therefore, the GAN closing and the GAN opening are given as,

Cf
m (f) (x) = Ef

m ◦Df
m (f) (x) Of

m (f) (x) = Df
m ◦ Ef

m (f) (x) (2.4)

Figure 2.3 presents a comparison of classical and GAN-based MM. As can be

seen, results of classical MM are blurred and the image spatial structure is

also damaged by using classical MM. However, GANMM does not produce

blurred effects; hence the image spatial structure is well retained. The re-

sults also indicate that GANMM produces smooth results which reduce the

local spectral variance caused by image noise. One limitation of GANMM

is that its computational cost is high for processing large images and with

small homogeneous tolerance values. To tackle this limitation to some extent,

this chapter presents an efficient GANMM (EGANMM) (see Appendix A and

Appendix B).

In the next phase, morphological profiles (MPs) are constructed based on the

aforementioned GANMM method. Morphological profiles (MPs), proposed by

Pesaresi and Benediktsson (2001), are representations of the size and shape

information of objects in the image. The profiles are composed of multiple
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(a) (b) (c)

(d) (e)

Figure 2.3: The comparison of classical MM and GANMM. (a) Original
image. (b) Classical opening. (c) Classical closing. (d) Adaptive opening.
(e) Adaptive closing. In this example, the homogeneity tolerance value is
30.

morphological processes using increasing sizes of a structuring element (SE).

In this chapter, the adaptive MPs (using GANMM) at a pixel x of an image

f (I) is computed as,

MP (x) = {Cmn (x) , ..., I (x) , ...,Omn (x)} (2.5)

where mn denotes the nth homogeneous tolerance.

For the multispectral imagery with B-bands, Equation 2.5 will be rewritten

as:

MP (x) =
{
MP 1 (x) ,MP 2 (x) . . .MPB (x)

}
As can be seen from the Equation 2.5, MPs contain spectral information as
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well as the image spatial information. Figure 2.4 shows an example of MPs

obtained by applying a series of homogeneity tolerance. After the construc-

tion of MPs, the pixel-wise classifier, such as Bayes classifier, Support Vector

Machine (SVM) (Cortes and Vapnik, 1995) and Neural Networks, is then se-

lected to classify the imagery. In this chapter, SVM is selected for two main

reasons. First, previous studies show that the SVM performance is as good as

or significantly better than other competing methods in most cases (Burges,

1998). Second, SVM is a supervised classification method which can still work

when road materials and intensity change. Here, the SVM classification result

(a) (b) (c)

(d) (e)

Figure 2.4: The construction of MPs based on adaptive openings and
closings. (b)-(c) show adaptive opening results, while (d)-(e) adaptive clos-
ing results. In this example, homogeneity tolerances are 30 and 50.
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is expressed as,

S (x) =

1 , if x is classfied as road

0 , otherwise

(2.6)

2.2.2 Local homogeneous property

Due to the complexity of urban images, other land-cover types, such as build-

ings, park lots and bare soil, tend to be misclassified as roads. It is difficult

to completely extract roads using classification alone, and hence there is large

room to improve road extraction accuracy. To overcome this problem, more

road properties should be studied and integrated with classification.

Roads are continuous features. Based on this property, the inference is that

roads should be located in homogeneous regions. In this chapter, Local

Geary’s C (Anselin, 1995) is used to measure image local homogeneity prop-

erties. Local Geary’s C, one of the local spatial statistics indicators, measures

the autocorrelation between a pixel and its neighbouring pixels.

Local Geary’s C is defined as:

ci =
1

1
n

n∑
j=1

(yj − ȳ)2

n∑
j=1

wij[(yi − ȳ)− (yj − ȳ)]2

=
1

1
n

n∑
j=1

(yj − ȳ)2

n∑
j=1

wij(yi − yj)2

(2.7)

where n is the number of georeferenced observations, yi is the value of the

observation at the ith location, ȳ is the mean of the observations, wij is the

weight of spatial relations between points i and j. For ease of computation,

wij is set as 1 in this study.

The Local Geary’s C index identifies areas of high variability between a pixel

value and its neighbouring pixels. It is useful for detecting edge areas between

clusters and other areas with dissimilar neighbouring values. Figure 2.5 gives
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a comparison result of three local spatial statistics. As can be seen, Local

Geary’s C is more suitable to measure the local homogeneity of the grey values.

In this study, the window size is 2 pixels as suggested by experimental results.

(a) (b) (c)

Figure 2.5: (a)-(c) show the Getis-Ord Gi map, Local Moran’s I map,
and Local Geary’s C map respectively.

Figure 2.6 shows the results of Local Geary’s C on an image with different

window sizes. As shown in Figure 2.6(c), the Local Geary’s C computed from

large size windows damages the homogeneous property of small areas. After

(a) (b) (c)
s

Figure 2.6: (a) Original image. (b) Local Geary’s C result (window size
= 2 pixels). (c) Local Geary’s C result (window size = 6 pixels).

the computation of the Local Geary’s C of every spectral band, a binary SVM
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classification is then applied to extract homogeneous regions. The binary

classification result is defined as,

L (x) =

1 , if x is in the homogeneous region

0 , otherwise

(2.8)

Once the spectral-spatial classification and Local Geary’s C results are ready,

these two results can be combined to improve the robustness and the accuracy

of extracted roads by incorporating different road features. After Step A and

Step B, the classification and Local Geary’s C binary result is combined using

the following information fusion rule,

F (x) =

1 , if S (x) = 1 and L (x) = 1

0 , otherwise

(2.9)

A comparison of classification and information fusion results is presented in

Figure 2.7. As can be seen, the information fusion not only removes mis-

classified roads to some extent, but also disconnects most misclassified and

true roads. After disconnecting misclassified and true roads, it can be seen

from Figure 2.7(c) that misclassified and true roads have different geometrical

properties. This opens a door to filter information fusion result using shape

features to further improve road extraction accuracy.

(a) (b) (c)

Figure 2.7: (a) Original image. The reference road is shown in red. (b)
Classification result. (c) Information fusion result.
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2.2.3 Filtering misclassified road pixels

Misclassified roads will be removed to some extent by combining road results

from different sources. However, false roads still exist and further processing is

necessary to improve the reliability of road extraction. In general, roads have

a unique geometric property, quite different from other land cover features.

Roads are always elongated with small changes-of-curvature. Hence, road

shape information can be used to filter false segments. In this study, image

moments are used to measure road shape feature. The key advantage of using

image moments is that the filtering threshold can be set automatically via its

distribution histogram.

For an m× n image, its (p+ q) order moment (Flusser, 2006) is defined as,

mpq =
m−1∑
x=0

n−1∑
y=0

(x)p � (y)qI (x, y) (2.10)

where I (x, y) is the grey value at the point (x, y), p and q are non-negative

integers, (p+ q) is called the order of the moment.

Corresponding central moment µpq is then given as,

µpq =
∑
x

∑
y

(x− xc)p(y − yc)qI (x, y) (2.11)

where the coordinates (xc, yc) denote the centroid of I (x, y), xc = m10

m00
and

yc = m01

m00
.

Based on Equation 2.11, the normalized moment ηpq is described as,

ηpq =
µpq
µγ00

(2.12)

where γ = (p+ q + 2)/2.

The sum of second order moments is computed as:

M1 = η02 + η20 (2.13)
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Previous studies (Lu et al., 2009) show that roads have large values of M1

as they are complex and irregular, and hence, segments with values of M1

less than a threshold TM1 are removed. In this chapter, the TM1 threshold is

automatically defined with Otsu’s adaptive method (Otsu, 1975). Connected

component analysis (CCA) is used to label each disjoint segment and compute

its value of M1. The detailed filtering steps by image moments are given in

Algorithm 1, as follows:

Algorithm 1 Removing misclassified road pixels

1: Input
2: The original classified image
3: Output
4: The filtered image.

1: Label the connected segments.
2: Obtain second moment (M1) value of each connected segment.
3: Select the TM1 threshold by using Otsu’s method.
4: for e doach component
5: if ( thenM1 ≤ TM1)
6: delete that segment
7: end if
8: end for

2.2.4 Road centreline extraction

After road extraction, morphological thinning algorithms are a commonly used

method to extract road centrelines. The advantage of the thinning algorithm

is that it is both fast and easy to perform. However, road centrelines extracted

by this method always produce many spurs which reduce the smoothness and

correctness of road network. To solve this problem, the local linear kernel

regression method to extract the road centrelines is used in this study.

Local linear kernel regression (Hastie et al., 2009) solves a separate weighted

least squares problem at each target point x0

min
α(x0),β(x0)

N∑
i=1

Kλ (x0, xi) [yi − α (x0)− β (x0)xi]
2 (2.14)
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where N is the number of points, Kλ (x0, xi) = D
(
|x0−xi|

λ

)
is the kernel func-

tion which determines local weights, λ is the smoothing parameter of kernel

function, α (x0) and β (x0) are the solutions to the weighted least squares

problem.

After solving Equation 2.14, the estimate is then expressed as,

f̂ (x0) = α̂ (x0) + β̂ (x0)x0 (2.15)

The matrix form of Equation 2.15 is given as

f̂ (x0) = b(x0)T
(
BTW (x0) B

)−1
BTW (x0) y

=
N∑
i=1

li (x0) yi
(2.16)

where β =


b(x1)T

b(x2)T

...

b(xN)T


N×2

, W =


Kλ (x0, x1)

. . .

Kλ (x0, xN)


N×N

, b(x)T =

(1, x).

In real world applications, road networks are complex and generally have many

junctions. Hence, road centrelines cannot be directly extracted by regression.

To overcome this problem, a road network decomposition method is proposed

in this study. Figure 2.8 gives a summary of the centreline extraction from

classified roads using a locally weighted regression method. Firstly, junction

areas of the road network are detected by the tensor voting method (Medioni

et al., 2000, Mordohai and Medioni, 2006), which will be introduced in the

next section. Secondly, the road network is decomposed to unconnected parts

using the tensor voting method. Thirdly, centrelines are extracted by applying

the locally weighted regression to every branch. Finally, all isolated centrelines

are combined with junctions.
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Original road network
Detect junction area 
using tensor voting

Decompose road network into 
unconnected components

Extract centerline of each 
component by locally 
weighted regression

Combine centerlines and 
junction

Figure 2.8: Road centreline extraction using local linear kernel smoothing
regression.

2.2.5 Road network generation

Extracted roads always have discontinuities caused by many factors, such as

the image noise, shadows, and the classifier’s limitations. The purpose of

road network generation is to eliminate road gaps to generate a complete road

network. In this study, tensor voting is introduced to link unconnected roads.

Tensor voting is a perceptual grouping and segmentation framework intro-

duced by Medioni et al. (Medioni et al., 2000, Mordohai and Medioni, 2006).

In 2-D, a second-order symmetric tensor T is defined as,

T =
[
−→e1
−→e2

]λ1 0

0 λ2

−→e1

−→e2


= λ1

−→e1
−→e1

T
+ λ2
−→e2
−→e2

T

(2.17)

where λi are the eigenvalues and−→ei are corresponding eigenvectors. The tensor

T can be decomposed as follows:

T = (λ1 − λ2)−→e1
−→e1

T
+ λ2

(−→e1
−→e1

T
+−→e2
−→e2

T
)

(2.18)
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where −→e1
−→e1

T
is a stick tensor with associated saliency (λ1−λ2) which indicates

an elementary curve, (−→e1
−→e1

T
+ −→e2

−→e2
T

) with associated saliency λ2 describes

a structure which has no orientation preference to a location where multiple

orientations coexist. The saliency decay function has the following form:

x

y

θ

2θ

s
l

O

C

P

sin
2sin

l
s

k
l





 



Figure 2.9: Votes cast by a stick tensor located at the origin O. C is the
centre of the osculating circle passing through points P and O.

DF (s, κ, σ) = e
−
(
s2+cκ2

σ2

)
(2.19)

where s is the arc length OP (see Figure 2.9), κ is the curvature, c controls

the degree of decay with curvature, and σ is the scale factor which determines

the effective neighbourhood size.

After tensor voting, vote analysis is performed to analysis the points feature.

The following cases have to be considered:

1. A point with (λ1 − λ2) > λ2 is classified as a curve point.

2. A point with λ1 ≈ λ2 > 0 is classified as a region or junction point.

3. A point with low values of λ1 and λ2 is classified as an outlier.
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An important advantage of tensor voting is that it can recognise global context

refinement automatically and the connection hypothesis does not need to be

set in advance. Another advantage of tensor voting is that it has only one

parameter, scale factor σ, to be set by users. These advantages of tensor voting

make it an ideal choice to eliminate road discontinuities. Figure 2.10 shows

two examples of road connection results. It can be seen that discontinuities

are successfully removed.

(a)

 

  

(b) (c)

(d)

 

(e) (f)

Figure 2.10: Road connections using tensor voting. The first to third
columns show the input images, stick saliency maps, and connection results,
respectively.

2.3 Experimental evaluation

This chapter focuses on main road extraction from urban remote sensing im-

ages. In this chapter, the definition of “main road” depends on road width.

The road whose width is 4-6 pixels is defined as “main road”. The correspond-

ing road reference map is generated by hand drawing method.

In the following section, several experiments which test the proposed method

are described. The proposed method is also compared with other methods in

literature to show advantages and disadvantages of the proposed method.
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2.3.1 Efficiency comparison of GANMM and EGANMM

The computational efficiency of GANMM and EGANMM is firstly compared

on an gray image with a spatial size of 301 × 301 pixels. To this end, the

homogeneity tolerance value is changed from 3 to 33 with an increment step

of 5 and we observe its influence on the computational efficiency on GANMM

and EGANMM, respectively. The comparison results are reported in Figure

2.11.

From Figure 2.11, it is clear that the computational load of GANMM fluc-

tuates significantly over the change of homogeneity value. At the smallest

homogeneity value (i.e. 3) GANMM stands at the highest the computational

load. With the increment of homogeneity value, the computational load drops

rapidly. The figures remain stable when the homogeneity value is becoming

larger than a certain value. For instance, in Figure 2.11, when the homogene-

ity value is becoming larger than 28, the computational load is gradually close

to 30s. Moreover, the image spatial size also has a factor on the GANMM

efficiency. For the same homogeneity tolerance value, the larger spatial size,

the higher computational load of GANMM is. For instance, when the homo-

geneity tolerance value is 3, the computational load is approximately 350s for

an image with a spatial size of 301 pixels × 301 pixels. Therefore, both the

homogeneity tolerance value and the image spatial size influence the GANMM

efficiency. The small homogeneity tolerance value or large spatial size leads

to high computational load of GANMM.

On the contrary, EGANMM is insensitive to the image spatial size and homo-

geneity value. With the increase of image spatial size and homogeneity value,

the computational load of EGANMM is steadily changed. Figure 2.11 indi-

cates that EGANMM is more efficient than GANS, particularly when the ho-

mogeneity value is small or the image spatial size is larger. This demonstrates

that the computational efficiency of EGANMM is less sensitive to the homo-

geneity tolerance value than that of GANMM. In other words, EGANMM is

more robust to the homogeneity tolerance value than GANMM.
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3 8 13 18 23 28
GAN 342.35 166.69 91.72 55.46 38.88 29.34
EGAN 10.78 19.4 24.13 25.62 24.45 23.46
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Figure 2.11: The efficiency comparison of classical GANMM and the
proposed efficient GANMM.

2.3.2 Tests on different spectral-spatial classification meth-

ods

The initial road network of the proposed method is extracted using the spectral-

spatial classification. In this experiment, different spectral-spatial classifica-

tion methods were used to test the performance of road segmentation accuracy.

The experimental area is a part of the Xuzhou City image recorded by an

infrared multispectral spectrometer carried by the Ziyuan-3 satellite, a Chinese

Earth Observation satellite. The Ziyuan-3 satellite technical data is given in

Table 2.1. Figure 2.12(a) gives the image of the dataset. The hand-drawn

reference road map is given in Figure 2.12(b). Figure 2.12(c) shows the road

extraction result by pixel-wise SVM classification (Cortes and Vapnik, 1995),

Figure 2.12(d) shows the road extraction result by the algorithm proposed by

Tarabalka et al. (Tarabalka et al., 2009), using the EM clustering approach.

The result by the algorithm proposed by Fauvel et al. (Fauvel et al., 2008) is

illustrated in Figure 2.12(e) and Figure 2.12(f) shows the roadmap detected

by the method proposed in this study.
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(a) (b) (c)

(d) (e) (f)

Figure 2.12: (a) Original image. (b) Reference road map. (c) Road
extraction result by pixel-wise SVM (Cortes and Vapnik, 1995). (d) Road
extraction by Tarabalka’s method (Tarabalka et al., 2009). (e) Road extrac-
tion by Fauvel’s method (Fauvel et al., 2008). (f) Road extraction result
by the proposed method.

The classification accuracy and error rate (Sokolova and Lapalme, 2009) are

used to evaluate different spectral-spatial classification methods. The results

are presented in Table 2.2. As can be seen, Tarabalka’s method (Tarabalka

et al., 2009) and Fauvel’s method (Fauvel et al., 2008) achieve lower classifica-

tion accuracy compared to pixel-wise SVM which uses only spectral informa-

tion. This is because many non-road pixels are misclassified as roads by using

these two methods. The results indicate that GAN integration together with

the spectral classification results substantially improves road classification ac-

curacy. Compared to classification using only spectral information, there is a

10% improvement in the proposed classification method. A vision compari-

son reveals that the completeness and correctness of the proposed method are

superior to those of the other three methods. Hence, spectral-spatial classifi-

cation based on GAN is used in the proposed method.
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2.3.3 Experiment 1

In this experiment, an image recorded by the Ziyuan-3 satellite is used to verify

the performance of the proposed method. The image is 322 by 472 pixels.

Figure 2.13(a) shows the study area in image form. The manually formed

ground truth data is shown in Figure 2.13(b). The remote sensing image used

in this study has a spatial resolution of 6m per pixel. At this resolution,

smaller roads are unclear, hence only “main roads” with widths of about 5-

6 pixels are able to be extracted. Firstly, the morphological profile (MP)

(a) (b) (c)

(d) (e) (f)

Figure 2.13: (a) The study area image. (b) A hand-drawn reference road
map. (c) Classification result using SVM. (d) Example of Local Geary’s C
results. (e) Binary classification of Local Geary’s C map. (f) Fusion result.

was constructed by applying a series of GAN openings and with increasing

homogeneity tolerance. In this study, the homogeneity tolerance is set to 10,

20 . . . 40. SVM was then trained to classify the whole image. In this chapter,

Libsvm library (Chang and Lin, 2011) was used to train SVM classifier. The

optimal parameters were selected as C = 128 and γ = 0.00313. The SVM

classification result is shown in Figure 2.13(c). The road features are shown

in white and the non-road features in black. As can be seen from this Figure,

road features are extracted well by spectral-spatial classification. However,

due to spectral similarity, false roads such as parks, buildings and bare soil

were misclassified as roads and further processing was needed.
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After spectral-spatial classification, Local Geary’s C of each band was com-

puted. Figure 2.13(d) shows an example of the Local Geary’s C result. The

result shows that the homogeneous areas have low intensity and edge pixels

have large intensity. By applying supervised binary classification, the Local

Geary’s C map was segmented into two parts: homogeneous regions and edge

pixels, as shown in Figure 2.13(e) where homogeneous regions are shown in

white and edge pixels in black.

The classification result and Local Geary’s C binary result were fused by

applying logical ‘and’ operation (see Figure 2.13(f)). As can be seen, fusion

of classification and Local Geary’s C result reduced misclassified roads to

some extent. Some misclassified roads which connected with roads were also

disconnected after applying information fusion which is convenient to remove

by using shape feature in the following step. Based on these results, it is

concluded that information fusion leads to improve the robustness of road

extracted.

After fusion processing, the second moment value of each object in road im-

agery was computed. Figure 2.14(a) shows the second moment distribution.

As seen in Figure 2.14(a), the second moment difference between road fea-

ture and non-road feature is obvious. In this experiment, the second moment

threshold is set as 0.33. The objects whose second moment values smaller than

0.33 were removed. The filtering result is shown in Figure 2.14(b). The lo-

cally weighted regression was then performed to extract road centreline and is

shown in Figure 2.14(b). The road centreline map is shown in Figure 2.14(c).

To eliminate discontinuity, tensor voting was performed. In this study, the

scale parameter was set as 20. The road network generation result is shown in

Figure 2.14(d). The superposition result of the original image and extracted

road centreline is shown in Figure 2.14(e).

Figure 2.15 shows comparison results produced by the thinning algorithm and

the proposed method. It is clear from results that the road centreline extracted

by the thinning algorithm has many spurs which reduces the smoothness and

accuracy of the result. As seen from the results, the centreline extracted by
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(a) (b) (c)

(d) (e)

Figure 2.14: (a) Second order moment distribution of information result.
(b) Filtering result. (c) Road centreline extraction result. (d) Road network
generation result by tensor voting. (e) Road network and original image
superposition. True positives are shown in red, false positives in green and
false negatives in blue.

(a) (b)

Figure 2.15: (a) The thinning algorithm extraction result. (b) The pro-
posed method extraction result.

the proposed method does not produce spur and retains the road’s smooth-

ness. However, the result also indicates that the proposed method fails to

handle the complicated junctions, such as the crossing circle.

2.3.4 Experiment 2

In the second experiment, the developed method was tested on another image

of an urban area in Xuzhou. The image has a spatial dimension of 469× 477.

An image of the dataset and the hand-drawn reference map are presented in

Figure 2.16(a) and 2.16(b), respectively. In this experiment, the optimal SVM
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parameters were selected as: C = 512 and γ = 0.5. The spectral-spatial clas-

sification result is illustrated in Figure 2.16(c). The Local Geary’s C map and

its binary map are given in Figure 2.16(d) and Figure 2.16(e), respectively.

The fusion result of spectral-spatial classification and Local Geary’s C result

is given in Figure 2.16(f).

(a) (b) (c)

(d) (e) (f)

Figure 2.16: (a) The image of the study area. (b) Hand-drawn reference
road map. (c) Classification result from SVM. (d) Example of Local Geary’s
C results. (e) Binary classification of Local Geary’s C map. (f) Fusion
result.

As for the previous experiment, the second order moment of each object was

computed after performing information fusion. The second order moment dis-

tribution is shown in Figure 2.17(a). From Figure 2.17(a), it is seen that the

second order moment value of road and non-road features is easily separated.

In this experiment, the second order moment threshold is 0.45. The filter-

ing algorithm with threshold 0.45 gave the result shown in Figure 2.17(b).

The locally weighted regression algorithm was performed to extract the road

centreline, resulting in Figure 2.17(c). The road network was then connected

by the tensor voting method to eliminate gaps between the road segments.

Figure 2.17(d) shows the road network generation result. The superposition
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result of the original image and extracted road centreline is given in Figure

2.17(e). To evaluate the proposed method, the following three accuracy mea-

(a) (b) (c)

(d) (e)

Figure 2.17: (a) Second order moment distribution. (b) Filtering result.
(c) Road centreline extraction result. (d) Road network generation result
by tensor voting. (e) Road network and original image superposition. True
positives are shown in red, false positives in green and false negatives in
blue.

sures proposed by Wiedemmann et al. (1998) were used in this study.

Completeness =
TP

TP + FN
(2.20)

Correctness =
TP

TP + FP
(2.21)

Quality =
TP

TP + FP + FN
(2.22)

where TP , FN and FP represent true positive, false negative and false posi-

tive, respectively.

Table 2.3 shows the proposed method performance. Mayer et al. (2006) claim

that the achievement of a completeness of at least 60% and a correctness of

at least 75% are the absolute minimum for road extraction results, before
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they can be considered useful in practice. From Table 2.3, it is seen that the

proposed method in this study achieves these goals.

Table 2.3: The performance of the proposed method

Experiment Completeness (%) Correctness (%) Quality (%)

1 94.03 98.1 92.34
2 85.24 83.38 72.86

2.3.5 Tests on scale parameter

Tensor voting is used in the proposed method to eliminate the road disconti-

nuity caused by image noise, such as shadows, trees and other obstructions.

Only one parameter needs to be set by the users: scale parameter σ. In

this section, the sensitivity of the proposed method to variations of the scale

parameter is tested and the method and results are given in this chapter.

First, a simulation image was used to test the influence of the scale parameter

setting on the connection result. Figure 2.18(a) shows an image with two

disconnected line segments with a 20 pixels gap. Figure 2.18(b)-Figure 2.18(e)

show the connection results using different scale parameters. As seen from the

results, the gap fails to connect when σ is too small (e.g. σ = 1). When σ

is progressively larger, the gap becomes increasingly smaller (e.g. σ = 5)

until it ceases to exist (e.g. σ = 10). However, it should be noted that

some undesired segments are produced when σ is very large (e.g. σ = 20).

This is mainly because input tokens begin to heavily “cross talk” (Medioni

et al., 2000). Second, two previous experimental road centrelines, extracted by

locally weighted regression were chosen to test the scale parameter setting’s

influence on connection result. Figure 2.19 gives a quantitative evaluation

result. As can be seen, the scale parameter is linearly related to correctness.

This is because, as indicated above, the large scale parameter will eliminate

most gaps, and hence produce a more correct road network. It is also seen

that completeness and quality are firstly improved when σ is becomes larger
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(a) (b) (c)

(d) (e)

Figure 2.18: Tests on scale parameter selection. (a) Original image: the
gap in the image is 20 pixels. (b) Connection result with σ = 1. (c)
Connection result with σ = 5. (d) Connection result with σ = 10. (e)
Connection result with σ = 20.

Scale Completeness Correctness Quality
1 91 98.52 89.77
5 91.54 98.37 90.17
10 90.93 98.61 89.77
15 90.39 98.75 89.36
20 89.4 99.13 88.7
25 88.91 99.2 88.28
30 88.47 99.28 87.9
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(a)

Scale Completeness Correctness Quality
1 80.82 85.71 71.22
5 81.9 83.9 70.78
10 81.54 87.86 73.28
15 80.8 92.44 75.79
20 79.23 93.78 75.28
25 77.3 93.81 73.56
30 75.66 94.15 72.27
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(b)

Figure 2.19: Scale parameter influences on road network generation ac-
curacy test. (a) Experiment 1. (b) Experiment 2.

(e.g. 1 ≤ σ ≤ 10), and then decreases (e.g. 10 ≤ σ ≤ 30). Again as

indicated above, this is because many undesired road segments are produced

when σ becomes larger. This phenomenon leads to a decrease of completeness

and quality. Thus, in conclusion, a moderate scale parameter σ should be

carefully selected to achieve a balance between correctness and completeness

and quality.
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2.3.6 Comparisons with the existing methods

In this section, the proposed method is compared with four existing road ex-

traction methods from the literature. These four methods are introduced by

Shi and Zhu (2002), Song and Civco (2004), Miao et al. (2013), and Huang and

Zhang (2009). All methods were programmed and performed in MATLAB R©1.

Figure 2.20 gives the comparison results of different road extraction meth-

ods. To evaluate these methods quantitatively, completeness, correctness and

quality of each method are computed. The results are presented in Table 2.4.

As is seen in Table 2.4, in terms of the completeness criteria, the proposed

method gives the second best result after Song’s method. Of all these methods,

the proposed method achieves the best performance in terms of correctness and

quality indices. From Figure 2.4, it is seen that the thinning algorithm used by

Song and Huang’s methods leads to low values of correctness and quality. Shi’s

method depends on a binary map obtained by simple thresholding. However,

as urban imagery’s complexity, such as image noise, material change, shadow,

it is difficult to set a suitable threshold value. This leads to low accuracy in

Shi’s method.

The proposed method has also been tested on several Very High Resolution

(VHR) remotely sensed imagery such as WorldView-2, QuickBird and Ikonos.

The QuickBird dataset can be downloaded from VPLab (2015). The com-

parison results of the proposed method and several existing methods in the

literature are presented in Figures 2.21-2.23. Figure 2.21 and Figure 2.22 show

the results obtained using the road extraction methods on satellite images of

developed urban areas, whereas Figure shows the results for urban/suburban

areas. The quantitative evaluation results are presented in Table 2.5 – Table

2.7. Clearly, it can be claimed that the proposed method has some advantages

compared to the existing methods in this field such as Shi and Zhu’s method

1MATLAB (matrix laboratory), developed by MathWorks, is a multi-paradigm numer-
ical computing environment and fourth-generation programming language.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

(k) (l)

Figure 2.20: A comparison of different road extraction methods on
Ziyuan-3 images. Row 1: Input images. The hand-drawn road reference
map is shown in red. Row 2-6 show the results of Shi and Zhu’s method,
Song’s method, Miao et al., Huang and Zhang’s method, and the proposed
method, respectively.
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(Shi and Zhu, 2002), Song’s method (Song and Civco, 2004) and Huang’s

method (Huang and Zhang, 2009). The proposed method was also compared

with other approaches shown in Mayer et al. (Mayer et al., 2006). The quanti-

tative evaluation results are presented in Table 2.8. As can be seen from Table

2.8, the proposed method yields the moderate accuracy and the accuracy of

the proposed method is close to the best.

2.4 Summary

In this chapter, a framework for accurate and reliable road centreline extrac-

tion from urban remotely sensed imagery has been presented. Uniquely, this

framework is an integrated method which incorporates spectral-spatial clas-

sification, Local Geary’s C, shape features, locally weighted regression and

tensor voting.

Firstly, morphological profiles obtained from general adaptive neighbourhood

mathematical morphology (GANMM) opening and closing have been used to

implement spectral-spatial classification to extract initial road network. The

experiments indicate that GANMM based spectral-spatial classification ex-

tracts initial road network with higher accuracy compared with other spectral-

spatial classification methods. The classification and Local Geary’s C results

are then fused in such a way that it removes some misclassified roads and

disconnects some misclassified roads from true roads. The fusion approach

improves the robustness and accuracy of the roads extracted.

Secondly, second order moment, as it can effectively separate road and other

objects, is used to measure road shape features. The advantage of using

second order moment to measure road shape feature is that the threshold is

more easily determined from the histogram.

Thirdly, locally weighted regression is used to extract road centrelines from

classified imagery. A major advantage of using regression is that it does not
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

(p) (q) (r)

Figure 2.21: A comparison of different road extraction methods on
Worldview-2 images. Row 1: Three input images of size (512× 512). The
road reference map is shown in red. Row 2-6 show the results of Shi and
Zhu’s method, Song’s method, Miao et al., Huang and Zhang’s method,
and the proposed method, respectively.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

(p) (q) (r)

Figure 2.22: A comparison of different road extraction methods on Quick-
bird images. Row 1: Three input images. The road reference map is shown
in red. Row 2-6 show the results of Shi and Zhu’s method, Song’s method,
Miao et al., Huang and Zhang’s method, and the proposed method, respec-
tively.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

(p) (q) (r)

Figure 2.23: A comparison of different road extraction methods on Ikonos
images. Row 1: Three input images. The road reference map is shown in
red. Row 2-6 show the results of Shi and Zhu’s method, Song’s method,
Miao et al., Huang and Zhang’s method, and the proposed method, respec-
tively.
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produce spurs like thinning algorithm, and hence it retains the smoothness of

road centrelines.

Finally, tensor voting is used to solve certain problems of discontinuity. The

advantage of using tensor voting is that it does not need to set the possible

links between road segments in advance. Tensor voting can infer possible

connections between two unconnected segments as it has a strong geospatial

feature inference. Another benefit of using tensor voting is that it only has

one parameter to be set by the user.

The proposed method has two parameters which need to be set by users:

1) homogeneity tolerance value and 2) scale parameter. The experimental

results have been presented on two urban images to evaluate the proposed

method which shows that the proposed method achieves a good performance

for urban main road network extraction. However, experimental results show

that the proposed method fails to handle complicated road junctions (i.e.

circle junction). This is mainly because the simplification of road centreline

extraction model based on locally weighted regression. A possible method to

overcome this problem would be to use snake method to handle junctions.

Another limitation of the proposed method is that it is not suitable for low-

resolution imagery (less than 8-m resolution). This is because main roads

just have 2-3 pixels and the local homogeneity of the grey values cannot be

obtained. The third limitation of the proposed method is that it currently

needs to train the SVM for each input image which limits the applicability

of the method in practice. A possible solution to this limitation is to collect

massive amounts of road training samples to perform the SVM training offline

(Das et al., 2011) which does not require the interaction from users.



Chapter 3

The Object-Based Method for

Road Extraction

3.1 Introduction

This chapter tries and goes further in the approach to road extraction from

multispectral images by adopting the object-based image analysis (OBIA)

paradigm (Blaschke, 2010). Compared to traditional pixel-wise methods,

OBIA offers several advantages. For instance, pixel-wise methods for road

extraction rely on information by a single pixel or its neighborhood. By con-

trast, OBIA not only uses spectral information, but also other spatial and

spectral features derived from objects, such as shape and texture character-

istics (Huang and Zhang, 2009, Shi et al., 2014a, Song and Civco, 2004). In

general, OBIA achieves superior performances than pixel-wise methods when

dealing with VHR satellite images, hence its attractiveness also in the field of

road delineation (Blaschke et al., 2008). In line with this new trend, this work

proposes an object-based method for automatic road delineation from VHR

satellite images. To this end, two new filters have been designed to enhance

road shape features and detect road networks in VHR satellite images, and

52
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the recognized objects are then connected into a network using a novel active

contour technique.

3.2 The proposed methodology

To extract road centerlines from VHR satellite images, the approach proposed

in this chapter is based on the use of two object-based spatial filters and tensor

voting. Figure 3.1 summarizes the main processing steps of the proposed

method. As shown in this figure, the method mainly consists of the following

VHR satellite 
image

Enhance linear 
features using OFF 

and OSF

Final road 
centerline map

Road gap 
elimination

Compose the 
hybrid feature set

Image 
segmentation

Train the SVM 
classifier

Extract the initial 
road network 

Figure 3.1: Flowchart of the proposed methodology.

five steps:

1. the original VHR satellite images is segmented into objects;

2. based on the extracted objects, object-based Frangi’s filter (OFF) and

object-based shape filter (OSF) are applied to enhance road features;

3. training samples are generated to train a support vector machine (SVM)

classifier;

4. the initial road network is extracted by the trained SVM classifier;

5. tensor voting, active contour and the geometry information are inte-

grated to connect road gaps and remove spurs to improve the road

smoothness at the same time.

Details of each step are described in the following sections.
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(a) (b) (c)

Figure 3.2: (a) The test image. (b) The ground reference data set. The
road, grass, building, and bare soil are shown in red, green, blue, and brown,
respectively. (c) Image segmentation result using ISODATA.

3.2.1 Image segmentation

In computer vision, image segmentation is the process of partitioning a digital

image into multiple segments (sets of pixels, also known as super-pixels). The

goal of segmentation is to simplify and/or change the representation of an

image into something that is more meaningful and easier to analyze (Gonzalez

et al., 2009, Senthilnath et al., 2012). In Figure 3.2(a), we provide an example

of a Pleiades-1a image with a spatial size of 400× 400 pixels. The test image

has four multispectral bands with 2m spatial resolution (the panchromatic

band of Pleiades-1a was not used) and it will be used throughout the chapter

to visualize the computation steps. The corresponding ground truth data

set contains four classes, including road, grass, building, and bare soil (see

Figure 3.2(b)). As visible in Figure 3.2(c), after segmentation obtained by a

simple ISODATA algorithm (Ball and Hall, 1965), the original multispectral

image is divided into many objects with different shapes. Starting from this

preliminary result, in this study two filters are considered, aimed at enhancing

road features in the VHR satellite images. These two filters are introduced in

the later sections.
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3.2.2 The object-based Frangi’s filter

The central idea of the object-based Frangi’s filter (OFF) is to compute the

Frangi’s filter (Frangi et al., 1998) response value in the object space, and

not for individual pixels. Let Ω to be the image domain, R real value, and

I : Ω → R,Ω ⊆ R2 an image. For a 2D image I, let H (x, y) denote the

Hessian matrix

H (x, y) =

 ∂2I
∂x∂x

∂2I
∂x∂y

∂2I
∂y∂x

∂2I
∂y∂y

 (3.1)

whose eigenvalues are λi, i ∈ {1, 2} ordered such as λ1 ≥ λ2, and ~ei represent

the corresponding eigenvectors. Frangi et al. (1998) proposed a multi-scale

linearness measure that assigns a value between 0 and 1 to each point in

the image. This value describes the confidence of a point being inside a linear

region, so that 0 means that the pixel is definitely not located in a linear region

while 1 has the opposite meaning. For a single scale σs, the filter response at

a point x is calculated as

pE (x, y) =


0 , if λ1 ≥ 0

e
− R2

2β2

(
1− 2e−

S2

2c2

)
, otherwise

(3.2)

where R =
∣∣∣λ2λ1 ∣∣∣, S = (λ2

1 + λ2
2)

1
2 , and β and c are constant normalization

factors. Rb is essential to distinguish between plate-like and line-like struc-

tures since only in the line-like case it becomes zero. S is a measure of the

“second order linearness”. Note that value of S becomes low for homogeneous

backgrounds, where eigenvalues tend to be small. The filter parameters, as

suggested by Frangi, are set to β = 0.5 and c = 1
2
max {S (x, y) | (x, y) ∈ Ω}.

The fFrangi filter can be extended to the multi-scale processing. Given a set

of scales ΩσS , the multi-scale filter responses are combined as

E (x) = max
{
fσsFrangi|σs ∈ ΩσS

}
(3.3)
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where, for instance, ΩσS = {3, 5, 7, 9, 11}. For multispectral satellite images,

responses are defined as

E (x) =
1

B

B∑
i=1

Ei (x) (3.4)

where B is the band number, and Ei (x) is the fFrangi (x) result of the ith

band.

Despite its popularity (Yuan et al., 2011), the fFrangi filter suffers from the

following two major drawbacks:

1. a locations offset due to edges and other non-linear structures can still

have large response values (see for instance area A in Figure 3.3(a)); and

2. fFrangi can not well enhance areas of junctions among linear features

(see area B in Figure 3.3(a)), because they do not have a single specific

direction.

To tackle these two drawbacks, in this chapter an object-based Frangi’s filter

(OFF) is introduced. The central idea of OFF is to compute the Frangi’s filter

in the object space, by assigning to each precomputed segment the average

value of the output of the Frangi’s filter for all the pixels which belongs to it.

Figure 3.3(a) and 3.3(b) compare the results of the original fFrangi filter and

the new object-based version. It can be seen that the Frangi’s filter fails in

two cases: it produces low response values at road junction areas, whereas at

land cover class boundary it produces high response values. By contrast, the

OFF has amended these two limitations to some extent, and hence the new

version is more effective to detect linear features.
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3.2.3 The object-based shape filter

The object-based shape filter (OSF) is meant to measure the shape of each

segment using its second order moment (Flusser, 2006). For an m× n image,

its (p+ q) th order moment is defined as

mpq =
m−1∑
x=0

n−1∑
y=0

xpyqI (x) , (3.5)

where I (x) is the grey value at the pixel x, and p and q are non-negative

integers. The corresponding central moment µpq is then given as

µpq =
∑
x

∑
y

(x− xc)p (y − yc)q I (x) , (3.6)

where the coordinates (xc, yc) denote the centroid of I (x), xc = m10

m00
and

yc = m01

m00
. Based on Equation 3.6, the normalized moment is described as:

ηpq = µpq
µγ00

, where γ = p+q+2
2

. The sum of second order moments is computed

as: M = η02+η20. The OSF computes the average M value for each connected

component or segment.

An example of the output of OSF is given in Figure 3.3(c). As can be seen, the

road and bare soil in Figure 3.2(a) have similar spectral values in the original

data and it is quite challenging to distinguish between these two features using

spectral information alone. By contrast, OSF results in Figure 3.3(c) is able to

greatly differentiate the two scene elements. Indeed, roads have higher second

order moment values than bare soil.

3.2.4 Road network extraction

After applying OFF and OSF, three features can be computed for each seg-

ment, grouped into the following vector:
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Figure 3.3: (a) The original filter fFrangi result; (b) OFF result; and (c)
OSF result. The value in this figure denotes the probability of road feature:
the larger the value, the brighter the corresponding object, and the higher
the probability that that object belongs to a road.

U
(
xi
)

=
{

SV
(
xi
)
,OFF

(
xi
)
,OSF

(
xi
)}

(3.7)

where SV (xi) =
{

SVb (xi)
}B
b=1

is the mean spectral value of all pixels xi

within the object oi(1 ≤ No and is the number of objects), and B is the

number of spectral bands. Here, SV (xi) = 1
Noi

∑
x∈oi SVb (x) where Noi is

the pixel number of the object oi.

After the construction of the hybrid feature vector U (x), a support vector

machine (SVM) (Hastie et al., 2009) classifier is subsequently applied. The

rationale for selecting SVM is based on two considerations. First, SVM is

a supervised classification method very robust to intensity changes caused,

for instance, by similar yet different road materials. Second, previous studies

showed that the SVM performance is as good as or significantly better than

other competing methods in most cases (Shi et al., 2014a). Algorithm 2 gives

the implementation detail of the SVM classification procedure. An example

of the road classification using SVM is presented in Figure 5(a). Despite the

SVM shows already an excellent performance, there are still some misclassified

pixels, as well as discontinuities that need to be further processed.
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Algorithm 2 The SVM classification algorithm

1: Input
2: The original satellite image
3: Output
4: The classified image.

1: For each pixel, compute the hybrid feature vector U (x).
2: Randomly select 5% of ground truth data for each class as training sam-

ples.
3: Determine the parameters of the SVM Gaussian kernel, such as the kernel

parameter γ and penalty parameter C, by five-fold cross validation.
4: Use the parameters selected at Step 3 to train the SVM classifier.
5: Classify the whole test image using the SVM classifier trained as in Step

4.

3.2.5 Reduction of the road gaps

To fill road discontinuities, in this work we exploit tensor voting, a power-

ful tool in the field of computer vision (Medioni et al., 2000, Mordohai and

Medioni, 2006), as introduced in Chapter 2. After completing the tensor vot-

ing procedure, each pixel in the image is provided with a stickness probability

computed by the tensor decomposition in Equation 2.18. An example of the

vote result using tensor voting is illustrated in Figures 3.4(a)-3.4(b). It can

be seen that pixels located on roads have large stickness values while pixels

outside roads have small stickness values (see Figure 3.4(b)). It can be seen

that tensor voting can be applied to the scene without any need to build road

segments connection hypotheses in advance. Moreover, it depends on one

parameter only (the scale parameter σ), the only one to be set by the user.

After the stickness computation using tensor voting, road features may be

extracted via the local maxima algorithm. Specifically, a pixel is judged as

a road pixel if the centroid of a searching window around it achieves the

maximum value along the minimum axis ~e2. Unfortunately, it is observed

that this method fails to extract junction areas. To avoid this drawback, this

study relies on active contour (Lankton and Tannenbaum, 2008, Lankton,

2009) to extract road features from the stickness saliency map. Let B denote

the characteristic function that identifies a local region.
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B (x, y) =

1 , ‖x− y‖ ≤ r

0 , otherwise

(3.8)

where r is the radius parameter. Let’s define an energy function as follows:

E (φ) =

∫
Ωx

δφ (x)

∫
Ωy

B (x, y)F (I, φ, x, y) dydx (3.9)

where F = − (µin (x)− µout (x))2 is the “internal” energy measure, and µin

and µout are the intensity mean values of the foreground and background,

respectively. Active contours are lines that evolve according to the following

equation:

∂φ

∂t
(x) = δφ (x)

∫
Ωy

Gdy + λδφ (x) div

(
∇φ (x)

|∇φ (y)|

)
‖∇φ (x)‖ (3.10)

where G = B (x, y) δφ (y) (µin (x)− µout (x))
(

(I(y)−µin(x))2

Ain(x)
− (I(y)−µin(x))2

Aout(x)

)
, λ

serves as the penalty term to keep the curve smooth, and Ain (x) and Aout (x)

are the areas of the local interior and local exterior regions, respectively given

by

Ain =

∫
Ωy

B (x, y)Hφ (y) dy (3.11)

Aout =

∫
Ωy

B (x, y) (1−Hφ (y)) dy (3.12)

Although road networks extracted by the local maxima algorithm are un-

satisfactory, they can be used as the starting positions for the subsequent

active contour algorithm. An example of road extraction using active con-

tours is illustrated by Figure 3.4(c). It can be seen that 1) all discontinuities

are eliminated; and 2) most spurs are also removed, thus improving the road

smoothness. By means of this approach, it is also worth mentioning that

some misclassified road pixels are removed. This is visible in Figure 3.4(c),
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Figure 3.4: (a) Road segments extracted using SVM, where pixels in the
ellipsoid regions are misclassified as roads; (b) stickness saliency map; and
(c) using active contours.
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Figure 3.5: Gap filling using geometry information: (a) Two end points
fulfilling the conditions to be connected; (b) an end point and an internal
segment point fulfilling the conditions to be connected.

where misclassified road pixels within the areas highlighted by ellipses in Fig-

ure 3.4(a) are removed by using the active contours algorithm based on the

saliency map. Unfortunately, Figure 3.4(c) shows that some correct road pix-

els are removed, too, because of their weak stickness saliency values. Despite

this limitation, active contours represent a major advance with respect to road

network extraction from the stickness saliency map. Figure 3.4(b) indicates

that the tensor voting procedure tends to blur the road boundary, hence re-

ducing the accuracy of the extracted road objects. To tackle this problem,

this chapter jointly uses the road geometry information to solve the connec-

tivity problem rather than using the tensor voting alone. However, it should

be pointed out that the tensor voting result is more accurate than the origi-

nal result (see Figure 3.4(a) and Figure 3.4(c)) and thus makes it possible to
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use the road geometry information to further eliminate road gap to improve

road extraction accuracy. In this work, we exploit two geometric properties

to capture the relations between two parts of the road segment, as illustrated

by Figure 3.5. They are:

1. Edge direction similarity. To obtain smooth reconstructions, we consider

the direction of each pair of consecutive edges. The angular difference

between their direction should satisfy the following condition:

|φ1 − φ2| ≤
π

2
(3.13)

2. Gap length. The distance between any pair of end points should not

exceed a given threshold σ.

D (e1, e2) ≤ σ (3.14)

Algorithm 3 Gap reduction using the geometry information

1: Input
2: The original road centerline map
3: Output
4: The result of road gap elimination.

1: Extract the road centerline from the active contour result according to the
method proposed in (Miao et al., 2014a).

2: Detect end points from the road centerline result. For any pair of end
points, if they satisfy conditions of edge direction similarity and gap
length, then connect these two points using the geodesic method (Miao
et al., 2014a). If an end point cannot find another end point to be con-
nected, then find whether an internal segment point that satisfies the
condition of gap length. Otherwise, go to the next end point.

3: Repeat Step 2 until all end points are analyzed.

In this chapter, we consider two road gap cases, as shown in Figure 3.5. The

first case (see Figure 3.5(a)) is that an end point can find another end point

to which it can be connected, and which satisfies conditions of edge direction

similarity and gap length. Another case is that an end point cannot find a

second end point that satisfies two aforementioned conditions. However, there
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(a)
 

(b)

Figure 3.6: An example of road gap detection and filling using geometry
information. (a) The centerline result of road segments presented in Figure
3.4(c). (b) The road gap connection result using geometry information.

is a point near to another segment that satisfies the condition of gap length.

Point pairs that satisfy these conditions will be connected by the geodesic

method (Miao and Shi, 2014), that can adaptively link two points without

any predefined connection hypothesis. Algorithm 3 presents the details of the

gap elimination procedure using the above mentioned geometry information.

Figure 3.6 shows an example of the road gap detection and filling using this

approach. It can be seen that the geometry information, as a complement

of tensor voting, can further improve the accuracy of the tensor voting and

active contour result (see the rectangle area in Figure 3.6(b)).

3.3 Experimental results

In this section, several experiments are described in order to test the proposed

method. In the last test, our method is also compared with other methods

available in literature to show its advantages and limitations.
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3.3.1 Tests on different segmentation methods

The proposed OFF and OSF filters depend on objects features, and thus on the

image segmentation result. Hence, the sensitivity of the proposed approach

to the selected image segmentation method has been checked first. To this

aim, this study compares five segmentation methods, including 1) Expecta-

tion Maximization (EM) (Dempster et al., 1977), 2) Iterative Self-Organizing

Data Analysis Technique Algorithm (ISODATA) (Ball and Hall, 1965), 3)

Statistical Region Merging (SRM) (Nock and Nielsen, 2004), 4) mean shift

(Comaniciu and Meer, 2002), and 5) fuzzy c-clustering (Nock and Nielsen,

2006). For quantitative comparison, three accuracy measures are used, in-

cluding: 1) Completeness, 2) Correctness, and 3) Quality (Wiedemann et al.,

1998). Please note that the ground truth datasets are obtained by visually dig-

itizing the roads from original satellite images. The comparison of the results

for different segmentation methods are reported in Table 3.1. The proposed

road extraction technique shows a similar performance using different segmen-

tation methods, resulting into a good insensitiveness to the selection of image

segmentation method. However, the results in Table 3.1 suggest that SRM

achieves the best balance between Completeness and Correctness, making it

the method of choice from now on.

Table 3.1: Results of different segmentation methods

Segmentation method Completeness Correctness Quality

EM 0.9 0.83 0.76
ISODATA 0.92 0.82 0.76
SRM 0.9 0.85 0.78
Mean shift 0.93 0.81 0.77
Fuzzy c-clustering 0.86 0.86 0.75
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3.3.2 Tests on system parameters

The image segmentation step is a fundamental and core step of the proposed

method. Any segmentation error caused by under segmentation or over seg-

mentation will have an impact on OFF and OSF, which in turn affects the

final extraction accuracy. To examine the segmentation influence, the region

number in SRM is changed from 32 to 2048 with a factor of 2. The experimen-

tal results show that the road extraction accuracy decreases with the region

number (see Figure 3.7(a)). In other words, over segmentation negatively

affects the performance of the proposed method. The steady decline in the

road extraction accuracy can be due to an increasing difficulty to measure the

linear features using OFF and OSF under the over segmentation case. Thus,

this study sets the region number to 32 to achieve the best performance.

Scale Completeness Correctness Quality
32 90.24 84.7 77.59
64 80.32 70.94 60.44
128 73.44 70.58 56.23
256 71.89 70.53 55.28
512 65.23 46.04 36.97
1024 76 52.24 44.85
2048 35.04 15.09 11.79
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Figure 3.7: The performance curves for each of the tested parameters.

Secondly, to test the influence of the scale parameter in the tensor voting

processing step, its value was adjusted from 5 to 30 pixels with an increase of

5 pixels each step. The test results are presented in Figure 3.7(b). It can be
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seen that, with an increase in the scale parameter σ, there is a slight increase

in the Correctness value, which indicates that σ has a weak but positive effect

on Correctness. Instead, Completeness and Quality values increase first when

σ increases from 5 to 15, but then decrease when σ exceeds 15. The reason

for this phenomenon is that a large scale parameter makes pixels ’cross-talk’

during tensor voting and in turn produces un-desired branches (i.e. spurs)

leading to a decrease in Completeness and Quality. Therefore, one must find

a compromise between Correctness and Completeness (i.e. the best Quality).

In our experience, tensor voting (TV) produces the best Quality result with a

σ value around a value of 15 pixels, and this number will be used throughout

the following tests.

The third set of tests to select parameter values involved the length term of

active contour. This term value was changed from 0.0005 to 0.1, and its effects

on the final road network extraction performance were observed. As it can

be seen from Figure 3.7(c), a change in the length term has frail influence

on the Correctness. When the length term is increased from 0.0005 to 0.05,

the Completeness and Quality values changed slightly. However, when the

length term is greater than 0.05, the Completeness and Quality values fell

drastically. This is because small length term produces results with spurs,

while large length term produces smooth results that remove spurs as well as

some actual roads. This shows that a length term smaller than 0.05 has weak

influence on the Completeness and Quality, whereas a length term greater

than 0.05 has significant and negative impact. Therefore, to achieve the best

performance, the length term is selected 0.001 in this study.

Finally, the fourth test examines the impact of the active contour radius pa-

rameter. This parameter was changed from 3 to 13 pixels, and the quantitative

evaluation result is reported in Figure 3.7(d). Completeness values gradually

decrease when the radius is increased. Instead, Correctness and Quality in-

crease first, when the radius is changed from 3 to 5, but when the value is

between 5 and 9, Correctness and Quality gradually decrease. Eventually,
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when the radius length exceeds 9, Correctness and Quality experience a no-

table decrease. This is largely due to the fact that with an increase in the

radius value some weak stickness saliency areas are regarded as the back-

ground. Therefore, the radius parameter was set to 5 pixels to achieve the

best balance between the Completeness and Correctness metrics.

3.3.3 Test areas

To test the proposed method, it was tested first on three samples of an Ikonos

image of the urban area of Hobart (Australia). The size of these three im-

ages, shown in Figure 3.8(a)-3.8c, is 400 × 400 pixels. The test image has

four multispectral bands with the spatial resolution of 2m per pixel and the

proposed method is validated on the original multispectral bands without

pan-sharpening. The manually extracted ground truth data sets are shown

in red. The SVM classifier was firstly trained based on the training samples

selected and then used to classify the three test images. In this chapter, the

LIBSVM library (Chang and Lin, 2011) was used, and the optimal parameters

selected were C = 64 and γ = 0.0625. To assess the impact of the proposed

method on the results of optical satellite image road extraction, a comparison

was carried out with three state-of-the-art methods: 1) the multivariate adap-

tive regression splines based road centerline extraction method (MARS RCE)

(Miao et al., 2013), 2) the geodesic method based road centerline extraction

method (G RCE) (Miao and Shi, 2014), and 3) the principal curve based road

centerline extraction method (PC RCE) (Miao et al., 2014a). Figure 3.8 gives

the comparison results of different road extraction methods. As it can be seen,

road features are extracted well by the proposed method. This performance

is also confirmed quantitatively by road extraction accuracy in terms of three

measures (i.e. Completeness, Correctness, and Quality). Table 3.2 lists the

quantitative evaluation results for the three test images. As shown in Table

3.2, the highest Quality values yielded by the four methods are equal to 0.98,

0.97, and 0.94, respectively.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

Figure 3.8: Road extraction results on three Ikonos images depicting por-
tions of Hobart (Australia): the first row shows three test areas, while the
second to fifth row show the corresponding road extraction results produced
by MARS RCE, G RCE, PC RCE, and the proposed method, respectively.

The proposed method outperforms MARS RCE, G RCE, and PC RCE in the

first and third cases. The reason why the accuracy of the second test area is
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lower than the ones for the other two areas is mainly the imprecision in the

classification. Indeed, some correct roads are discarded and some pixels are

misclassified as road, as shown in Figure 3.8(e).

In a second experiment, the developed method was tested on three image of

an urban area recorded by the QuickBird satellite. The test datasets were

downloaded from a freely available image database assembled for road extrac-

tion purposes (VPLab, 2015). The three sample images have a spatial size of

512×512 pixels and the test image has four multispectral bands without pan-

sharpening, and its spatial resolution is 2.4 m. Figure 3.9 presents the test

images, while the corresponding ground truth vectors are shown in red. To

assess the results of the presented method, in this area, a comparison similar

to the previous one was carried out, using the three above mentioned methods

(MARS RCE, G RCE, PC RCE). Experimental results show that road extrac-

tion maps obtained by the proposed method show fewer road gaps, confirming

the necessity of incorporating tensor voting and the geometrical information

about road features to discard discontinuities. Table 3.3 reports the quan-

titative evaluation results, reporting Quality measures for of 0.74, 0.91, and

0.90, respectively. The reason for this unsatisfactory result for the first area is

due to the shadows, jeopardizing road spatial features. The quantitative anal-

ysis however indicates that the proposed method outperforms MARS RCE,

G RCE, and PC RCE, which confirms its reliability.

Finally, a third experiment was conducted using the dataset acquired by

Ikonos over the urban area of Moonah (Australia). The scenes (each one

of 1000 pixels by 1000 pixels) were selected as test areas. Figure 3.10 shows

these images and their corresponding ground truth datasets generated by vi-

sual interpretation. As for previous experiments, the proposed approach was

compared with MARS RCE, G RCE, and PC RCE, and the results are re-

ported in Table 3.4. Once again, the proposed method outperforms the other

three methods in term of the Quality metric. This shows that the proposed

method achieves the best balance between Completeness and Correctness.
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(a) (b) (c)

Figure 3.9: Road extraction results on three QuickBird test samples
(VPLab, 2015): (a)-(c) show the three test areas, respectively.

(a) (b) (c)

Figure 3.10: Road extraction results for three test areas extracted from
an Ikonos image of Moonah (Australia).

3.4 Summary

In this chapter an automatic road extraction method has been presented to

be applied to extract road network from Very High Resolution (VHR) satel-

lite images. The proposed method is based on objects derived from image

segmentation. Two filters, namely the object-based Frangi’s filter (OFF) and

the object-based shape filter (OSF), were designed to enhance road features.

Once road candidates are selected, a tensor voting method followed by an ac-

tive contour approach exploiting geometry information help to connect road

by filling their gaps without any road connection hypothesis.

Experimental results and comparisons show that the proposed method is able

to extract road networks with a Completeness and Quality values comparable
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to those by state-of-the-art techniques. However, a few road segments remain

disconnected in the final results. This is largely because these segments have

large road gaps. The next step would be to iteratively apply tensor voting with

a small scale parameter. Also, object-based filters using more road features,

such as road width and edge information, will be considered in future steps

of this work. The third limitation of the proposed method is that it currently

needs to train the SVM case by case which limits its practical applicability.

A possible solution to automate SVM parameter training is to collect massive

amounts of road training samples (Das et al., 2011) to perform the SVM

training offline that does not require the interaction from users.



Chapter 4

Fusion of Multiple Road

Extraction Results Using

Geometric Characteristics

4.1 Introduction

Previous chapters are mostly focusing on road extraction in rural/suburb ar-

eas. However, road network extraction in urban environment is a much more

challenging task because 1) road network in urban environment is generally

dense, 2) many non-road pixels, such as car parking, building, are spectrally

similar to roads and are occasionally adjacent to roads, and 3) roads are fre-

quently partially occluded by shadows and trees, leading to discontinuities in

the ultimately extracted road network. Thus, this chapter focuses on an auto-

matic approach for urban road extraction from VHR optical satellite images.

The presented approach addresses two of the challenges identified above: 1)

automatic process; 2) dense urban environment. This chapter also examines

both qualitatively and quantitatively with many tests the benefits and limi-

tations of fusing multiple extractions via different fusion rule sets, as opposed

to using a single extraction procedure.

75
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4.2 The proposed methodology

The objective of this chapter is to design a computationally efficient approach

to extract accurate urban road networks from VHR optical satellite images.

Figure 4.1 graphically summarizes the main steps of the proposed method.

The basic elements are a clustering method and a linearness filtering, imple-

mented in a multi-scale framework to improve the recognition of roads with

different widths. The complete road network extraction and reconstruction is

made by three steps: 1) road segments are separately extracted using Expecta-

tion Maximization (EM) clustering and the linearness filter, respectively. This

step provided candidate road segment sets; 2) road centerlines are extracted

from the candidate road segments by an outlier robust regression method;

3) road centerline results produced by the different methods and/or the cor-

responding candidate road segments are combined using three information

fusion rule sets to produce the final road centerline map. Details of each step

are described in the following sub-sections.

VHR satellite 
image

Image 
enhancement using 
the linearness filter

Final road 
centerline map

Information fusion 
(i.e. Rule set I, 

Rule set II, Rule set 
III)

Expectation 
Maximization 

clustering
Centerline 

extraction using 
RANSAC

Vegetation and 
shadow 

removing

Figure 4.1: Schematic flowchart of the proposed method.

4.2.1 Expectation maximization clustering

With the aid of the segmentation technology, the input image can be subdi-

vided into non-overlapping regions. To each of these regions a set of parame-

ters is assigned, e.g. the average gray and texture levels, its shape parameters,
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its size, etc. Since roads are homogeneous regions with respect to many of the

above mentioned parameters, roads may be recognized by applying a suitable

clustering method. In this chapter, Expectation Maximization (EM) cluster-

ing, one of the most powerful segmentation algorithms, proposed by Dempster

et al. (1977), is used to segment the image. The EM algorithm was designed

to estimate the parameters in statistical models. To cluster the VHR satellite

image using EM, the multispectral satellite image is considered as a set of

feature vectors x1, x2, . . . , xN in a d − dimensional feature space driven from

a Gaussian mixture.

p (x;µc,Σc) =
C∑
c=1

wcpc (x) (4.1)

pc (x) =
1

(2π) d
2
|Σc|

1
2

exp

{
−1

2
(x− µc)T Σ−1

c (x− µc)
}

(4.2)

where C is the cluster number, pc is the Gaussian distribution density with

mean µc and covariance matrix Σc, wc is the weight of cluster C which satisfies

wc ≥ 0 and
∑C

(c=1) wc = 1. The EM clustering technique is an iteration pro-

cedure and the mixture parameters in iteration are estimated by the following

equations:

µic =
1

wi−1
c

mi−1
c∑
j=1

(
xi−1
j.c

)
(4.3)

Σi
c =

1

wi−1
c

mi−1
c∑
j=1

(
xi−1
j.c − µic

) (
xi−1
j.c − µic

)T
(4.4)

wic =
mi−1
c

N
(4.5)

where N is the number of pixel. The pixel is assigned to one of the C clusters

according to the following equation:

xj ∈ Qi
c :| Pr (c | xj) = max

l
Pr (l | xj) (4.6)

where Pr (c | xj) =
wicφc (xj;µ

i
c,Σ

i
c)∑C

c=1

(xj;µ
i
c,Σ

i
c).

Once the convergence is achieved, EM clustering is completed. In Figure
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(a) (b)

Figure 4.2: (a) True color image of QuickBird image. The ground truth
dataset, obtained by visual interpretation, is shown in yellow; (b) EM clus-
tering result.

4.2(a), we provide an example of a QuickBird image of the urban area, down-

loaded from a freely available image database assembled for road extraction

purposes (VPLab, 2015). The spatial size of the test image is 400 pixels by

400 pixels and the test image has four multispectral bands with the spatial

resolution of 2m per pixel. This image will be used throughout the chapter to

visualize intermediate results. Image segmentation results are thus presented

in Figure 4.2(b).

4.2.2 Linearness filter

One different way to extract road candidate is to exploit one of their most

important feature, i.e., the fact that roads are locally linear. To this aim, this

chapter presents a new linearness filter that combines the Hessian matrix, the

local standard variance, and geometrical features.

4.2.2.1 Hessian matrix based filter

In the field of image processing, Hessian matrix (Gonzalez et al., 2009) is an

important tool that has various applications, because it is able to capture the
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local image structure (Lindeberg, 1998). Let us define I : Ω → R,Ω ⊆ R2

a 2D gray image, where Ω and R denote the image domain and real value,

respectively. For each pixel (x, y) in I, its Hessian matrix H (x, y) is given by:

H (x, y) =

Gσ ∗ ∂2I
∂x∂x

Gσ ∗ ∂2I
∂x∂y

Gσ ∗ ∂2I
∂y∂x

Gσ ∗ ∂2I
∂y∂y

 (4.7)

where Gσ is a Gaussian kernel centered at (x, y) with band width equal to

σ. Eigen-decomposition (Press, 2007) is subsequently applied to the Hessian

matrix H, resulting in:

H =
[
−→e1
−→e2

]λ1 0

0 λ2

−→e1

−→e2


= λ1

−→e1
−→e1

T
+ λ2
−→e2
−→e2

T

(4.8)

whose eigenvalues are λi, i ∈ {1, 2} ordered such as λ1 ≥ λ2, and −→ei represent

the corresponding eigenvectors. The two parameters R and S are computed

as: R =
∣∣∣λ2λ1 ∣∣∣

S = (λ2
1 + λ2

2)
1
2

(4.9)

where R is essential to separate line and plane structures since only in the line-

like case it becomes zero; while S is a measure of the “second order linearness”.

Note that value of S becomes low for homogeneous backgrounds, a case when

all eigenvalues tend to become small. To extract linear features, we start from

the likelihood function pE defined as:

pE (x, y) =


0 , if λ1 ≥ 0

e
− R2

2β2

(
1− e−

S2

2c2

)
, otherwise

(4.10)

where β = 0.5 and c = (1/2 ) max {S(x)|x ∈ Ω} as suggested by Frangi et

al. (1998). Please note that the likelihood function represents the probability

that a pixel belongs to a linear feature.
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Although the likelihood function pE generally shows a good performance, it

suffers from two major problems (Yuan et al., 2011): 1) edges and similar

high-contrast quasi-linear structures can still have large likelihood values, re-

sulting in false positives; and 2) it generally produces false positives in plain

regions with low contrast and low Signal-to-noise ratio (SNR). Therefore, the

estimation of linearness probability of a pixel based on Hessian matrix alone

is not suitable and a more general filter is required. To this aim, it will be

useful to develop other indexes based upon the information extracted from the

linear feature segment to which a point belongs, instead of the point itself. If

a composite linearness measure can be computed according to both pE and

these quantities, it should be able to give smooth and reliable responses inside

linear features, while suppressing noise in the background. In this study, lin-

ear feature enhancement using local standard variances is introduced in order

to achieve these goals. The central idea is to model linear features by using

straight line segments around a pixel and extract useful information from local

standard variance and a geometrical feature, the circularity index.

4.2.2.2 The local standard variance and the circularity index

By regarding a local window with the size σ, equivalent to the Gaussian kernel

bandwidth in Equation 4.7, the mean radiance r̄i (x, y, σ, θ) of the ith spectral

band along the direction identified by an angle θ can be expressed as:

r̄i (x, y, σ, θ) =
1

2σ

σ∑
k=−σ

VI (4.11)

where VI = pi ([x+ k cos (θ)] , [y + k sin (θ)]), θ ∈ {0◦, 1◦, 2◦, . . . , 179◦}. Its

standard variance (SD) can be defined as:

si (x, y, σ, θ) =

(
1

2σ − 1

σ∑
k=−σ

(VI − r̄i (x, y, σ, θ))2

) 1
2

(4.12)
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For multispectral satellite images, the total SD tSD (x, y, σ, θ) is the sum of

SD of each spectral band, which is provided by computing

tSD (x, y, σ, θ) =
B∑
i=1

si (x, y, σ, θ) (4.13)

where B is the band number. The lowest total SD (TSD) tSDo (x, y, σ, θ) and

its direction θo (x, y, σ, θ) are defined as:


tSDo (x, y, σ, θ) = arg max

tSD
tSD (x, y, σ, θ)

θo (x, y, σ, θ) = arg max
θ

tSD (x, y, σ, θ)

(4.14)

From Equation 4.14, it is observed that high tSDo value indicates a likely

presence of edge or noise at the pixel (x, y); while low tSDo value indicates

that there is a possible linear segment along θo (x, y, σ, θ).

Additionally, in this work we exploit the circularity index (Gonzalez et al.,

2009), originally defined for a 2D binary X, as:

C (X) =
4S (X)

πL2 (X)
(4.15)

where S (X) is the area of the object, L (X) is the geodesic diameter of the

object. The same operator can be extended to process grey level images, as

presented in (Morard et al., 2013). After applying the circularity operator,

the gray values of pixels located in a circular structure do not change or

change slightly. Accordingly, the probability that a pixel belongs to a circular

structure can be computed as

sp = |I − C| (4.16)

where I represents a 2D gray image.

It is worth to note that a low value of sp indicates high probability of a

homogeneous structure. After obtaining the Hessian matrix, the lowest TSD,
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and the circularity index, a linearness filter can be defined as follows:

pE (x, y) =


0, if λ1 ≥ 0 or tSDo ≥ 0.1 or sp ≤ 10

e−
tSD2

o
3σ e

− R2

2β2

(
1− e−

S2

2c2

)
, otherwise

(4.17)

where tSDo ≥ 0.1 represents possible edge/boundary regions, sp ≤ 10 denotes

low contrast or low Signal-to-noise ratio (SNR) regions, a feature that com-

monly appear in plane structure. It can be seen that these two conditions are

complementary to the one by the Hessian matrix, and helps us to tackle its

limitations to some extent.

In practical applications, roads usually have different widths, and a multi-scale

processing is required. Given a set of scales Ωσ, linearness filter responses at

multiple scales are combined using a max rule:

pE (x, y) = max {pEσi (x, y)|σi ∈ Ωσ} (4.18)

where Ωσ = {3, 5, 7, 9, 11} (in pixels) in this study, and can be easily adapted

to images with different spatial resolutions, in case. Figure 4.3(a) and 4.3(b)

compare the results of the original linearness filter and the proposed one. It

can be seen that the original linearness filter produces high response values

at edge area and some background areas. By contrast, the proposed filter

overcomes these limitations to some extent, and returns a much cleaner version

of the linear features. After obtaining the linearness map, Otsu’s method

(Otsu, 1975) is applied to produce a binary mask.

To improve the extraction, in this chapter a pixel-wise ratio operator, called

Rvs (Ok et al., 2013), is used to detect vegetation and shadow areas. The index

involves a comparison between the values of saturation (BS) and intensity (BI)

bands, according to the very simple definition:

Rvs =
BS −BI

BS +BI

(4.19)
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Figure 4.3: (a) True color image of QuickBird image. The ground truth
dataset, obtained by visual interpretation, is shown in yellow; (b) EM clus-
tering result.

The advantage of this ratio is that it can simultaneously detect vegetation

and shadow areas. To detect vegetation and shadow areas, Otsu’s method

(Otsu, 1975) is applied to the histogram of the ratio map Rvs. After they are

identified, these areas are removed from the preliminary road map produced

by EM clustering.

4.2.3 Centerline extraction from road segments

This step involves centerline extraction from candidate road segments. It must

be pointed out that the road segments produced by previous steps have an ir-

regular shape. They usually have undesired features caused by occlusions and

by the different grey values in a segment due to image noise (e.g., branches

and holes). Regarding these factors, traditional methods, such as the thinning

algorithm (Gonzalez et al., 2009), do not usually result into satisfactory cen-

terlines, which instead include spurious features that reduce their smoothness

without retaining the correct spatial topology. Previous studies have shown

that regression techniques do not produce spurs and retain the road centerline

smoothness (Miao et al., 2013). Indeed, regression methods are good options

to extract centerlines from road segments. However, the ‘observation data’

(i.e., the coordinates of the pixels in a candidate road segment) are corrupted
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Figure 4.4: Difference between Least Square Regression and RANSAC.
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Figure 4.5: An example of (a) road pixels identified in a candidate
road segment; (b) road centerline extraction using RANSAC, where purple
points are eventually recognized as outliers, blue points are considered as
inliers, and the brown line is the regression result.

by noise and “false/outlier” data (i.e., pixels on edge and ‘holes’). Accordingly,

regression results may be strongly influenced by outliers (see Figure 4.4). A

robust estimation is thus needed to obtain satisfactory centerlines.
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To achieve stable and accurate results, this study relies on RANdom SAm-

ple Consensus (RANSAC) (Fischler and Bolles, 1981) to extract centerlines

from road segments, thanks to its efficiency and robustness to outliers. The

RANSAC algorithm is a non-parametric method composed by two main steps:

1. a random selection of a subset of data points to start the model selection;

2. a classification of all data points as inliers or outliers by using this model.

Steps a) and b) are iteratively repeated and eventually the largest inlier set is

selected, and the model re-estimated from it. Figure 4.5 presents an example

of road centerline extraction using the RANSAC. It can be seen that RANSAC

eventually splits the ‘observation data’ into two groups: 1) outlier group and

2) inlier group, outliers are directly discarded and inlier are used to extract

the centerline.

In this step, road shape features can be integrated into RANSAC to remove

miss-classified road pixels. Here, two shape metrics are employed, including:

1) area and 2) length. As the road is an elongated feature, roads usually do

not have small area values. Therefore, segments with areas smaller than TA

are likely to be false positive and can be ignored.

Another road metric is its length. To check it, the segment centerline is

removed if its length is smaller than the given threshold TL, and operation

that can be expressed by:

Li =

RANSAC (Ai) , if Length (RANSAC (Ai)) ≥ TL

∅ , otherwise

(4.20)

In a real-world application, road candidates frequently have many branches,

and RANSAC cannot be directly applied. To address this limitation, this

study designed a modified RANSAC algorithm to extract centerlines from

arbitrary road segments (reported in Algorithm 4). The central idea of this
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algorithm is to implement RANSAC in a recursive manner. For a complicated

road segment (i.e., curved and with branches), Algorithm 4 divides the cen-

terline into several straight lines. Although this selection slightly decreases

the road centerline smoothness, it is better suited to store road centerlines

in a GIS database. Additionally, this method makes it easier to implement

information fusion techniques at the centerline level to integrate results from

different extraction techniques, as discussed in the following section.

Algorithm 4 RANSAC for accurate road centerline extraction

1: Input
2: S represents a road segment.
3: ΩS stands for the coordinates of pixels in S.
4: Ωinlier denotes the coordinates of inliers produced by RANSAC.
5: N is the pixel number.
6: Output
7: L denotes the lines produced by RANSAC.

1: while number (Ωinlier) ≤ N do
2: Perform RANSAC on ΩS, producing a line li, inliers
3: Ωi

inlier, and outliers Ωi
outlier;

4: L {i} = li; Ωinlier {i} = Ωi
inlier;

5: S ← LargestConnectedComponent (ΩS − Ωinlier);
6: ΩS ← Ω (S);

7: if number(Ωinlier)
N

≥ 0.9 then
8: break;
9: else

10: continue.
11: end if
12: end while

4.2.4 Information fusion

After extracting candidate road segments using multiple methods, our goal

now is to jointly analyze these results in the framework of information fusion.

Previous studies show that information from multiple sources can complement

each other and be beneficial. Clearly, fusing centerlines requires a set of rules.

To make the wisest possible choice, in this study three different rule sets are

compared.
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4.2.4.1 Object-level information fusion

Object-level information fusion includes two different rule sets, named “rule

set I” and “rule set II”. The two sets jointly analyze objects obtained from EM

clustering and the linearness filter to produce the final input to the RANSAC

road centerline extraction.

Rule set I. Suppose ΩS and ΩL are the sets of road segments extracted by

EM clustering and the linearness filter, respectively. Rule set I is defined as:

RI = RANSAC (ΩS ∧ ΩL) (4.21)

Rule set II. Rule set II substitutes the logical AND operator in rule set I

with the logical OR operator, and can be expressed as:

RII = RANSAC (ΩS ∨ ΩL) (4.22)

4.2.4.2 Centerline-level information fusion

Rule set III. Differently from to rule sets I and II, rule set III is an ordered

procedure implemented by applying a set of regularization steps, defined as:

RIII = P4 � P3 � P2 � P1 {RANSAC (ΩS) ∨ RANSAC (ΩL)} (4.23)

where P1, P2, P3, and P4 represent four spatial regularization techniques,

introduced in the following paragraphs.

a) P1: Parallel centerlines are merged into one if the distance between them

is small enough. In a 2D Euclidean space, two segments are said to be par-

allel if their extensions to infinitely long lines never cross each other, as illus-

trated in Figure 4.6(a). In discrete image processing, it may be a challenging

task to quickly determine whether two straight segments are parallel or not.

This study solves this problem by using an unsupervised clustering technique.
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Suppose Li and Lj be two straight lines, and their corresponding end points

be
{
M1

i ,M
2
i ,M

1
j ,M

2
j

}
. First, line segments are grouped into five categories

based on their slopes. Then, two lines (Li, Lj) are judged to be parallel if and

only if they fall into the same category. In this study, K-Means algorithm

(Hastie et al., 2009) is selected for the clustering task due to its simplicity and

efficiency.

As mentioned, once two parallel lines are individuated, they are merged. To

this aim, if the distance between the two segments is smaller than a pre-

defined threshold d1, then the shorter segment is discarded. Hence, the spatial

regularization rule P1 for the parallel case is given by:

P1 (Li, Lj) =


arg max

l
(Li, Lj) , ifD1 ≤ d1

(Li, Lj) , otherwise

(4.24)

where D1 =
(∥∥M1

jM
1
j
′∥∥+

∥∥M2
jM

2
j
′∥∥) /2 and M2

j
′

are projected points of M1
j

and M2
j on Li, respectively.

b) P2: Centerlines which are collinear/coincident are merged. Two linear

segments are said to be collinear if they lay on the same straight line, as

illustrated in Figure 4.6(b). In this case, if the smallest distance between their

end points is smaller than pre-defined threshold d2, then the two segements

will be connected by extending the longer one to touch the other one.

P2 (Li, Lj) =

LSF (Li, Lj) , ifD2 ≤ d2

(Li, Lj) , otherwise

(4.25)

where D2 =
∥∥M2

iM
1
j

∥∥, and LSF stands for least square fitting (LSF) (Hastie

et al., 2009), a technique robust to the deviation between Li and Lj.

c) P3: A centerline intersecting the extension of another one close to one of its

ends (see Figure 4.6(c)), is trimmed to the intersection point. In particular,

when two segments or their extension form congruent adjacent angles to each

other, they are said to be perpendicular. In this case, if the length of the
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extension line is smaller than a pre-defined threshold d3, then these two lines

will be connected. The spatial regularization strategy P3 for this case is thus

defined as:

P3 (Li, Lj) =


(
Li, Lj, L

E
j

)
, ifD3 ≤ d3

(Li, Lj) , otherwise

(4.26)

where LEj is the extension line of Lj; D
3 =

∥∥M1
jM

E
j

∥∥, where ME
j is the

extension point of Lj.

d) P4: Two centerlines intersecting each other when extended are elongated

until their intersection. To this aim, let’s recall that the general equation of a

straight line is ax+by+c = 0, where a, b, and c are real numbers. Considering

two straight lines,

a1x+ b1y + c1 = 0 (4.27)

a2x+ b2y + c2 = 0 (4.28)

If a1
a2
6= b1

b2
, then the two lines are intersecting. In this case, if the maximum

length of two extension lines is smaller than a pre-defined threshold d4, the

two lines will be extended and connected (see Figure 4.6(d)). The spatial

regularization strategy for the intersection case can be expressed as:

P4 (Li, Lj) =


(
Li, Lj, L

E
i , L

E
j

)
, ifD4 ≤ d4

(Li, Lj) , otherwise

(4.29)

where LEi and LEj are extension lines of Li and Lj, respectively;

D4 = max
{∥∥M2

iM
E
ij

∥∥ ,∥∥M1
jM

E
ij

∥∥}
where ME

ij is the intersection point of Li and Lj.
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Figure 4.6: Four spatial regularization strategies considered in rule set
III. (a) Parallel segments. (b) Collinear segments. (c) Extension of one line
segment intersecting the extension of another. (d) Segments that intersect
each other.

4.2.5 Parameter tuning

The proposed method depends on several parameters (e.g., six thresholding

values), and the choice of these parameters has an impact on the performance

of the algorithm. It has been formally proven in the No Free Lunch theorem

(Wolpert and Macready, 1997) that it is impossible to tune a parametric algo-

rithm such that it has optimal settings for all possible natural image scenes.

Accordingly, in this chapter we carry out an empirical analysis on parameter

tuning. As a matter of fact, settings that significantly outperform the values

obtained by this empirical analysis might be possible, but they seem not easy

at all to obtain.

Specifically, the developed empirical model depends only on one information,

i.e. the average road width Rw in the scene. The six thresholds used in

this work are computed according to: 1) TA = 15 ∗ Rw, 2) TL = 2 ∗ Rw, 3)

d1 = 5 ∗Rw, 4) d2 = 4 ∗Rw, 5) d3 = 3 ∗Rw, and 6) d4 = b2.5 ∗Rw, where b•c

rounds a number to the nearest integer less than or equal to it.
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4.3 Experimental results

In this section, the proposed method is validated by using two multi-spectral

satellite images. For quantitative evaluation, three measures are computed: 1)

Completeness, 2) Correctness, and 3) Quality (Wiedemann et al., 1998). The

experiments run under MATLAB R2010b 32 b on a PC with Intel Core 2 CPU

at 2.26 GHz, 2-GB RAM equipped with Window 7. For a fair comparison,

the parameters were selected when the best performance is produced via trial-

and-error test. The parameters used are provided in Table 4.1.

Table 4.1: Parameters used for each test site

Test site Parameter values

1 C = 5, Rw = 20

2 C = 4, Rw = 15

4.3.1 Comparison of different centerline extraction al-

gorithms

The advantage of the proposed approach for road centerline extraction from

the classified image has been checked first. To this end, the proposed method

is compared with two methods existing in technical literature, that are 1) the

thinning algorithm (Press, 2007), and 2) the Multivariate Adaptive Regres-

sion Splines (MARS) (Miao et al., 2013). The results of the comparison are

reported in Figure 4.7.

Generally speaking, the edges of road segments have a zigzag shape due to

the complicated features adjacent to road, while there are many holes in the

road segments caused by image noise, as illustrated by brown pixel in Figure

4.7. These factors make the accurate centerline extraction from the road

segment a challenging problem. As it can be observed from results by the three
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centerline extraction methods mentioned above, the thinning algorithm is the

one producing more unwanted elements, such as spurs, bridges and loops (see

Figure 4.7(a)). Although the presence of spurious elements does not affect

the interpretation of road centerline, it reduces its smoothness and causes

inacuracies in road network patterns. By contrast, both MARS and RANSAC

can provide results more accurate than the thinning algorithm, as illustrated

in Figure 4.7(b) and 4.7(c). Indeed, with MARS and RANSAC, there are

no spurs, bias, or phase transitions. Additionally, MARS provides smoother

result than RANSAC. This is due to that MARS relies on a regression of

higher order than RANSAC. Note that the MARS result is a curve, while the

result of RANSAC is a straight line, which in turn make it easier to store these

data into a GIS. Thus, from the practical viewpoint, RANSAC is much more

suitable for GIS than MARS. Additionally, RANSAC results can be directly

used as inputs to rule set III.

It can be concluded that RANSAC achieves the best balance between accuracy

and data storage efficiency. Hence, it is selected in this study to delineate road

centerlines from classified images.

(a) (b)

 

(c)

Figure 4.7: Centerline results by (a) the thinning algorithm (Press, 2007),
(b) MARS (Miao et al., 2013), and (c) RANSAC, respectively. The back-
ground is shown in gray, while road pixel in brown, and centerlines in green.
The extracted centerlines have been shifted from their true position to make
the underlying pixels belonging to the road segments visible.

4.3.2 Comparison of different information fusion rules

In this step, the performance of the three different information fusion rule sets

(i.e., rule set I, rule set II and rule set III) is checked. For a fair comparison,
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the best performance of each rule is defined as the final output of this rule.

Figure 4.8 presents the results of all of the information fusion rules. The

comparison among results from different information fusion rules is reported

in Table 4.2. Figure 4.8 shows that rule set I provides much cleaner extractions

Rule II

(a)

Rule III

(b) (c)

Figure 4.8: (a), (b), and (c) show the information fusion results of rule
set I, rule set II, and rule set III, respectively.

Table 4.2: Quantitative evaluation results of different information fusion
rules

Fusion method Completeness Correctness Quality

rule set I 0.6 1 0.6
rule set II 0.84 0.8 0.69
rule set III 0.82 0.92 0.77

than the other two rule sets, and it produces the most correct performance.

This coincides with the best correctness value of rule set I in Table 4.2. The

rationale for this results is that the logical AND operation aims at retaining

as much correct information as possible. From Table 4.2, it can be seen that

that rule set II outperforms the other two rule sets in term of completeness

(because of the logical OR). However, a comparison of Figure 4.8(a) and

Figure 4.8(c) shows that rule set III can retain the correct roads produced by

rule set I, while at the same time also inheriting the completeness property

of rule set II. A comparison between Figure 4.8(b) and Figure 4.8(c) shows

that rule set III can remove more false positives than rule II. This is due to

the regularization strategies that make full use of the information provided by

the segmentation method and the linearness filter. The results in Table 4.2
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suggest that the information fusion rule at the centerline level produces the

best balance between completeness and correctness, making it the method of

choice from now on.

4.3.3 Experiment 1

The proposed method was tested first on a QuickBird image of the urban area

of Pavia (Italy). The spatial size of the test image is 1024 pixels by 1024

pixels and Figure 4.9(a) shows the study area. The test image has four mul-

tispectral bands with the spatial resolution of 2m per pixel and the proposed

method is validated on the original multispectral bands with pan-sharpening.

Figs. 4.9(b)-4.9(c) present the results of different road extraction strategies.

From Figure 4.9, it can be seen that EM fails to extract road in some parts

(see “A-D” green rectangles), where roads are not properly shown due to the

shade of buildings, trees, or their shadows. The EM clustering method is not

always able to correctly extract shaded roads, as it is relying on only spec-

tral information. By contrast, the linearness filter is successful in recovering

road information in the same shaded areas. The reason for this success is

that, although the spectral information of the shaded road change, its shape

feature is retained, and this makes the linearness filter be able to delineate

it. Similarly, Figure 4.9 also shows that the linearness filter cannot extract

road pixels in some areas (see the “E” green rectangle), while the EM clus-

tering is successful in those areas. Thus, EM and the linearness filter provide

complementary information: by fusing these two methods, the overal perfor-

mance improved (see Figure 4.9(d)). Accordingly, it can be seen that some

discontinuities are successfully eliminated using the proposed road tracking

rules. However, there are still some wrongly connected results, proving that

automatic road tracking is still a challenging issue. An operational solution

is to interactively post-processing road centerline segments by means of semi-

automated methods.
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Table 4.3 reports a quantitative assessment of different road extraction strate-

gies. It can be seen that, with respect to completeness, the fusion method

exhibits an obvious advantage over its competitors. In addition, EM outper-

forms the linearness filter and the fusion method in the metric of correctness.

Compared to EM, the correctness value of the fusion method has slightly de-

creased, due to some wrongly regularized result produced by rule set III. From

the viewpoint of quality, Table 4.3 clearly illustrates that the fusion method

yields a substantial improvement with respect to the other two methods. The

fusion method improves the quality of EM clustering by 9%, and the linear-

ness filter results by 7%. Therefore, the fusion method already yields the best

quality performance, producing the best trade-off between completeness and

correctness.

Table 4.3: Quantitative evaluation results of different road extraction
strategies on Pavia test area.

Method Completeness Correctness Quality

EM 0.5 0.66 0.4
The linearness filter 0.54 0.65 0.42

Fusion 0.69 0.63 0.49

4.3.4 Experiment 2

The second experiment was performed on a dataset acquired by QuickBird

on Xuzhou City, People’s Republic of China. A subset (1024 pixels by 1024

pixels) of the whole pan-sharpened image was selected as the experimental

area, and presented in Figure 4.10(a). The road centerline extraction results

using EM segment only, the linearness filter only, and the proposed method

are shown in Figs. 4.10(b)-4.10(d), respectively. In Figure 4.10, the ground

truth dataset is shown in yellow; while extraction results in red.

Table 4.4 reports a quantitative evaluation of the results. The fusion rule pro-

duces the largest Completeness value while EM the largest Correctness value.

This is because the fusion result starts from different road extraction results
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(a) (b)

(c) (d)

Figure 4.9: Comparison results of different road extraction strategies on
the Pavia test area: (a) ground truth; (b) EM result; (c) linearness filter
result; (d) information fusion result.

and thus has higher probability to detect portions of the true road network.

Similarly to what happens in the first test site, the fusion method decreases

Correctness compared to EM clustering, because of the accumulation of errors

from multiple road results and some wrongly regularized results produced by

rule set III. With respect to the quality metric, it can be seen that the values

of EM clustering, the linearness filter, and the fusion method are 0.50, 0.41,

and 0.54, respectively. In these three methods, the tracking rules improve the

quality performance from 4% to 13%, which is compatible with the conclu-

sion of the first experiment. Hereby, the fusion method surpasses the other

two competitors. This again verifies the superiority of the fusion method in
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Figure 4.10: Comparison of the results of different road extraction strate-
gies on the Xuzhou test area: (a) ground truth; (b) EM results; (c) linear-
ness filter results; (d) fusion result.

improving road extraction accuracy.

Table 4.4: Quantitative evaluation results of different road extraction
strategies on Xuzhou test area.

Method Completeness Correctness Quality

EM 0.69 0.64 0.5
The linearness filter 0.66 0.52 0.41

Fusion 0.84 0.61 0.54
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4.3.5 Comparison with state-of-the-art methods

To assess the results of the presented method, in this area, a comparison was

carried out with the two state-of-the-art methods: 1) Song’s method (Song

and Civco, 2004), and 2) Huang’s method (Huang and Zhang, 2009). Figure

4.11 gives the comparison results of these two road extraction methods. As it

can be seen, road features are extracted well by the proposed method. This

performance is also confirmed quantitatively by road extraction accuracy in

terms of three measures (i.e. Completeness, Correctness, and Quality). Table

4.5 lists the quantitative evaluation results for the three methods. As shown

in Table 4.5, for the first study area, the Quality values yielded by the three

methods are equal to 0.38, 0.37, and 0.49, respectively. The fail of Song’s

method is that the misclassified road pixels are connected with the correct

road pixels. Therefore, it is challenging to use shape features to post-classify

SVM classification result (i.e., separating correct road pixels from misclassi-

fied road pixels). The use of thinning algorithm in Huang’s method leads

to low Correctness value, which in turn decreases the Quality metric. Thus,

the proposed method yields the best Quality value in the first test case. For

the second study area, although Song’s method and Huang’s method produce

higher Completeness values than the proposed method, the lower Correctness

values significantly decrease their extraction performance. Therefore, from

the viewpoint of Quality measure, the proposed method outperforms Song’s

method and Huang’s method in both two test cases, which confirms the suit-

ability of the proposed road extraction method for optical satellite images.

4.4 Summary

Urban road network remains one of the trickiest and most difficult features to

be extracted: roads may be shadowed by trees and buildings; they are neither

distinct from their surroundings nor completely homogeneous. Hence, they
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(a) (b)

(c) (d)

Figure 4.11: Comparison results of different road extraction methods on
two test areas: the first column show the results of Song’s method (Song
and Civco, 2004), while the second column the results of Huang’s method
(Huang and Zhang, 2009) on Pavia and Xuzhou, respectively.

are difficult to be discriminated using automated approaches. Therefore, one

of the underlying goals of this research was to show how to reduce inevitable

issues in urban road network extraction combining results from multiple ex-

traction methods. In this chapter the proposed approach exploits information

fusion rule sets, and is suited to Very High Resolution (VHR) optical satellite

images. The approach was tested on two images of densely built urban areas,

where road networks are spectrally similar to their surroundings and partially

occluded by trees and shadows.
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The results reveal several insights for urban road network extraction that are

relevant to future studies.

4.4.1 Integrating local information can help linear fea-

ture enhancement

One typical road feature is that roads are locally straight; this feature has been

quantified by means of a novel linearness filter. In image processing, Hessian

matrix based filters, such as Frangi’s filter (Frangi et al., 1998), are commonly

used for this task. The problem, however, is that they rely on image gradients

or high-order derivatives, thus their responses are sensitive to noise and often

too weak to discriminate road and non-road pixels in low contrast regions.

In addition, the Hessian matrix based filters usually produce high responses

around boundaries of different land cover classes, yielding difficulties in pre-

cisely localizing the exact boundary of a linear feature. Imprecise boundary

localization could instead result in inaccurate quantification of road segments.

This chapter focuses on addressing these two challenging problems.

Specifically, we have studied the use of local information around a pixel to-

gether with its local structure derived from Hessian matrix. Experimental

results show that the proposed approach helps discarding most false positives

in low contrast, low Signal-to-noise ratio (SNR) regions and at boundaries be-

tween land cover classes. We believe this approach provides far more cleaner

result than the one proposed in (Frangi et al., 1998).

4.4.2 Regression can extract accurate road centerline

The efficacy and efficiency of the proposed regression method for road center-

line detection highlight its excellent performance. Centerline extraction from

road segments using this regression method has two advantages: 1) it is con-

venient for data storage; 2) the extracted centerline has no spurs and well
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retains the smoothness. The regression method can help to overcome spurs

due to their spectral similarity to the surroundings, while holes are due to

missing pixels. Indeed, our work provides evidence that it may be possible

to extract smooth centerlines from road segments with coarse boundary and

holes.

While the regression method is highly suited to detect centerlines from straight

road candidates, this analysis also reveals biases that should be considered.

First, the proposed method relies on a recursive way to process curved road

segments, so the technique is limited in some regions where road segments

have branches. Although it is difficult to process complicated road segments,

the proposed method can produce preliminary centerlines that retain correct

spatial topology. It is possible to overcome this limitation by considering a

semi-automatic method, and including a user interaction option (Huang and

Zhang, 2009). This allows greater freedom, but also leads to increased user

input and greater time consumption, which may in turn restrict the utility of

the method in some situations.

4.4.3 Information fusion helps yield high road delin-

eation accuracy in complex urban scene

While the amounts and quality of remote sensing data are unprecedented,

there is still no one ‘perfect’ data source for the difficult task of mapping ur-

ban expansion. This work has shown that combining results extracted from

multiple methods is advantageous given the complexity and heterogeneity of

urban road network. Depending on the spectral and spatial characters, urban

road networks can be extracted to some extent via automatic means. Our

results show that linearness filter produces a higher accuracy when the urban

road network is suffering the similar and/or different spectral similarity of sur-

roundings, while the segmentation method achieves higher accuracy when the

urban road network is homogeneous. Therefore, a road candidate may be ex-

tracted by the former, while another one by the latter extraction method. By
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exploiting these complimentary datasets and fusing the information obtained

from both of them, a more accurate extraction is achieved.

While this study focuses on the fusion of two methods (i.e., EM clustering and

the linearness filter) relying on a single data source (i.e., optical satellite im-

ages), future works will integrate multiple methods and multiple data sources,

such as optical satellite images, LIDAR, and SAR.



Chapter 5

Accurate Road Centerline

Extraction

5.1 Introduction

Many cutting-edge road extraction methods consist of two main steps: extract-

ing road segments by applying a set of rules, followed by centerline delineation

from road segments extracted in the first step. The commonly used method

is the thinning algorithm (Gonzalez et al., 2009). Despite its computational

efficiency, the result of the thinning algorithm always produces un-desired ob-

jects (i.e. spurs) that reduce the smoothness and accuracy of the centerline.

To tackle this limitation to some extent, a self-organized clustering method

(Doucette et al., 2001) was designed. This method firstly extracted initial

points using K-medians clustering, followed by the linking algorithm to create

the central line. Radon and Hough transform (Poullis and You, 2010, Zhang

and Couloigner, 2007) were also introduced to extract the centerline from the

classified image. Strong peak locations in the transform matrix are taken to

be straight line pixels in the original image. Radon and Hough transform

are suitable for straight line extraction and generally fail to process curvi-

linear cases. Recently, in the area of computer vision, a so-called subspace

104
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The input classified image Extract feature points 
using tensor voting

Project feature points onto 
ridge line using the SCMC 

based on kernel density 
estimation map

Geodesic path linkingFinal road centerline map

Figure 5.1: Flowchart of the F-SCMS method.

constrained mean shift (SCMS) method (Ozertem and Erdogmus, 2007, 2009,

2011) was proposed to extract accurate centerline from point clouds. First,

the probability that a pixel is located on the centerline is computed using

the kernel density estimation (KDE). Then, all discrete points are iteratively

projected onto the centerline based on mean shift. Despite its good perfor-

mance, when the number of points is large, SCMS becomes very slow, which

limits its real applications. To improve the computational efficiency of SCMS,

this chapter firstly presents a feature point based SCMS (F-SCMS). It should

be noted that F-SCMS relies on the spatial connection condition. To reduce

this spatial constraint, this chapter subsequently designs a Gaussian Mixture

Model based SCMS, named GMM-SCMS.

5.2 Feature point based road centerline ex-

traction

This section devises a feature-point-based approach to extract accurate cen-

terlines from classified images. Figure 5.1 summarizes the proposed method.

The proposed method consists of the three following steps.

1. Feature points (i.e., junction and end points) are first extracted from

the classified image.

2. The probability of each pixel being located on the road centerline is com-

puted using the kernel density estimation (KDE) method. Subsequently,

the feature points are projected onto ridge lines using the subspace con-

strained mean shift (SCMS) method.
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3. The projected feature points are linked by the geodesic method to create

the central line to formulate the road network.

The details of each step are described in the following section.

5.2.1 Extraction of feature points

From Chapter 2, we can know that, after tensor voting, vote analysis is per-

formed to extract two types of feature points: 1) junction points and 2) end

points. Feature points are classified based on the following two rules.

1. Points that satisfy λ1 ≈ λ2 > 0 are classified as region or junction points.

2. The local maxima of polarity are detected as endpoints. The local max-

ima are the points within a given neighborhood at which the pixel takes

the largest value. The image dilation (Gonzalez et al., 2009), one of

mathematical morphology operations, can be applied to detect local

maxima.

An example of feature point extraction using tensor voting is presented in

Figure 5.2. As can be seen from Figure 5.2(b), feature points extracted by

tensor voting are areas, not single points. In this study, centroids of these

areas are taken as feature points, resulting in Figure 5.2(b).

After the extraction of feature points, the corresponding connectivity matrix

is constructed using Algorithm 5. The connectivity matrix of each connected

component (CP) can be defined as follows: a feature point is connected to any

feature points except itself. In this means, if some junctions are missed, they

can still be recovered when the algorithm tries to link endpoints. Another

advantage of introducing this connectivity matrix is that, for each end point,

there is not necessary to determine which junction point is connected to,

thereby resulting in an efficient way of constructing such connectivity matrix.

Meanwhile, Figure 5.3 shows an example of generating the connectivity matrix
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(a) (b) (c)

Figure 5.2: (a) Input image. (b) Feature points extraction results using
tensor voting, where junction points are shown in blue and end points in
red. (c) Centroids of the junction points are shown in blue crosses and end
points in red crosses.

from foregoing extracted feature points. The feature points detected by the

tensor voting are shown in Figure 5.3(a), and the corresponding connectivity

matrix is shown in Figure 5.3(b). As can be seen, the connectivity matrix is

symmetric, and hence only the lower triangular elements need to be processed

by the following procedures.

Algorithm 5 The connectivity matrix construction algorithm

1: Input
2: The classified image.
3: Output
4: The connectivity matrix.

1: Perform connected component analysis (CCA) (Gonzalez et al., 2009) on
the classified image.

2: Select one connected component compi and then perform tensor voting to
extract feature points. Suppose the component contains Mi feature points
(i.e., junction points and end points).

3: for dom1 = 1, . . . ,Mi

4: for dom2 = 1, . . . ,Mi and m2 6= m1

5: Conn (m1m2) = 1
6: end for
7: end for
8: Repeat the above steps until all of the components are analysed.
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1J

2J

1E
2E

3E

4E

5E

end point

junction point

(a)

  J1 J2 E1 E2 E3 E4 E5 

J1 0 1 1 1 1 1 1 

J2 1 0 1 1 1 1 1 

E1 1 1 0 1 1 1 1 

E2 1 1 1 0 1 1 1 

E3 1 1 1 1 0 1 1 

E4 1 1 1 1 1 0 1 

E5 1 1 1 1 1 1 0 

(b)

Figure 5.3: Example of constructing the connectivity matrix. (a) Fea-
ture points extracted by tensor voting. (b) The corresponding connectivity
matrix.

5.2.2 Adjustment of initial road centerline using SCMS

The major axis produced by GMM in Section 5.2.1 can be regarded as the ini-

tial road centerline that is commonly coarse. For the purpose of accurate road

centerline result, it is promising to obtain accurate road centerline using the

adjustment techniques. To this end, subspace constrained mean shift (SCMS)

is selected to align the major axis. However, SCMS is iteratively implemented

on the whole classified road pixels, which leads to high computational load.

On the other hand, the major axis can also be taken as the simplification case

of the classified road map that only account for small size pixels. In other

words, GMM finds the representative points of the classified road pixels to be

used in principal curve projection; and therefore, GMM followed by SCMS,

termed as GMM-SCMS, provides a new means to lower the computational

load. The SCMS method is briefly introduce as follows.

Considering a d-variate random sample X1, X2, · · · , Xn drawn from a popula-

tion with its density function f , the kernel density estimator (KDE) is defined

as

f̂
(
x;
∑)

= n−1

n∑
i=1

K∑ (x−Xi) (5.1)

where x = (x1, x2, · · · , xd)T and Xi = (Xi1, Xi2, · · · , Xid)
T, i = 1, 2, · · · , n. In

addition, the symmetric positive definite d × d matrix
∑

is the bandwidth



Chapter 5. Accurate Road Centerline Extraction 109

matrix, which critically determines the performance of the KDE function f̂ .

K is a d-variate kernel function defined as

K∑ (x) =
∣∣∣∑∣∣∣−1/2

K

(∑−1/2
x

)
(5.2)

which satisfies
∫
K (x) dx = 1. Here, | · | indicates the determinant opera-

tion, and the common choice of Gaussian KDE functions is adopted, K (x) =

(2π)−d/2 exp
(
−1

2
xTx

)
.

By generalizing the Scott’s rule of thumb, bandwidth matrix
∑−1 = n

2
d+4
∑̂−1

is chosen here (see Ahamada and Flachaire (2010) for detail). Consequently,

the kernel density estimator is constructed above as

p
(
x;
∑)

=
1

n(2π)d/2 |
∑
|1/2

n∑
i=1

exp
(
−1

2
(x−Xi)

T
∑−1

(x−Xi)
)

(5.3)

In consideration of the numerical stability when solving the principle curve,

the logarithm of the density function p (x;
∑

) is involved,

f (p (x)) = log (p (x)) (5.4)

The corresponding gradient and Hessian matrices for KDE are

gf (x) = f ′ (p (x))∇p(x)T

= p(x)−1g (x) (5.5)

Hf (x) = f ′′ (p (x))∇p(x)T∇p (x) + f ′ (p (x))∇2p (x)

= f ′′ (p (x)) g (x) g(x)T + f ′ (p (x))H (x) (5.6)

= −p(x)−2g (x) g(x)T + p(x)−1H (x)
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Thus, we get the fixed-point update rule for adjusting the coarse initial point,

m∑ (x) =

n∑
i=1

exp
(
−1

2
(x−Xi)

T∑−1 (x−Xi)
)
Xi

n∑
i=1

exp
(
−1

2
(x−Xi)

T∑−1 (x−Xi)
) − x (5.7)

On account of the similarity of the above iteration formula to the mean-shift

algorithm and thus it has the name of subspace constrained mean shift (SCMS)

method, which is presented in Algorithm 6. An example of adjusting coarse

points to produce accurate centerline utilizing SCMS is illustrated in Figure

5.4.

Algorithm 6 Subspace Constrained Mean Shift

1: Input
2: The coarse road centerline derived from the major axis X1, X2, · · · , Xn.
3: Output
4: The adjusted discrete points Xnew

1 , Xnew
2 , · · · , Xnew

n .

1: Provide the band width matrix
∑−1 = n

2
d+4
∑̂−1

(i.e., the kernel covari-
ance).

2: for doi = 1, . . . , K
3: P = I − qqT and s = Pm∑ (x)
4: while s < ethre do
5: X t+1

i = X t
i + s

6: end while
7: Xnew

i = X t+1
i + s

8: end for

5.2.3 The geodesic method

After the projection of feature points onto principal curves in Step B, the

geodesic method (Peyré et al., 2010) is subsequently used to create the central

line by linking the feature points. Consider a smooth curve r : [0, 1] → Ω on

an image, where Ω is the image domain that is defined as Ω = [0, 1]2. The

smooth curve γ is generally constrained as

{γ : [0, 1]→ Ω\γ(0) = xsandγ(1) = xe} (5.8)
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(a) (b) 

(c) (d) 

Figure 5.4: An example of a principal curve. (a) Noisy input points. (b)
The estimated probability density map. (c) The principal curve over the
probability density map where the principal curve is shown in green. (d)
The principal curve projected back onto the plane of original points.

where xs and xe respectively denote the starting point and ending point.

Let L(γ) denote the weighted length of the smooth curve γ. The weighted

length L(γ) can be computed as follows

L(γ) =

∫ 1

0

W (γ(t))||r′(t)||dt (5.9)

where γ′(t) ∈ R2 is the derivative of γ, and t denotes the parameter of the

curve.

Let f : Ω → R denote the probability density estimation map that is gen-

erated by KDE. For the purpose of road network formulating, a road can be

approximately defined as a smooth curve that has a constant kernel density

value c ∈ R. Based on this definition of a road model, a weight function W (x)
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can be defined as

W (x) = |f (x)− c|+ ε (5.10)

where ε (i.e., ε = 0.01) is a small value that prevents W (x) from vanishing.

In this study, the constant value c is fixed to c = f (xe). As can be seen

from Equation 5.10, this is the area where the principal curve (i.e., the road

centerline) is passing through the area that has low weights.

The minimal path that links two feature points is a global minimizer of the

length that should satisfy the following equation

γ∗ = arg min
γ∈(xs,xe)

L(γ) (5.11)

The steps of the feature points linking procedure based on the geodesic method

are presented in Algorithm 7.

Algorithm 7 Feature points linking using the geodesic method

1: Input
2: The classified image.
3: Output
4: The road centerline map.

1: Compute the kernel density estimation map of the classified image.
2: Extract road feature points using tensor voting.
3: Construct the weight matrix using Equation 6.1.
4: Construct the geodesic distance map and find the geodesic path.
5: Link feature points using the geodesic path.

5.3 Centerline extraction without spatial con-

nection constraints

The objective of this study is to devise a computationally efficient approach

(i.e. GMM-SCMS) with high general ability to extract accurate centerlines

from classified images. In contrast to F-SCMS, GMM-SCMS has no spatial

connection constraint. Figure 5.5 summarizes the proposed method. The
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The classified image Extract the major axis 
of each Gaussian

Final road centerline 
map

Spatial partition using 
GMM

Compute the road 
centerline probability

The adjustment of the 
initial major axis

Figure 5.5: Flowchart of the GMM-SCMS method.

proposed method consists of the three following steps.

1. The classified image is partitioned using the Gaussian Mixture Model

(GMM) method.

2. The major axis is subsequently extracted from the ellipsoid of each Gaus-

sian.

3. The major axis is adjusted based on SCMS to produce accurate road

centerline.

In the following sub-sections, details of each step are described.

5.3.1 Image partition using GMM

Road pixels in the classified map can be represented as 2D discrete joint ran-

dom variables. We can partition the classified image into multiple segments

by taking road pixels as observations. To do so, the Gaussian Mixture Model

(GMM) is used to implement image clustering. The reason of selecting GMM

is that the Gaussian models used by the expectation-maximization (EM) al-

gorithm are flexible and the EM result is able to accommodate clusters of

variable size. This is because that EM benefits from the Gaussian distribu-

tion present in the data set. Therefore, GMM is able to capture the complex

spatial structure. In other words, GMM is able to simplify the classified road

map as well as retain its spatial topology. The concepts of GMM are briefly

introduced as follows.
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GMM can be written as a linear superposition of K Gaussians that leads to

a probability density in the form

sK,V,Σ,w (x) =
K∑
k=1

πkΦVk,Σk (x) (5.12)

where {πk}Kk=1 are mixture weights subject to: 0 ≤ πk ≤ 1,
K∑
k=1

πk = 1, Φ is

a multivariate Gaussian probability distribution of mean νk and covariance

matrix
∑

k.

Φν,
∑ (x) =

1

2π
√
|
∑
|
e

−1
2

(x−ν)T
∑−1(x−ν) (5.13)

The expected value of the indicator variables under the posterior distribution

is then given by

γ (zij) =
πjΦνj ,

∑
j
(xi)

K∑
k=1

πkΦνk,
∑
k

(xi)

(5.14)

The log-likelihood function is defined as:

ln p (x, z |Φ) =
N∑
i=1

K∑
k=1

γ (zij) ln
{
πkΦνk,

∑
k

(xi)
}

(5.15)

The parameters of each component are updated using the Expectation-Maximization

(EM) algorithm as follows:

πk =
1

N

N∑
i=1

γ (zij)

µj =
1

N∑
i=1

γ (zij)

N∑
i=1

γ (zij)xi (5.16)

∑
j

=
1

N∑
i=1

γ (zij)

N∑
i=1

γ (zij) (xi − µj) (xi − µj)T

The EM step is iteratively repeated until convergence. It is worthy of pointing

out that initial estimates for the parameters (Φ) are necessary for the first

EM iteration. To this end, the k-Means algorithm is selected to initialize

such parameters involves running. The spatial cluster number for k -Means is
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(a) (b)

Figure 5.6: (a) The classified road map. (b) The spatial partition result
using GMM.

estimated by

K =

⌈
A

RW ×ML

⌉
(5.17)

where d•e means to round the number to the nearest integer greater than or

equal to this number, A is the area of the classified image, RW is the average

road width of the classified image, and ML is the minimum area of a spatial

cluster. Details of the image partition using GMM are illustrated in Algorithm

8. Figure 5.6 gives a conceptual example. Figure 5.6(a) is the classified image

and its corresponding spatial partition result using GMM is shown in Figure

5.6(b).

Algorithm 8 Image Partition Using GMM

1: Input
2: The classified image.
3: Output
4: The mean µ and covariance matrix

∑
.

1: Compute the spatial cluster number K using Equation 5.17.
2: Initial the parameters of EM using k -Means.
3: Run the EM algorithm to segment the classified image until convergence.
4: for doi = 1, . . . , K
5: compute the mean µi and covariance matrix

∑
i of ith Gaussian.

6: end for
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5.3.2 Extraction of initial road centerlines

After the spatial partition using GMM in Section 2.1, the mean µ and covari-

ance matrix
∑

for each mixture are produced. The ellipsoids of each Gaussian

can be defined using µ and
∑

. In this study, the major axis of each ellipsoid

is taken as the approximate initial centerline. Σ is a square matrix that can

be factorized as

Σ=UΛUT (5.18)

where U is the eigenvector matrix, and Λ is the diagonal matrix whose diagonal

elements are the corresponding eigenvalues. The inverse matrix of
∑

is given

by ∑-1
=U -TΛ−1U−1 = UΛ−1U =

p∑
i=1

1

λi

−→u i
−→u T

i (5.19)

The inverse matrix
∑-1 can be rewritten as

(−→x −−→u )
T
∑−1

(−→x −−→u ) = (−→x −−→u )
T

(
p∑
i=1

1

λi

−→u i
−→u T

i

)
(−→x −−→u )

=

p∑
i=1

1

λi
(−→x −−→u )

T−→u i
−→u T

i (−→x −−→u ) (5.20)

=

p∑
i=1

y2
i

λi

where yi ,
−→u T

i (−→x −−→u ). The y variables define a new coordinate system that

is shifted (by −→u ) and rotated (by U) with respect to the original coordinates:

−→y = U (−→x −−→u ). Recall that the equation for an ellipse in 2D is

y2
1

λ1

+
y2

2

λ2

= 1 (5.21)

Equation 5.21 indicates that the contours of equal probability density of a

Gaussian lie along ellipse. Figure 5.7 demonstrates an example of the ellipsoid

generated by the mean and covariance matrix. For each Gaussian mixture, the

major axis of the ellipse is estimated. After that, all major axis will compose
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Figure 5.7: An example of the ellipsoid derived by the mean and covari-
ance matrix.

(a) (b)

Figure 5.8: (a) Ellipse of each Gaussian. (b) The major axis which is
shown in red.

of a coarse road centerline network that has a similar spatial topology with

the true one, as shown in Figure 5.8.

5.3.3 Adjustment of initial road centerline using SCMS

The major axis produced by GMM in Section 5.3.2 can be regarded as the ini-

tial road centerline that is commonly coarse. For the purpose of accurate road

centerline result, it is promising to obtain accurate road centerline using the
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adjustment techniques. To this end, subspace constrained mean shift (SCMS)

is selected to align the major axis. However, SCMS is iteratively implemented

on the whole classified road pixels, which leads to high computational load.

On the other hand, the major axis can also be taken as the simplification case

of the classified road map that only account for small size pixels. In other

words, GMM finds the representative points of the classified road pixels to be

used in principal curve projection; and therefore, GMM followed by SCMS,

termed as GMM-SCMS, provides a new means to lower the computational

load. The SCMS method is briefly introduce as follows.

On account of the similarity of the above iteration formula to the mean-shift

algorithm and thus it has the name of subspace constrained mean shift (SCMS)

method, which is presented in Algorithm 6. An example of adjusting coarse

points to produce accurate centerline utilizing SCMS is illustrated in Figure

5.4.

5.4 Experiment and results

In this section, several experiments that test the proposed method are de-

scribed. The proposed method is also compared with other methods in the

literature to show the advantages and disadvantages of the proposed method.

In this study, MATLAB R©1 was used as the coding environment on a PC that

has an Intel Core2Quad processor with 2.83-GHz clock speed.

5.4.1 Tests of parameters

To test the minimum area ML influence on the road centerline extraction ac-

curacy, we adjusted its value automatically from 5 to 30 with an increment of

5 for each step. The test results are presented in Figure 5.9. The performance

1MATLAB (matrix laboratory), developed by MathWorks, is a multi-paradigm numer-
ical computing environment and fourth-generation programming language.
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(a) (b) (c)

(d) (e) (f)

Figure 5.9: Road centerline extraction results with different the minimum
area values. (a) 100. (b) 120. (c) 140. (d) 160. (e) 180. (f) 200. The road
centerline extraction results are shown in red.

of the ML influence is quantitatively evaluated in terms of the computational

time and accuracy. Here, three accuracy measures, 1) Completeness, 2) Cor-

rectness, and 3) Quality (Wiedemann et al., 1998), were used. In this study,

the ground truth dataset is produced by hand drawing method and the buffer

width is fixed to 8 pixels.

Figure 5.10 reports quantitative evaluation results with different minimum

area values. Figure 5.10(a) indicates that the computational efficiency steadily

improved with the increase of the minimum area value. This is because that

large ML will result in initial road centreline with small number points, which

in turn reduce the computational load of the adjustment using SCMS. Figure

5.10(b) illustrates the influence of ML on the accuracy. It can be seen that,

when ML is increased from 100 to 180, there is a slight change of the accuracy,

which indicates that ML has a weak effect on the accuracy in this range of

values. However, the accuracy is quick drop when ML is exceeding 180. The

reason for this phenomenon is that the large ML cannot produce the initial
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Time Value
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Figure 5.10: The evaluation results of the minimum area influence. (a)
Computational load. (b) Accuracy.

road centerline with the correct spatial topology as the classified image, as

shown in Figure 5.9(f). To achieve the best balance between the computational

efficiency and the accuracy, this study fixed ML to 180 throughout the tests.

5.4.2 Experiments on simulated images

The proposed method is tested on three simulated images, including Circle

image, Spiral image, and Snow image, as shown in the first column of Figure

5.11. The intermediate results using GMM are shown in the second column

of Figure 5.11 while the corresponding precise centerline results using SCMS

in the third column of Figure 5.11.

The propose F-SCMS and GMM-SCMS are compared with the cutting-edge

method (i.e., SCMS). The comparison results are illustrated by Figure 5.12.

From Figure 5.12, it can be seen that F-SCMS well works in Spiral and Snow

cases, but fails to process Circle case. By contrast, both SCMS and GMM-

SCMS are capable to extract centerline from three test images, which indicates

SCMS and GMM-SCMS are more general than F-SCMS.

The comparison results are quantitatively evaluated in terms of computation

time and three accuracy measures. Table 5.1 reports the computational time

of three methods on test images. It can be seen that F-SCMS and GMM-

SCMS generally achieve higher computational efficiency than SCMS. F-SCMS
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 5.11: (a) The test images. (b) The major axis of GMM partition-
ing result. (c) The adjustment results using SCMS.

is more efficient than GMM-SCMS in Snow case. In spiral case, GMM-SCMS,

however, is more efficient than F-SCMS. It seems that the efficiency of GMM-

SCMS and F-SCMS is influenced by points number. F-SCMS is more efficient

with the large points number while GMM-SCMS in small points number. The

accuracy results are given in Table 5.2. From the practical prospective, Circle

and Spiral cases are too easy and the Snow case is more similar to the real-

world issue. Therefore, the accuracy is just compared in Snow case. It can be

seen that F-SCMS produces the highest accuracy among these three methods

and SCMS and GMM-SCMS achieve the similar accuracy.
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(a)

Fail 

(b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 5.12: First to third columns show the results of SCMS, F-SCMS,
and GMM-SCMS, respectively. The centerline extracted are shown in red.

5.4.3 Experiments on real satellite images

In this section, the proposed method F-SCMS and GMM-SCMS were tested

on four multispectral satellite images. The test images are shown in Figure

5.13, where the ground truth datasets are shown in red. The corresponding

classified images are presented in Figure 5.14. The proposed GMM-SCMS

method is compared with two existing methods in literature: SCMS and F-

SCMS. The comparison results are reported in Figure 5.15. The performances

of three methods are quantitatively evaluated in terms of the computational
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Table 5.1: Comparison of computation time for different centerline ex-
traction methods

Experiment Number of points
Computation time (s)

SCMS F-SCMS GMM-SCMS

Circle case 5953 20.38 Fail 1.76
Spiral case 18828 114.52 11.24 8.53
Snow case 11807 146.78 8.36 16.42

(a) (b) (c) (d)

Figure 5.13: (a), (b), (c), and (d) show four test images, respectively.
The ground truth datasets are shown in red.

(a) (b) (c) (d)

Figure 5.14: (a), (b), (c), and (d) show classified images of the test images
in Figure 5.13, respectively.

efficiency and the accuracy, as shown in Table 5.3 and Figure 5.16.

From Table 5.3, it can be seen that the computational load of SCMS is highest

among these three methods. By contrast, both F-SCMS and GMM-SCMS pro-

duce higher computation efficiency than SCMS. In general, F-SCMS achieves

better computational performance than GMM-SCMS, such as Cases 1-3. How-

ever, Table 5.3 also shows an interesting phenomenon that GMM-SCMS shows

higher computational efficiency than F-SCMS (Miao et al. forthcoming) in

Case 4. The phenomenon indicates that the number of connected compo-

nents (CCs) influences the F-SCMS performance. For instance, the numbers
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 5.15: Comparison results of different road centerline extraction
methods. (a) SCMS results. (b) F-SCMS results. (c) GMM-SCMS results.
The centerlines are shown in red for display.
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Table 5.3: Comparison of computation time for different centerline ex-
traction methods

Experiment Number of points
Computation time (s)

SCMS F-SCMS GMM-SCMS

1 35177 1142.95 73.48 110.68
2 11578 58.77 2.18 6.51
3 8009 35.73 1.97 8.84
4 16503 172.99 67.93 15.36

Completeness Correctness Quality
SCMS 47.54 59.14 35.78
F-SCMS 73.47 75.08 59.07
GMM-SCMS 59.82 71.23 48.18
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Figure 5.16: (a), (b), (c), and (d) show quantitative evaluation results of
different centerline extraction methods for Case 1, 2, 3, 4, respectively.

of CCs in Cases 1-4 are 3, 1, 1, and 8, respectively. It seems that when the

number of connected components is high, GMM-SCMS is more efficient than

F-SCMS. The main reason is that F-SCMS detects feature points (i.e. end

and junction points) and then links these points iteratively for each connected

component. Detection of feature points from the classified image costs a lot of

time. Therefore, high number of CCs decreases the performance of F-SCMS.

Figure 5.16 demonstrates the accuracy of three methods. As can be seen,

SCMS produces the lowest accuracy while F-SCMS the highest. In general,

GMM-SCMS achieves the modest accuracy among these three methods.
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By comparing the proposed method with two existing methods on simulated

and real datasets, it can be seen that the proposed method produces the best

balance between the computational complexity, accuracy, and generalization

ability among these three methods. Thus, GMM-SCMS is more practical for

accurate and efficient road centerline extraction from classified images.

5.5 Summary

In this chapter, an automatic method, so-called Gaussian-Mixture-Model-

Based Subspace Constrained Mean Shift (GMM-SCMS), was developed for

road centerline extraction from the classified image. The GMM-SCMS method

can extract smooth road centerlines with high accuracy. Benefited from GMM,

the proposed method can represent the classified images using a small num-

ber of points while retain the correct spatial topology, which in turn improves

the computational efficiency. By using SCMS, the approximate points are

iteratively adjusted to produce the accurate road centerline.

The proposed method was compared with cutting-edge SCMS and Feature-

Points-Based SCMS (F-SCMS). The experimental results indicate that 1)

GMM-SCMS is more efficient than SCMS, and 2) GMM-SCMS has a higher

generalize ability than F-SCMS. In other words, GMM-SCMS can process

the classified image with arbitrary shape. By fully consideration of efficiency,

accuracy, and generalize ability, it can be concluded that GMM-SCMS can

provide a practical solution for delineating road centerlines from classified

images.



Chapter 6

Road Gap Connection

6.1 Introduction

Although tensor voting (TV) can partly be used to eliminate road disconti-

nuities, it is challenging to process large road gaps, as suggested in Chapter

2. Therefore, this chapter focuses on the issue of large road gap elimination.

It should be noted that the problem of large road gap elimination can be

converted to a semi-automated road extraction issue, which is relying on road

end points, also known as seed points. Although TV is an automatic process,

the semi-automated method can guarantee correct road connection topology,

which in turn improves road connection accuracy and robustness.

Based on the aforementioned analysis, this chapter proposes a semi-automatic

method for road delineation from VHR satellite images. The proposed method

is an extension of the geodesic method (Peyré et al., 2010) in which low spatial

resolution images are processed. Although the previous integrated method

shows certain advantages in processing low spatial resolution images, it is not

suitable for VHR images. The proposed method solves this limitation.

128
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6.2 The methodology

6.2.1 The geodesic method

In this chapter, the geodesic method (Peyré et al., 2010) is selected to link seed

points and identify the central line for roadways. Let f denote the probability

density estimation map, which is modeled as a 2D function f : Ω → R. The

image domain Ω is usually defined as Ω = [0, 1]2. In road linking, a road that

connects two seed points xs and xe can be approximately defined as a smooth

curve that has a constant grey value c ∈ R. Based on this definition of the

road model, a saliency map W (•) at the pixel x is then defined as:

W (x) = |f (x)− c|+ ε (6.1)

where ε (i.e., ε = 0.01) is a small value that prevents W (x) from vanishing,

and c is the grey value at the start point xs (i.e., c = f (xs) ). According to

Equation 6.1, the area through which the road passes should have low values

of W (x).Based on the saliency map W (x), the length of a smooth curve on

the image γ : [0, 1]→ Ω is defined as a weighted length as follows:

L (γ) =

∫ 1

0

W (γ (t)) ‖γ′ (t)‖ dt (6.2)

where γ′(t) ∈ R2 is the derivative of γ. For linking road seed points, γ is

generally constrained by

γ : [0, 1]→ Ω\γ(0) = xs and γ(0) = xe (6.3)

The minimal path γ∗ is defined as

γ∗ = arg min
γ∈(xs,xe)

L (γ) (6.4)
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The geodesic path is computed on the grey image, which cannot be applied

directly to the multispectral image. There are many algorithms to tackle

this limitation, such as spectral angle (SA) and principal component analysis

(PCA) transformation. For ease of computation in this study, multispectral

satellite images are first summed and averaged to obtain a single band im-

age. The experimental results show that this simple step is sufficient. The

geodesic method is subsequently applied to the averaged image for extracting

the minimal path between seed points. An example of the geodesic method

is depicted in Figure 6.1. It can be seen that this method can correctly infer

the spatial connection, and there is no need to guarantee the spatial connec-

tion topology. A well-recognized problem for the geodesic method is that of

bias. Figure 6.1(b) illustrates such a problem, showing a minimal path that

tends to follow the boundary of the road, but does not coincide with the true

centerline. This limitation must be considered, and the following subsections

describe the proposed method for dealing with such issues.

6.2.2 The road probability estimation

The initial road segments generated by the geodesic method are taken as

training samples. Then we use the Mahalanobis distance (Hastie et al., 2009)

to measure the probability of a pixel x being of the road class, as follows:

pM (x) =

√
(I (x)− S)T S−1 (I (x)− S) (6.5)

where µ and S denote denote the mean value and covariance matrix of training

samples, respectively, and I (x) is the spectral value at the pixel (x). Using

the Mahalanobis distance to compute the road probability is valid, as this

measure is unit-less and efficient to compute. After the computation of the

road probability map, a simple thresholding is applied to segment the images

into two classes: road class and non-road class. The thresholding result is
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Figure 6.1: (a) Test image where seed points are shown in blue crosses.
(b) Minimal path extracted by the geodesic method shown in red. (c)
Mahalanobis distance map. (d) Thresholding result, in which 1 and 0
representroad and nonroad class, respectively. (e) Result of kernel density
estimation. (f) Minimal path extracted by repeating the geodesic method
on the KDE result.

defined as

CL (x) =

1, if pM (x) ≤ threshold

0, otherwise

(6.6)

where CL (x) is the class label of the pixel x, the threshold value is automati-

cally obtained by Otsu’s method (Otsu, 1975), and 1 and 0 represent the road

class and nonroad class, respectively. Figures 6.1(c) and 6.1(d) shows the

Mahalanobis distance matrix and its corresponding thresholding result, re-

spectively. Although the thresholding method misclassifies some road pixels,

this error has little influence on the accuracy of the road centerline extraction

as the connection of seed points in the proposed method relied on the geodesic

method, which is robust to noise.
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6.2.3 Kernel density estimation and mean shift

After the road probability estimation, kernel density estimation (KDE) tech-

nology (Ahamada and Flachaire, 2010) is introduced to assess the probability

that any given pixel lies on the road centerline. Let y1, y2, . . . , yn be a given

set of d-dimensional random samples. The kernel density estimator is defined

as

f̂ (y) =
1

nhd

n∑
i=1

K

(
y − yi
h

)
(6.7)

where n is the number of observations, h denotes the bandwidth parameter

(which is determined by generalizing Scott’s rule of thumb (Ahamada and

Flachaire, 2010)), and K is the kernel function. We selected the Gaussian

kernel as the kernel function, as follows:

K (y) = e−
y2

2h2 (6.8)

An example of a KDE result is shown in Figure 6.1(e). It can be seen that

pixels on road centerlines have higher KDE values than pixels that are un-

centered. It is worth pointing out that seed points selected by users may not

precisely locate on road centerlines, and this factor affects the accuracy of the

minimal path. To achieve robustness to such distortions, we rely on the mean

shift method (Cheng, 1995) to obtain precise centered positions of seed points.

Mean shift, a procedure to iteratively detect modes of the kernel function, has

the following generic formula:

m (y) =

∑n
i=1 g

(
y−yi
h

)
yi∑n

i=1 g
(
y−yi
h

) − y (6.9)

where g (y) = −K ′ (y). After projecting road seed points onto the ridge

through KDE, the geodesic method is repeated to trace road centerlines using

the KDE map, with the result shown in Figure 6.1(f). It can be seen that the

proposed method enables us to obtain the centered result.



Chapter 6. Road Gap Connection 133

As discussed in the preceding sections, the procedures of the proposed method

are summarized in Algorithm 9.

Algorithm 9 Linking of seed points using the proposed method

1: Input
2: The original satellite image.
3: Seed points selected by users.
4: Output
5: The road network.

1: Manually label seed points on the input satellite image.
2: Extract the minimal path between seed points using the geodesic method.
3: Compute the road probability map using the Mahalanobis distance, in

which training samples consist of pixels that locate on the minimal path
produced by Step 2.

4: Segment the Mahalanobis distance map by applying a simple thresholding.
5: Apply kernel density estimation to compute the probability that a pixel

locates on the centerline.
6: Project seed points onto the ridge of the KDE.
7: Based on the KDE map, repeat the geodesic method to extract the mini-

mal path between seed points.

6.3 Experiment and results

6.3.1 Tests on sensitivity of seed positions

To demonstrate the performance of the proposed method, an aerial image

with a spatial resolution of 0.3 m/pixel was tested, and the geodesic method

was selected as the reference method. The results are shown in Figure 6.2.

As can be observed, the proposed method could provide better results than

the geodesic method. The experimental results show that the original geodesic

method was sensitive to the positions of seed points, in that different positions

for the seed points produced different road centerlines. Thus, the original

geodesic method was less robust. The second column in Figure 6.2 also shows

that road centerlines produced by the original geodesic path method were

wrongly extracted. In particular, even though the seed points were located at

centerlines, the original geodesic method still could not achieve correct results.
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In contrast, the proposed method was insensitive to the positions of seed

points, and could achieve reliable, accurate road centerlines. The proposed

method is more accurate as it has two advantages. First, the mean shift can

project initial seed points onto the ridge of the KDE. Second, the geodesic

path using KDE traces the road centerline along the ridge line. Furthermore, a

visual comparison of the results in Figure 6.2 evidently validates the advantage

of the proposed method in road centerline extraction. The poor performance

of the original geodesic approach demon-strates its inability to extract road

centerlines from VHR satellite images. However, as suggested above, the

proposed method solves the limitation of the geodesic method and provides a

practical solution for the road centerline extraction.

6.3.2 Experiments

A QuickBird image downloaded from VPLab (2015) was used to evaluate the

proposed method. The study area had a spatial size of pixels. The satellite

image used in this study had a spatial resolution of 0.6 m/pixel. Figure

6.3(a) shows the study area in which the seed points selected by users are

shown with blue crosses. The geodesic method was first applied to obtain

the minimal path that linked seed points, with the results shown in yellow

in Figure 6.3(b). Finally, the proposed method is depicted in red in Figure

6.3(b). A comparison of the two methods is presented in Figure 6.3(c). As

can be seen, the result of the proposed method is more centered than that of

the geodesic method. Hence, the proposed method more accurately extends

the geodesic method to extract road centerlines from VHR images.

In the second experiment, an image with a spatial size of pixels, downloaded

from (Laboratory, 2015), was used to test the proposed method’s performance.

Figure 6.4(a)-6.4(c) show the test image, the geodesic method result, and the

proposed method result, respectively. It can be seen that both the geodesic

method and the proposed method can achieve results with the desired ‘U’
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 6.2: Comparison of road centerline extraction results. (a) The
original images with different seed points, which are shown with red circles.
(b) Results by the geodesic method. (c) Results by the proposed method.
The centerline results are shown in red.

shape. However, the result of the proposed method is more centered than

that of the geodesic method.

The road extraction result for the third test image was obtained using another

QuickBird image downloaded from VPLab (2015). This test image, with a

spatial size of pixels, is shown in Figure 6.5(a). It can be seen that two seed

points are located in regions with different materials. In other words, the grey

values of the two seed points are significantly different. The road connection

results of the geodesic method and the proposed method are shown in Figure
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(a) (b) (c)

Figure 6.3: Results on the first image. (a) Test image in which seed points
which are shown in blue cross. (b) The geodesic method result which is
shown in yellow. (c) The proposed method result which is shown in red.
(d) Comparison results of two methods where the geodesic method and the
proposed method are shown in yellow and red, respectively.

(a) (b) (c)

Figure 6.4: Results on the second image. (a) Test image in which seed
points which are shown in blue cross. (b) The geodesic method result which
is shown in yellow. (c) The proposed method result which is shown in red.

6.5(b) and Figure 6.5(c), respectively. These results show that both methods

failed to extract roads with the desired topology. Therefore, the limitation

of the proposed method is that it fails in a situation of material change. A

possible solution to this problem would be to use the object-space method,

based on intensity-change-invariant road shape features.

6.3.3 Comparison with the existing method

The proposed method was compared with a semi-automatic road centerline

extraction method drawn from the existing literature. Figure 6.6 depicts com-

parison results of the proposed method and the method used by Hu et al.
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(a) (b) (c)

Figure 6.5: Results on the third image. (a) Test image in which seed
points which are shown in blue cross. (b) The geodesic method result
which is shown in yellow. (c) The proposed method result which is shown
in red.

(a) (b)

Figure 6.6: Comparison with the existing semi-automatic method. (a)
The proposed method results which are shown in red. (b) The results
produced by Hu et al. (2004) which are shown in red . Seed points are
shown with blue crosses.

(2004). These two methods were selected because both of them rely on seed

points selected by users, which guaranteed a fair comparison.

When quantifying the performance values, five accuracy measures (Hu et al.,

2004, Wiedemann et al., 1998) were used to evaluate the semi-automatic cen-

terline extraction methods. These measures were 1) number of seed points;

2) total road length; 3) Completeness; 4) Correctness; and 5) Quality. In this

chapter, the true road centerline between two seed points was provided by the

hand drawing method.

Table 6.1 shows the results of the two methods. It can be seen that the
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proposed method and that proposed by Hu et al. achieved similar accu-

racy. However, the proposed method needed fewer seed points than the Hu

et al. method. Hu’s method needed more seed points because it requires that

seed points be labeled where the road curvature changes. Compared to Hu’s

method, the proposed method needed fewer interactions with users. There-

fore, the proposed method shows a stronger global inference for connection

of seed points than Hu’s method. The experimental results indicate a great

potential of the proposed method for practical delineation of roads from VHR

satellite images.

6.4 Summary

In this chapter, the large road gap connection problem is converted to a semi-

automatic road extraction issue. To this end, a seed point based method for

road centerline extraction from very high resolution satellite images has been

proposed. More specifically, the proposed method was shown to incorporate

the strengths of the geodesic method, kernel density estimation (KDE), and

mean shift. In contrast to the geodesic method, a combination of the geodesic

method and KDE provided a better solution for tracing an unbiased road

centerline between seed points. The application of the mean shift method

allowed the proposed method to obtain precise seed points from coarse points

selected by users. These versatile functions, allowed us to extract robust road

centerlines that were not subject to the positions of seed points that affect the

geodesic method. One of the immediate practical applications of the proposed

method is that the road discontinuities of other road extraction algorithms can

be eliminated. In its present form, the proposed method is semi-automatic

and needs seed points need to be manually selected. Future work will therefore

focus on automatic selection of the road seed points, and on the use of graph

theory for extracting a complete road network.
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Chapter 7

Conclusion

7.1 Summary

In this thesis, road extraction from Very High Resolution (VHR) satellite

images has been explored by utilizing a variety of road features (i.e. shape

features and spectral information) and computer vision tools. To achieve this

goal, the VHR images are firstly segmented/classified to extract road seg-

ments. The accurate road centerlines are subsequently extracted from these

road segments, followed by a road gap connection step to eliminate road dis-

continuities. The contributions of this thesis can be concluded in three aspects.

7.1.1 Road segments extraction

The main contributions of this part are as follows:

1. Designing several measures to demonstrate road shape features.

2. Introducing advanced mathematical morphology, which is more suit-

able for roads than traditional mathematical morphology, to implement

spectral-spatial classification to extract road segments from VHR satel-

lite images.
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3. Designing an information fusion scheme to integrate local homogeneous

regions and classification results to produce a robust road extraction

result.

4. Using road shape features to filter road extraction result to remove noise

which in turn improves the extraction accuracy.

7.1.2 Accurate road centerline extraction from the clas-

sified images

The second part attempts to extract accurate road centerline from the clas-

sified road images. In this study, two methods are designed based on the

geodesic method:

1. The first method integrates the tensor voting and the geodesic method.

The combination of tensor voting and the geodesic method is able to

extract the accurate road centerline that achieves the good balance be-

tween the accuracy and computational load.

2. The second method is using the k-Means and the geodesic method. This

method has a loose spatial constraint than the first one and can guar-

antee a similar accuracy.

7.1.3 Road gap connection

The third study concerns road gap connection. In this thesis, two means are

studied to achieve this goal, as listed in the follow:

1. The first method is involving the use of tensor voting. The advantage of

tensor voting is that it is automatic and has a strong global connection

inference. Therefore, there is no need to set connection hypothesis in

advance. Another advantage of tensor voting is that it only has one

parameter to be tuned, and hence it is a robust method.
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2. The second means is using the geodesic method in a semi-automatic

manner. The geodesic require the user to provide two end points to

connect road gaps. Experimental results show that the geodesic method

can generally produce correct results with the minimum interactions

with users.

7.2 Future research

The main recommendations of this thesis are list as follows:

1. Any road shape features has its own limitation when it is used alone.

To obtain a robust road shape feature measure, a more complicated and

universe road shape feature should be designed.

2. Despite the good performance of using advanced mathematical morphol-

ogy, such as path openings and closings and General Adaptive Neigh-

borhood, there is still a large room to improve the spectral-spatial clas-

sification accuracy of road extraction. More road shape features should

be explored and integrated to the existing methods.

3. Local methods should be considered to make the road centerline extrac-

tion in this thesis more general.

4. Tensor voting can be implemented with a small scale parameter in an

iterative manner to solve the cross-talk phenomenon.

5. Tensor voting and the geodesic method can be integrated to eliminate

road discontinuities in a more robust and fast manner.



Appendix A

Efficient GAN Dilation

Algorithm 10 Pseudo-code of the Proposed Efficient GAN Erosion

1: Input
2: The original grey image IO
3: The homogeneity tolerance value m
4: Output
5: The GAN erosion result ID

1: Initial ID and set all the elements in ID to be 0.
2: for all i = 0 to 255 do
3: Set Ti = i−m.
4: Set Ts = i+m.
5: Extract the area Ai that satisfies IO ≥ Ti and IO ≤ Ts.
6: Extract the seed points set Si that satisfies IO = i.
7: Run MorphologicalReconstruction(Si, Ai, 8) to extract the GANs Im.
8: Run LabelConnectedComponents(Imj, 8) to compute the connected

components number nr in Im.
9: Set Ts2 = Ts.

10: if Ts2 > 255 then
11: Ts2 = 255
12: end if
13: for j = Ts2 to i do
14: Let R = IO and set all the elements in R to be 0.
15: Extract the seed points set Sij that satisfies IO==j and Im 6= 0.
16: Run MorphologicalReconstruction(Sij,Im, 8) to extract the area

Imj.
17: for all points x, y in Imj do
18: if Imj (x, y) 6= 0 and ID (x, y) ≤ j then
19: ID (x, y) = j
20: end if
21: end for
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Algorithm 11 Pseudo-code of the Proposed Efficient GAN Erosion (contin-
ued)

22: Run LabelConnectedComponents(Imj,8) compute the connected
components number nrj in Imj.

23: if nr − nrj 6= 0 then
24: nr ← nr − nrj
25: else
26: break
27: end if
28: end for
29: end for



Appendix B

Efficient GAN Dilation

Algorithm 11 Pseudo-code of the Proposed Efficient GAN Dilation

1: Input
2: The original grey image IO
3: The homogeneity tolerance value m
4: Output
5: The GAN erosion result ID

1: Initial ID and set all the elements in ID to be 0.
2: for all i = 0 to 255 do
3: Set Ti = i−m.
4: Set Ts = i+m.
5: Extract the area Ai that satisfies IO ≥ Ti and IO ≤ Ts.
6: Extract the seed points set Si that satisfies IO = i.
7: Run MorphologicalReconstruction(Si, Ai, 8) to extract the GANs Im.
8: Run LabelConnectedComponents(Imj, 8) to compute the connected

components number nr in Im.
9: Set Ts2 = Ts.

10: if Ts2 > 255 then
11: Ts2 = 255
12: end if
13: for j = Ts2 to i do
14: Let R = IO and set all the elements in R to be 0.
15: Extract the seed points set Sij that satisfies IO==j and Im 6= 0.
16: Run MorphologicalReconstruction(Sij,Im, 8) to extract the area

Imj.
17: for all points x, y in Imj do
18: if Imj (x, y) 6= 0 and ID (x, y) ≤ j then
19: ID (x, y) = j
20: end if
21: end for
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Algorithm 12 Pseudo-code of the Proposed Efficient GAN Dilation (contin-
ued)

22: Run LabelConnectedComponents(Imj,8) compute the connected
components number nrj in Imj.

23: if nr − nrj 6= 0 then
24: nr ← nr − nrj
25: else
26: break
27: end if
28: end for
29: end for
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