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Abstract

Global environmental crises, such as the global climate change and awful air
pollution in major citieover the worldare causing profound changes tdhoiine
power system and the transportation sector. On one hawerpsystems
worldwide are evolving towards a greener version by integratingreasing
amount ofrenewable energy sources, especially wind power (\WR)the other
hand, as an effective wap redue greenhouse gasmission,plug-in electric
vehicles (PEVs) areurrently incentivized in many countriasdmore and more
types of PEV are beingrolled out by various automakeM/ith the adoption of
PEV surging, a rapid increase of PEV chargingd can be expected in the
coming years

The uncertainty and variabilityof WP generationwill weaken the
controllability on the supply side of the power system and require more fast
reacting reserve, while bulkincontrolledPEV charging may severely stsethe
network at all voltage levelsthreateningthe system reliability lowering its
efficiency, and jeopardizing the system econon@ontrolled PEV charging,
however,could bea valuable source fdargescale demand respond2R). The
DR is identified & a very effective tool téacilitate smooth WP integratigrand
clean electricity from WP to propel PEVs can significantly decarbonize the
transportation sectoifhus, a lot of synergies can be explored between the PEV
charging load and the WP generation

As an effort to safelpccommodat¢éhe PEV charging lahatthe initial stage
of PEV adoption before the upgrade of the network infrastructbie thesis
firstly proposesa reakttime scheduling scheme f&®EV charging in lowvoltage
residential distribtion network This scheme schedules PEV chargiagither

minimize system losses @reventoverlow voltage, depending othe PEV



penetration level Since most often voltage drop would become a binding
constraint when dow-voltage distribution feeder issubject to highPEV
penetration level, a scheduling method is first developeshlargethe voltage
safety marginThen,a novel factor is derived to allow the schedulsofpemeto
be flexibly adjustedfrom being voltagesafetyoriented to lossninimizaion-
oriented, or vice versé&Simulation resultsverify that the proposed scheduling
scheme isfast and effectivewith circuit losses close to optimal at |oREV
penetration level and voltage drops maintained within the tolerable limit at high
PEV penetrabn level

To facilitate the PEV demand response, a de@dizied charging control
schemas devised in this thesis. In the proposed control scheme, individual PEV
would autonomously adjust its power in response to two systesl directional
signals. Since the power adjustmentvouldal so take into accoun
urgency level of chargingULC), the charging/discharging power among PEVs
will be distributed automatically accoidg to their heterogeneous charging
requirements. The mechanism that can trigjeergent PEV power adjustment
is analyzed to obtain the stability condition for the proposed control sciveme.
the control inaccuracy causég interruped individual PEV poweradjustments
a remedyis proposed and proveAs anapplication the powerof aPEV fleet is
controlledby the proposediecentralized charging control schetneompensat
undesired fluctuations in a wind farmods
that the controlled PEV power can respond to undesired Wridlimns timely
and accurately, anthe power distribution among PEVs is consistent with the
heterogeneouBEYV charging requirements

Increasing amount of WP in the power system will force conventional
gener#ors to go through more frequernycling operations which haveachaging
effects on generator componentsthis context, 8-level hierarchicalscheme is
proposed tautilize the PEV powerto hedge againghe unit ramp cycling (URC)

operationsA general URC operation model proposedor the first time.Net



load varation range (NLVR) is used to capture the WP forecast uncertdingy.
top-level scheduling model reshegpthe NLVR by coordinating PEV charging
loadto minimize the URC operations that can be caused bydbksiblenet load
realizationsin the NLVR. Basa&l on updatedVP forecad, the middlelevel
dispatch model exempthe overscheduled arURC regulation onuon PEVsS
to promote PEV chargingNevertheless, thectual dispatch of net loats
confined withn the reshaped NLVR from the tdpvel schedulingto avoid
overly restoring the PEV powerAt the bottoralevel is the proposed
decentralizedcharging control schemdo implement the PEV power dispatch
instruction.Simulation resultshowthatwith the proposedhierarchicalscheme
the PEVVaided URC opeteaon mitigation is effective andnost of the desired
charging energys preservedo satisfy the charging requirements for the majority
of PEVs The effectiveness of the proposed schenshavn to beobust to WP
forecast errors

The associated cost taccommodatethe WP uncertainty andariability
(WPUNV) in a power systems referred as the wind power uncertainty cost
(WPUQ) which wouldincrease rapidly with WP penetration levehid thesis
investigates to what extent the controlled PEV power would redpce tis
WPUC. A comprehensive WPUC model is proposed in which generator cycling
costs are included. Also, the proposed decentralized charging control scheme is
usedto obtaina realisticresponse of the PEV load to the system dispatch
instruction.With the WPUNV decomposed into two components, namely hourly
WP forecast errors and stiourly WP fluctuations, the WPUC raised by each of
the components will be evaluat&imulation results show thgenerator cycling
costs are nomegligible parts of the WUC and ontrolled PEV power has a
favorable effect on reducing theverall WPUC. The controlled PEVpower,
however,may not be as helpful as expected to mitigate the WPUC induced by
the WP forecast errors on hourly scafet, the WPUC raised by suthourly WP

fluctuations can be largely reduced with the controlled PEV power
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Chapter

Introduction

1.1 Backgroundand Literature Review
1.1.1 Prosperity ofPEV: Challenges and Opportunities

Plug-in electric vehicleqPEVS, including plugin hybrid electric vehicles
(PHEVs) and battery electric vehicles (BEVare seen as the next generation of
autonobile. The drivingforce behind thedevelopmenof PEV is theworsethan
ever global environmental problemAccording toa reportpublished by the
International Energy Agency (IEAh 2011[1], if the current fossil fuel based
energy generation and consumption continues, eretgied greenhouse gas
(GHG) emissions will double by 2050, which will dramatically aggravate the
global warming problem, imposing destructivepact on the ecosystem otir
planet The increased oil demand also accelerates the depletion of oil resources,
which is raising concerns many countries on their national energy security.
Conventional internal combustion engine (ICE) vehicle iisagor contributor to
the GHG emission. For example, in th&12006,28% of the totaGHG emission
is from the transportatiosector[2]. The PEV is one of the key technologies
needed to address theoghl environmental crisis. Synergizing with renewable
energy resources, PEVs can be powered clean electricity, which will
decarbonize theansportation sectaffectively.

Currently PEV is being promoted in several countried3-5] and auto
manufacturers are rolling out more and more PEV mdé¢lsGlobd PEV sale
was more than doubled between 2011 and 2012, and the numbertioé-mad
PEVs worldwideincreased’6% from around 405,000 in 2013 to about 712,000



in 2014[7, 8]. For the future]EA haspredided that with the coordinated effort
from governments, the auto industry and other related stakeholders, the sale of
PEVs ould reach 5 million per year by 202@nd n the longterm, it was
possible for the PEV to achieve 50% market share by PIJ50he study in6]
also forecasts moticeablancrease in the adoption of PEV in the.US

Though PEVs do not have direct GHG emission when running on electricity,
they do have welto-wheel emissions as the electricity chaggthe PEV can be
generated from burningo$sil fuels. Nevertheless, the environmental benefit
from PEVs is still prominent comparedith ICE vehicles The weltto-wheel
analysis of EVs[9] showed that based on the generation mithetJS in 2010,
PHEV and BEV can achieve a 38 Ib and 45 Ib GHG simisreductiorper year
respectively, compad with conventional gasoline vehicles. Another
investigation also showed thfgdr the US, even in regions with most dominant
coal fired power plants, PEVs are still able to reduce about a quarter of the GHG
emission over ICEvehicles [10]. The Electric Power Research Institutidras
examined te 2050 scenario and estimated that PEVs can contribute t61P63
million metric tons of GHG emission reduction per year by 2050, depending on
the PEV market share and the evolvement ofmtheof generating technologs

[11].

ChallengesCaused byEV Charging and Solutions

As PEV adoption becomes increasingly widespread, uncontrolled charging
load will start causing problems to power systelany studies have examined
the impact &6 PEV charging on power systems. [12, 13] it was found that
charging activities oprivate PEVs tend to concentrate in the afternoon which
coincide withthe daily peak load periodThe coincidence will increasthe
alreadyhigh peak load. Thusmore peakload generatorswould have to be
started, pushing up the fuel cost of generat®esides, the powdoss of the

network will increase rapidly as the PEV penetration level risagsing extra



cost to utilities.From security perspectivequltiple PEVs being chargedithin

the samearea might cause line overloadiagd excessively low voltagess the
distribution network [14, 15] which is a sign of power qualitgteterioraton. In
addition, theheavyPEV charging load could cause sustaie&dessive loading

in distribution transformerdeading to increased transformer fuse blowing and
customer outagg46].

To handle the aforementiomechallenges associated with PEV charging,
researchers around the world have reachetbramon consensus that PEV
charging load should be controllapletherwise network infrastructure would
need to be upgradetany solutions have beeproposedn the literatureand
some of them are introduced hefevo methodswere proposed in[14] to
alleviate the heavy loading caused by dump PEV charging. One method is to
provide PEV owners economic incentive through dual tariff and the other is to
enable direct charging control. Yet, the firmethod can cause PEV charging
activities to concentrate in leaost period which creates new peak load, and the
second method requires a powerful intelligent control center to schedule each
PEV. The energy price and the availabibfyrenewable energgreoften used as
signals to direct PEV charging beaway from peak hours. A fuzzy logic power
flow controlleris introduced iff17], which determines the charging rate for each
PEV based on the chargingriority so as to maximize the utilization of
renewable energy and minimize the impact of PEV charging on the system load
profile. Similarly, the study18] assessed different charging strategies in terms of
their grid impact,utilization of local generation, and PEV driving rangéke
authors in[19] proposed a novel navigation system for PEV rapid charging.
Since the system takes into account the traffic condition as well as theaftatus
power system, the charging load can be properly distributed in the netwaik
to avoid overloading a particular regiofthe authors in[20] proposed a
stochastic scheduling and dispatch model to coordinaty Riad and

conventional generatiomvith wind generation Flattened net load profile is



achieved with reduced system operating cost. Nevertheless, the stochastic
optimization model is computationally expensive to solag16], the problem

of distribution transformer overloading causedheavyPEV charging loadvas
investigated. The authors did not seek to com®&V charging. Instead, they
used a binomial probability model to calculate the probability of a distoi
transformer being ovdoaded due to PEV charging, such that the susceptible
transformers can be identified and repladgesides the aforementionstudies

many other researches for mitigating the detrimental impact of uncontrolled PEV

charging ompowersystens can be foundh the literaturg21-24].

Opportunities Associated with PEV Charging

When behaving as responsive load, PEVs have great potential to participate
in power system regulation®rivate vehicle users usually park their cafier
most of the time in a day and theand toadhere to some routirsehedulesFor
example,a study[25] showed thatmost private cars in the US are parked more
than 95% oftime inaday and generally follow theery similar daily schedule
This indicateghat HEVs can remain griecconnected for a long period of time and
thuscan be used asmnallenergystorage devicet® provide ancillary services for
thepower system

ControllablePEV poweris a source of fasteacting reserveConventionally,
the power gstem faces a tradeoff between maintaining more reserve foerhigh
reliability and pursuing lower operating cost. PEVs as a reserve provider can not
only ensure sufficient reserve in the system but also free generators from reserve
duties to improve the syem economy26]. The research if27] regarded PEVs
as astorage and reserve providardproposed a model to determine the optimal
bidding for the PEV aggregator in the energy and reserve maiketsresults
indicate thatthe aggregator can obtain benefits from properly managing PEV
power and the utility can enjoy the inexpensive reserve from PEVs. The analysis

in [28] showed that the reserve capacity offered by PEVs can be greatly reduced



due to the heterogeneous driving patterns of individual PERis indicates tha
it may bebetter off for PEVs to provide reserve together with other conventional
reserve providex

Controllable PEV charging load addsgtra flexibility to the power system,
which caneffectively facilitate the integration of renewable energy sourtes.
[29], a stochasticoptimization model including PEV charging load and
renewable energy sourcissproposed, with the objective afaximizng the use
of renewable energy sources wislatisfyingthe individual PF 6 s char gi ng r &
limit and deadline. The authors [B0] explored the syergy between PEV load
andwind power YWP). They proposed a hierarchical control scheme where PEVs
provide fastreacting reserve toVP and conpensate for system frequency
deviation. Thus, the system cost of accommodating WP can be decred8é&dl. In
a collaborative dispatch strategy was proposedttierPEV chargingload to
respond tothe varying outputof renewable eneyg sources, where the
uncertaintiesn renewable powegeneratiorand PEV load are taken into account.

PEV charging control can also halpprove systenmeliability and weltbeing.
Studiesin [32, 33] evaluated thempactof PEV chargingon system reliability
when PEVs are refueled by battewapping The results showed that the system
reliability can be effectively enhanceah [B4], vehicleto-homeand velicle-to-
grid (V2G) power deliverywere investigated when the distribution system is
operated in islanding mode or in grid connected mode. It is found that in all
scenarios theystemreliability can beenhancedln [35], the authorgproposed
that PEVs can be used aserruptibleload or temporary power source via V2G
in case obutageto improvethe weltbeing ofthegenerating system

PEV is seen as an important playerthe power market duture smart grid
In [36], an automatedlemand response (DRyechanism for &PEV fleet is
designed to meet@redeterminedbad scheduling obligation to the market while
ensure the PEV charging requirementbe satisfiedIn [37], the controlledPEV

poweris proposed to padipate in flexible ramp market either as independent



provider of ramp capacity or via cooperation with generators. The auth@g&] in
proposed an optimal bidding strategy for a PEV aggregator to minimize total
charging cost and also satisfy charging requirements.

To summarize, the PEV is the key to decarbonize the transporssaor
PEV ad@tion has increased rapidly in the past few years and is predicted to
increase further in the coming years. When a large number of PEVs are
connected to the power system, uncontrolled PEV charging load can have
adverse impacts on t hcerity.sThus,tPEVOhargingc on o my
activities need to be coordinated/hen acting as responsive load, PEd

provide storage anfdstreacting resemto facilitatethe system regulatian

1.1.2 Wind Power Integration Enhancement with Demand Response

Power systems wilwide have been evolving towards a greener version by
integrating more and more renewable energy sources, especiallyf M¢Rast
few decads have seen substantiahcrease inWP capacityin many countries.
For example, in Germany, the renewable eleggriproduction has increased
from 3.1% in 1990 to 17.0% in 2010 and is projected to further increase to
least30% by 2020[39]. When theWP penetration level is relatively low, the
impact of WP on the balace between demand and generation in the power
systemis limited, andthus it can besimply modeled as a negative load. When
the WP penetration level is high, th&/P urcertainty and variability \VPUNV)
will havea major impact on system operaticarsd thus need to be taken into

account in th@ower systenscheduling, dispatch and control.

Difficulties in Largescale Vihd PowerIntegration

Because the sites with rich wind energy resource depend on natural
conditions, the transmission &VP may route through heavily loaded lines
Moreover sincewind farms are often located far away from load centeng

distance transmissiowould be required Therefore, largscale WP integration



would oftencausetransmission congestian the network{40]. With thesystem
load growingrapidly, the congestion problem may become more profound.

In systemswhere the generadr profile is dominated by inflexible thermal
units, there can besufficient upward and downward regulation reses to
accommodatdargescale WP For example, in the northwestern provinces of
China, 15%25% WP is curtailedevery yeabecausea large number of inflexible
combined heat and power units those provinces fail to provide sufficient
regulation reservedt is estimated that the WP curtailm@mturreda ¥1.6 billion
economic loss in 20141]. Fastreactingunits such as natural gas turbines or
hydro generatorsan provide sificient reservecapacityfor WP [42, 43] Yet,
fastreactingthermalunits arenot only expensive to use but also create new air
pollution, which offsets the environmentally benefit attained fréf®. The
hydroelectric plants fast to responsandinexpensive to operate, and genesate
cleanelectriaty. Nevertheless, it will be harmful to the rigerecosystem and its
availabilityis geologically constrained

WPUNV alsocreate difficulty for the WP delivery in following the schedule
cleared in the poar market, which is subject to imbalance penf#]. Thus,
wind farms need to basedin conjunction with other dispatchable power sources
to reduce intermittencyAs the WP penetration level goap, more and graer
net load ramps will be resulted. Since inertia contribution from wind turbines is
insignificant[45], keeping balance between system load and generation would be
increasingly difficult, which leads to frequency deviation problendistribution
networks, theWP variationstrigger more frequent tap change in substation

trandormers, leading to accelerated wear and tear of the tap ck§hgler

Syrergy between Wind Power and PEV

The combination o¥WP and PEVis synergistic On one hand, when acting as
controllable loadPEVscan provide energy buffers to counterbalance undesired

WP variationsso as to facilitate smootWP integration.On the other hand, the



reduction ofGHG emissionexpected from using PEVs can be fully reatizonly
if PEVs are powered by cleatectricity. Therefore, great synergy exasetween
WP and PEV.

A lot of studies have looked into tNéP6 s s ywitlreresgopsive demand,
especially thePEV. Studiesin [47, 48] showed thatwith the knowledge of
customerso6 willingness to adjust their c
power system dispatch could better address the supply and demand balancing
problem. In [49], the effect of demand shifting and peak shavingVgR
integration cost is examined, where the demaneitieer directly controlled or
assumed to be priegersitive. The study iff50] assessethe impacts of demand
response otthe shortterm reliability ofthe power systenwith significant WP
The results indicated that for the prsensitive load, the demand participation
uncertaintyandthe price elasticityuncertanty are two important factom&ffecting
the effectiveness dhedemand response. In the aforementioned four papers, the
responsivedemand is modeled only conceptyalithout considering specific
load type and characteristics. [Bil], the authors demonstrated that with PEVs
participating in spot market and regulation marikleg variationsin system net
load can be effectively reduced and PEV owners could save money. Similar
results were found by the authorg44], where a modedlas proposetb jointly
minimize the PEVowneré o st and the wind farm owner ¢
actualWP deviating from the scheduled profilla [52], the authors proposed a
virtual power plant consisting @& wind farm anda fleet ofPEVs, andshowed
how to schedule the power output of the virtual plant and the energy storage in
PEVs to maximize the virtual plastprofit. Yet,in [44, 51, 52] PEV charging
control methodwas not mentionedIn [30], a hierarchical control scheme was
proposed to realize the synergy betw&€R and PEV. Sufficient reserve from
PEVs is scheduled first. Then, the PEV power is dispatched to compromise any

unforeseeWWP deviations to ensure thagptimizedpower systenoperations can



be realized. Nevertheless, this control scheme is at the cost of PEV charging

energy losses, and theskes depend on the accuracWi? forecast.

1.2 Incentivesof Thesis

Oneof the main places wheREV will be charged is at home. Many recent
studies have shown that random unschedi&® charging at home may
significantly stress the lowoltage reglential distribution systen{53-56]. The
associated problems include increased peak load and losses, excessive voltage
drop and branch overloading. These studies also pointed out that, by properly
scheduling and controllmPEV charging, the existing network infrastructure
should be able to accommodate much higPE¥ penetration level. The first
intention of this thesis is to design a scheduling scheme for PEV charging-in low
voltage residential distribution feeder. Thgedive of the scheduling schems
to eitherminimize system losses or avaiderlow voltage during the charging
period, depending owhether thePEV penetration level is sufficiently high to
make the voltage drop become the binding constraint. The grdpscheduling
scheme is an effort toealize smooth and safe accommodationtte PEV
charging loadat the initial stage oPEV adoption before the upgrade of the
network infrastructure. To cope with frequent dynanMEV arrivals and
departures, the schglthg scheme needs tbe fast enough for redime
application.

PEVs have a great potentitd serve aslargescale fasteacting reservye
which is very important to future smart grids with higknetrabn of WP.
Neverthelessa large number aflispersed} located PEVs need to be controlled
for the aggregate PEV power to participate in system regulation. The second
intention of this thesis is thu® devise a decentralized PEV charging control
schemeOne prospective usage of the controlled PEV power isotopensate

undesired WP fluctuations. This is important becareg®dly growing wind



power capacity in power systenssweakening the controllability on the supply
side, making it more difficult to keep the balance betweemenerationand
demand, which indates possible degradation of the system load frequency
control. Severalresearches have proposed to control PEYiargingfor system
frequencyregulation In [57, 58] aggregate V2G model and charging strategies
were proposed and applied to frequency regulation. Only lumped control on
aggregate PEowerwas considered, however, and control on individual PEV
power was neglectedn [59], a PEVintegrated frequency control thed was
proposedwherea centr al control e n tchatgymg det er mi
dischargingpower based on the ranking of battery stateharge (SOC) so as to
meeti ndi v i d uchdrgind fequisements. Centralized cohtrhowever,
may not be applicale to alarge PEV fleet. In[60, 61} each PEV measures
systemfrequency locally and adjusits power according t@a predetermined
droop characteristic against frequency deviatidmough his scheme is
distributedand scalableinstalling frequency measurement devices for plenty of
PEVs can be very costly. Moreover, the accuracy of the meas@aency
signal can be readily affected by noises and efi#f and the effeitveness of
this PEV-aided frequency regulation would be degraded aesult With the
proposeddecentralizedcharging controlscheme the aggregaté®EV poweris
expected tobe able torespow to undesiredWP fluctuations & as tohelp
maintainthe generdgon-demand balance arehhancethe frequencyregulation
Besidesthe proposed schens@ould also be able ensureeachPEVO sharging
requirement can be fulflles o as not to jeopardi.ze the P
Higher penetration ofvind energy wold result inmoreand greatenet load
variations Besides,the number of thermal units onlingill decreaseas the
system demands increasingly supplied by WFAs a resultthe thermal units
will have to go through more frequent and significant cyclipgrations. @cling
operations would accelerate wear and tear to generating equipment and

eventually shorten (Theeauthpre m&3}psoposedos s er vi
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include dynamic cycling costs in unit commitméitC) to reducethe generator
cycling operation Nevertheless, thiest results show that thheducing effect is
limited and the majority ofycling operationsire still inevitableEnergy storage
systems (ES$ have been proposed to mitigate the impact of unstable WP on
sysem operationg64-70]. Largescale ESS deploymenfor significant WP,
however,is still very expensivg71, 72] The third intention of this thesis is to
utilize the PEV powe to hedge against thenit ramp cycling URC) operations
in a system with considerable \MPespite manySS control methodsave been
developed in the literature, they may i directly applicable tocontrolling
PEV power This is mainly becausenlike the ESSthat can be usedolely for
system regulatiopurposethe PEV charging control needs twt only provide
the desiredsystem regulatiorbut also fulfill the PEV charging requirements
satisfactorily. Sincé¢he varyingWP is a major contributor to hURC operations,
the uncertainty in WP forecashouldbe properly handledo avoidover/under
use ofthe PEVdemand respons&he overuse oéin leads to unnecessary loss of
charging energy, while the underuse weakens the effectivendss BE\faided
URC mitigation Therefore, the objective dahe proposedhierarchical PEV
power control scheme is to reduce the URC operateffectively with an
acceptable sacrifice of PEV charging energy

Besides the technical aspects, lasgale WP integration also hasa
noticeable impact on power systesnonomy One important cost is theind
power uncertainty cogtWPUC), which isincurredto the power system when it
accommodads the WPUNV. The primary source ofVPUC is the unscheduled
use of the expensive fastactng generators. Besides, the cassociated with
t he g e rcyling dperatiend is another noegligible part of thaVPUC,
especially when the systemtegratessignificant WP. DR has been widely
proposed to cope wittWPUnV such that extensive usefaktreacting plants can
be avoided. The authors if¥9] evaluated the cost saving opportunities

introducedby demand shifting in a system with abundant WP and found that up
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to 30% cost saving can be achieved.[T8] and [74], indirect load control
through reakime pricing was shown to be able to effectivdscreasehe WP
integration cost. Similarly, the authors [i5] included priceelastic load in
shortterm generator scdaling, showing that WPUnV can be managed by DR
more economically. Direct load contraVer electric water heaters was proposed
in [76] to facilitate WP integration. Nevertheless, none of these studies has taken
the generatorcycling cost into consideration. Consequently, the cost of WP
integration can be underestimatdBlesides, lte responsive demand is modeled
simply in these studies without considering the characteristics of specific load
type, and ideal load control is assumed with a lack of speciiemplementable

load control methodAs a result, it is difficult teassesshe exactesponsef the
controllableload. Insteadthis thesis focuses on a specific typeladd, i.e. the

PEV, and investigates the effect of controlled PEV charging load owgC.

1.3 PrimaryContributiors

First a realtime scheduling scheme fdPEV charging in lowvoltage
residential distribution systesms proposed. This scheduling scheme candes
either to minimize system losses or to avoid deer voltage, depending on
whether the voltage drog a binding constraintor not Biased PEV charging in
accordance with the o vsrealizeddn the praposgd n g
scheduling scheme. Moreover, due to its fast execution speed, the proposed
scheduling scheme is scalable to increased number of PEd/swtable for
coordinating frequent PEV arrivals and departures in real time.

The charging control inhe reattime scheduling schemis centralizedand
hard tobe applied to a large number of dispersedly located PE¥snakethe
PEV powercontrollable for system regulation purpgsa@ decentralized PEV
charging controkchemeas proposedThe schemes then applied t@ontrol PEV

power to counterbalance undesir&dP fluctuationsso as to enhancie load
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frequency controlIndividual PEV under thepropo®d decentralizeatharging
control adjusts its power autonomously basedten systemlevel directonal
signabk and also its own urgency level of chargifidie actualPEV power can
track the target value requested for system regulation purpose timely and
accurately Also, differential allocation otompensatingluties among PEVs can
be realizedo help satisfy theheterogeneous charging requirements. Simulation
results show thawith the proposedecentralizeaharging controlthe undesired

WP fluctuationscan be largely compensatéy the PEV power As a result
frequency deviationsnduced by unstable Wéte effectively alleviated

With the objective of utilizing PEV poweo hedgeagainst the windnduced
URC operationsa 3level hierarchical scheme proposed to schedule, dispatch,
and control the PEVpower The URC operationis explicitly defined and
modeled The uncertaintypf WP forecast is considered by usigP uncertainty
intervals. The PEV charging load is firstly scheduled in a conservatweerto
ensure the effectiveness tbie URC operation mitigation. Then, a mechanism of
exempting ovescheduled arMURC regulation onus on PEVs &eployedto
reduce PEV learging energy losses. Compamsith other benchmark schemes,
simulation results showhat the proposed scheme is more effective at mitigating
URC operations while most of the desired PEV charging erenglye preserve
to satisfy the charging requirements for the majority of PEVs. Moreover, the
proposed scheme is shown to be more roloissevere WP fluctuations in
unstable fastoving weather condition, which indicates its greater capability to
withstand WP forecast errosn ex post facto cost analysis proves the economic
viability of the proposed scheme.

Finally, a comprehensive WPU@odel is proposed in which generator
cycling costs are integrated. Taxcuratelyevaluatehow the controlled PEV
charging would affect th&VPUC, perfect DR is not assumedinstead, the
decentralized PEV charging control scheme developed in Chapteratiopted

to model the exact behavior of the responsive PEV load. WithMR&NV
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decomposed into two components, namayrly WP forecast errors and sub
hourly WP fluctuations, the uncertainty cosadised by each of the components
areevaluated. Simulation®sults showedhat the controlled PEV charging load
only has minor effect on reducing the WPUC inducedhbyrly WP forecast
errors while its value in mitigatinghe WPUC associated with sttmourly WP

fluctuations is much more significant

1.4 Thesis Layout

The rest of this thesis consists dive chapters Chapterll shows the
development ofthe realtime scheduling scheme for PEV charging in {ow
voltage residential distribution systems. Chapter Il proposes the decentralized
PEV charging contrabchemeanddemonstrates its application to counterbalance
unexpected WP fluctuations. Chapter IV presents the hierarchical scheme for
utilizing PEV power to hedge against the URC operations. Chapter V
investigates the effects of controlled PEV charging load on neglilce WPUC.
Finally, theconclwsionsof the thesisaaredrawnin ChapterVIl with suggestions

on the future work
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Chaptenl

RealTime Scheduling of PEV Charging in Lew
\Voltage Residential Distribution Systems to Miimen
Power Losses and Improve Voltage Profile

2.1 Introduction

One of the main places wheREVs will be charged is at homé&andom
unscheduledPEV charging at home may significantly stress the-Voltage
residential distribution systersausingproblemssuchasincreased peak load and
losses, excessive voltage drop and branch overlod88i§6]. However, with
proper coordinaton of the HEV charging activities, the existing network
infrastructure should be able to acaoodatelarger PEV charging loadIn this
chapter a realtime scheduling schemeould be proposetbr PEV charging in
low-voltageresidential distribution feeder. This scheme schedefas charging
to either minimize system losses preventoverlow voltage, depending on
whether thePEV penetration level is higlenoughto make the voltage drop
becomethe binding constraintlt has been shown ifr7, 78]that when thdPEV
load is controlled to flatten the system agé profils, the voltage safety margin
can be significantly enlarged compdrwith the random simultaneou®EV
chargirg. It has also been proved |iA9] that a PEV chardgng profile which
minimizessystem load variance can approximately minimize circuit loSdes.
scheduling scheme i79], however treatedPEV charging at different nodes of
the feeder equally when leVielg systemload profile, without considering the
impact of PEV charging location on the network voltage drdp fact, the

distribution of PEV charging locations does affe@bie voltage at each node of the
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network. For examplePEV charging located near the extremstiof a radial
feeder is more likely to incur excessive voltage drop than located near the
sending end of the feede®ince most often voltage drop would becothe
binding constraint when #&w-voltage distribution feeder is subject to high
penetrationPEV load [80], in the proposed scheduling scheme, an scheduling
method which considers the impactabfarging locatioron the networkvoltage
drop is first developed to level the system voltage pfisd then anovel
factor is derived to allow adaptive switching dtie PEV charging plan from
being voltagesafetyoriented (to level voltage prof#e to lossminimization
oriented (to lgel systemload profile),or viceversa.Because of the simplicity of
the proposed schedulirgcheme it is fast enough for redgime applicationto

deal withfrequentdynamicPEV arrivals and departures.

2.2 The Proposed Scheduling Scheme
2.2.1 Voltage Deviation Irpact Index

In this study, the topology of thelEEE 37#node test feeder is adopted to
represent a residential radial distribution feeaérich is shownn Fig. A.1L The
network votage level is downscaled from 4%/ to 220 V. For such dow-
voltageradial feeder, an approximately linear relation between the node voltage
and thenode loachas been reported [80, 81] This relation is due to high R/X
ratio at the distribution levgB2]. The voltage sensitivity ainenodeon a phase
to the load change aany node on the same or another phasan be
predetermined by performing a series tbfeephase unbalancetbad flow
analy®s. In this study, the power flow analys aresolved by using the forward
backward sweep methgutoposed irf83]. At each noden a phasethe expected
PEV chargingloadin conjunction with the base load is added incrementally and
thevoltage variationst all nodeson the samephaseare recorded to produce the

following voltage sensitivity matrix
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where m =(V, )/ P; nis the number of nodes; angy represents the
voltage sensitivity at nodeto the power at nodeon the same phasee., the
voltage drop at nodg caused by unit power consumed at nods the same
phaseIn this work, the sending end voltage at node dhissen as the reference

voltageV,, with fixed nominal magnitude of 1 pihough these emnsitivities

ef
would vary withsystem loag their variations are insignificant aridey can be
adopted approximately as constants to conveniently evaluate the impBEg of
chargingat onenode of a phase on the voltage dedpanynodeon that phase.
Besides, it is worth noting that due to unbalanced phase loading on a distribution
network, the load change on one phase would affect not only the voltage on that
phase but also the voltage t¢ime other phases, resulting in different voltage
values at one node for each phase. However, since the mutual impedances
between phases are usually small when coetpaith the selfimpedances of

each phasg80, 81] the voltageto-load sensitivities between nodes across phases
are relatively insignificant in comparison with the sensitivities between nodes on
the same phasas verified in Section2.4.1 Therefore, for simplicitythe PEV
charging scheduling will beonsidered only on individual phase in thiady

A voltage deviation impact index (VDIljn can then be defined as the sum

of all voltage sensitivities to tHeadchangeat nodei:
m=a (22

This index measures to what extent the load at a given node would affect the
voltage at all nodesn the same phasaf the feeder, and could be used
schedut PEV charging follevelling nodevoltage profiles. The variakon of VDII

with daily system load will be illustrated in Section 2.4.1.
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2.2.2 Method ofVoltageProfile Levelling

The voltage profile at a node can be levelled by levelling the voltage
deviation from the atéatwaeFardhs lowvoltage n a |
radial feeder considered in this stuthye voltage at one nod® a phase mainly
depends otthe voltage at its predecessor the same phase atiee voltage drop
on the line section between thefrhe voltage deviation &ach of thendividual
nodes will therefore share a similar profile to the total voltage deviation of the
phase. The total voltage deviation of a phase is defindbdessum of voltage
deviatiors at all nodeson that phaseln the proposed scheduling schertiee

total voltage deviatiodue to base load fg'st calculated as

n

DVDevi (basey, :a. Pbas'et, ,ﬁ (2-3)
i=1

where P

basei, t,

is theforecastedase load at nodeat timet. As an example, Fig.
2.1 shows a typical plot of the sum of v@fje deviatiosat all nodesn a phase

due tobase load fromi8:00h to 06:00 h the next day
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Fig. 2.1 lllustration of DV, sy, @Ndleveled DV

Next, after thePEV load is added, the sum of voltage deviadiahall nodes

becomes
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DVDevi tott = \‘Z%evi (base}, -k/ IQvi (PEM), a E base, /7|7 é. P ‘P-!I-E,t {7 (24)
i=1 i1

where R.. ;, is the PEV load at nodé at timet. Considera group ofPEVs
which are plugged in at tim& and plan to depart at time Integrating both

sides of 2.4) gives

;
PR pew, dt (2.5)

t ts

T T
n__tODVDevi tott dt :t tn Vbevi (base}, dt

The first integral term on theght-hand side RHS) of (2.5) represents the area

bounded by the curve ddV, and thet-axis. The second integral term can

evi (base),
be calculated as
J T el a @
AN DVoevi pevy; dt = Jga (PPEVlt ’@ ulﬁjt
i=1

(2.6)

. I M. ..
=a(m ﬁ_to Foevi dt) a( Eeev, {I)O
i=1 (=3
where E,; is the required amount ehargingenergy to bring th€EV at node
i to its desiredatterySOC upon itexpectedieparture time.
After the two integral terms on the RHS &5X) are calculated, a voltage
deviation levelL can be determined iteratively to obtain the levelled sum of

voltage deviatios at all nodesi(e. the levelledDV, which is denotedby

evi tot t

DV eveieapevitor ) SUCH that the arebetween theDV  .qpeior CUrVE and the
DVoevi pasey, CUIVE is equal to the integral @V, pg,» @S shown in blue in Fig.

2.1. The iterative algorithm for calculatingis shown as follows

DefineM astheset of nodes with PEV connected, and

Pev as the maximum allowabREV charging power

Calculatetheinitial value ofL:

o _[J T
T (L, Voo easer. o Tn VR, pew, dt)/(T t)-.

FortoCt dT,
If L(l) ¢ IvDevi (basey, !
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I:)\/Leveled Devi tott, = \DDevi (base);
else
v Ao o P
Leveled Devi tott, :rnlné' ! Devi (base), a- ( PEV”ZXJ
c iim
end

- J T ~
Deflne e= rl]—'to( IyLeveled Devi tott, - VQevi (base)) dt t ;r] V DQi (PEY), d‘ and Set = 1
While |¢> g, do

L™ =L -e/(T t);

e 4. .. 0
hg (i+1) ¥ J
i ming-"", DV, (base}, "'a (Prey /@) (_)I— Yol (base),

eveled Devi tot, _’|\ ¢ jiim :

DV

|' Devi (base},’

Set DV,
LY ¢ D

Devi (base)
) T~ :

Updatee - rt]—'to( NLeveIed Devi tott, - VQevi (base)) dt t J] V DQi (PEY), dL

=i+ 1

end

Next, the charging rate for eadPEV at each time step can be derivétie
blue area in Fig. .2 indicates the scheduled PEV charging capacity in terms of
total voltage deviation. At timg the scheduled charging capadityterms of

energy can bebtainedasfollows:

dEPEV :( ISf_eveled Devitot, VQevi (base)) d (éz.l ( E PEV, /7|7) n?. E PQ (27)

The PEV at nodem would share thiglErev pro rata to its required amount of

energy over the total required amount of energy dPla\lls, that is,

dErev,m = dErev §E>Ev,m a B, (2.9
G i=1

Substitute 2.7) into 2.8) to obtain the scheduled charging power forR&Y at

nodem at timet:
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dEP ,m DVevee evitot, \‘Devi as 2
PPEV,m,t: div _( - I(:1D = = e)) BQEvm (2.9

"él (EPEV,i 077)

i=1

As can be seen fron2.9), to execute a scheduled charging plan on a group of
PEVs whichhave the same or very close expected departure time, the controller
only needs to form and send one charging power dispatch signal to all group
members. This signal is tlagebraic fractionn (2.9). Upon receiving this signal,
eachPEV canattainits chaging power based on its required amount of energy.
Thus, the communication burden the controller can be mitigated. When there
iIs more than onBEV group, the following is the dispatch signal REV groupk

at timet:

(DVLeveIed Devitot, \‘DDevi (base)) aCE PEV, .
Prevme = ——— = — @ EQ, (210
a (EPEV,i O7|7) @ EPEVj

i=1 j Gk

the charging power dispatching signal REV groupk at

whereGy represents the PEV grolppy is a proportiordictatingPEV groupkod s
shareof the total scheduled chargingapacity at timé. The determination gbyx
will be covered in Section 2.2.4.

The number of PEV groupsan be reducetlurther by grouping thePEVs
having close expected departure times. For example, PEVs with expected
departure time falling in the time interd: T+0.5) can be grouped together and
regarded to have a common expected departure Tim&he grouping can
effectively eas the computation and communication burden of the controller

without compromising the satisfaction of PEV charging requirements.

2.2.3 Power/Voltage bvdling Factor

The voltage profile levellingnethod can considerably enlarge the safety
margin with respect taoltage dropimit, which is critical wherPEV penetration
level is high enough to makeltage drop become a binding consttaOn the

other hand, wherPEV penetration level igelatively low, minimizing circuit
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losses would become the higher priorityRRV chargingload schedulingAs
proved in[79], losses minimization in a lowoltage radial feeder can be closely
approached by system load levellitig.this sectionthe power/voltage levieghg
factor (PVLF) will be derived to enable convenient shift between -loss
minimizationoriented scheduling and voltagafetyoriented scheduling,

depending on thBEV penetration level.

It should be noted that the levellptbfile of the totaloltage eviationof all
nodes OV queedpei) d0€S NOt necessarily lead to levelled load profilee
reason is as follows

Suppose from time instattto ty.1 there arean PEVs being charged at nodes

1im and the change in base load at nods DR, . In order to realize the

DV, eveled pevi tor. 1OM 1k t0 tr1, thePEV load should change accordingly to satisfy
a- ( L l@ a( Pocl? {7) (2.11)
i=1 i %

where DR.., ; is the change ithe PEV load at nod¢. Sincemis not necessarily

equal ton and the change IPEV load does not necemdy match with the

change inbase load at any given nodrgst often the following inequality will

hold:
a - IB1)asei, ,a I:)QVj, (212)
i=1 j 2

Therefore,DV, may not lead to the levelled system load profile.

eveled Devi tott,

Devisingthe PVLF

Suppose PVLF is used to modify the process of volsajetyoriented

scheduling for system logarofile levelling, fromty to ty+1:

PVLFE [ M. m)0 &(=Pe,Dm (213
i=1 I
such that
é. - IPiaasei, :a PRV], (214)
i=1 j4
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where DRj, ; denoteghe change ifPEV load at nodg.

As indicated in 2.13) and @.14), the value of PVLF depends on the base
load changes and needs to be calculated at every time step. Though measuring
the base load changén realtime could be supported in future smart girds
equipped with advamrd metering infrastructurand home @a network this is
not assumed here so as to make the PVLF usable for even the existing systems.
Further, the PVLF will be approximated as a constant such that it can be
predetermined for convenient use in the scheduling.

As indicated by (2.3), the foresi®d load profile at each node is needed to
calculate the sum of voltage deviatisnat all nodescaused by base load
(DVoeui pasey,)- HOWeVeL given theuncertaintiesn the time of use and the loading
of the devices/appliances in each howseéhit would be difficult and impractical
to forecast individual household load profile. Instead, only the aggregate system
load profile could be forecasted with acceptable accuracy, and in the scheduling
process, each household is regarded to have a oortoad profile which is the
forecasted aggregate system load profile averaged down to each household.
Under tis assumptionat each time step the base load changes at all nades ¢

be regarded as approximatelgual

I:)Dbase,l ° FE%ase,Z -9 I:Dbagg P E (215)

Therefore, (2.14) becomes:

DR, =

base

Sk

é PQV; (2.16)
j=1

Substitute 2.15) and @.16) into (2.13) and solve the PVLF:

PVLF= 8 ( B, ) / 24 BB, Ao (2.17

j=1
According to (2.10)
DDFjEV,j :PPEVj by PPEVL ty EPE\J, (2-18)

Substituting 2.18) into (2.17) gives:

25



m

na (EPEVYJ' 077)

PVLF == - (2.19
é. EPEV,j Oa.”?
i=1 i %

As can be seen froif2.19), the derivedPVLF only depends on the required
amount ofenergy of eacPEV andthe VDIIs of the nodesThereforejt can be
predetermineds aconstant when used in the schedulinig.is worth pointing
out that different and nesmooth load profiles of the households in reality could
make the PVLF calculatedyb(19) inaccurate in some time steps during the
charging period. Nevertheless, withmgeding tomeasue the household load
changes in redime, the predetermined constant PVLF is simple to calculate and
convenient to use for the scheduling. SimulationSection2.4.5 showed that
the predetermined PVLF can indeed be used to approximately level the system
load profile over the entire charging period even when reahstiesmoothbase

load profiles are considered

Applying the PVLF in the Scheduling

Here the PVLF is used to modifyA5) and 2.10 in the previous scheduling.

First, when DV, is attempted, the area bounded by theve of

eveled Devi tott,

DV eveied pevitor, @NAE-aXis is calculated as
~ L
rtlto DV'-eVe|ed Devitot dt :t tn ‘DDevi (base), dt
1 3 (2.20
¥ m r’[l—to IvDevi (PEV)t dt

Then, the charging power f&#EV at nodem at timet expressed in2(10 is
modified as

Ricvm: = PVLF Q,Evm (2.22)
The way of applying thd®?VLF in the scheduling would keep the scheduled
charging capeaty, as indicated by the blue area in Fig.l,2unchanged
irrespective oft h e P Valué éush that alPEVs can be charged to their
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desired SOCWhat has been changed is the instantaneous charging rate of each

PEV so as to level the system lopuabfile.

Effects of Applying the PVLF in the Scheduling Process

When the PVLF is used in the schedulingyital changes iV, qcq pevi tot,

and the system load profile are shown in g Without usingthe PVLF (i.e.
PVLF set tol), thetotal voltage deviationis levelledat a compromise on the
load levelling. Converselyhen the PVLF calculated by (2.18@)applied to the
schedulingtheload levellingcan berealized whilesomevariationsappeaiin the

profile of total voltage deviation

c S
RS
kS
3 e}
S ;
() =
= &
S
o
[

Devi (base}, _— PBase

DJLeveIed Devi toll,& PYLF=1 I:’BasewPE\/& PVLF=1
Leveled Devi ton,& PVLF<1 PBase+PE\fg‘ PVLF<1
18h 20h 22h O0Oh 02h 04h 06h 18h 20h 22h OOh 02h 04h O6h
(@) (b)

c -
o
8
> e}
S ;
() =
= 5
8
o
=

Devi (base) — PBase

DJLeveIed Devi toft &PVLF=1 F>Base+PEV& PVLF=1
Leveled Devi toft &PVLF>1 PBase+PEv& PVLF>1
18n 20h 22h O0Oh 02h 04h 06h 18h 20h 22h O0Oh O2h 04h 06h
Time (h) Time (h)

(© (@)
Fig. 2.2 Typical changes iV, qcq pevi o, @NAthesystem load profileaused by

applyingthe PVLF.Subfigure(a) and (b)PVLF< 1, (c) and (d)PVLF> 1
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During the scheduling, if theower voltage constraint is violated at a certain
node, the PY/F shall be adjusted to shift the scheduling to be more veltage

safetyoriented until voltages at all nodes are maintained within tolerable limit.

2.2.4 RealTime Scheduling

Realtime scheduling deals with random arrivals and departureBEd.
Whenever &EV is pluggeein or out at a certain node, the scheduling shall be
performed to update the charging plan.

To respectPEV owne sautonony, a PEV owner can specifyhis/her
expecteddeparture time and desired final SAQCthe desiredfinal SOC cannot
be satised before theexpecteddeparture time even if theEV is charged aits

maximum allowable powerthenthis PEV i s c¢cl assi fied as

ou

other wi se, it i s 0 PEMVS ke thke mdximendallowdble s ¢ h e d u

charging rate and are treatedpast of the base load thescheduling
The schedulabl®EVs are further divided into groupBEVs belonging to a
certain group have the same or very close expected departure hieneext step

of scheduling is to calculatBV, with the latest expected departure

eveled Deuvi tott,
time which is regarded as the end of the scheduling horizZidme scheduled
chargingcapacity ighendistributed tathe PEV groupsin adiscriminatemanner

For example, as illustrated in Fig.3, there are three group$ PEVs. The group

with the earliesexpecteddeparture time is given sufficient scheduled charging

capacity in time interval 1 (18h102h).

earliest expected departure time is assigned sufficient scheduled charging

capacity from the remains in time interval dan2 ( 18 h1 04 h) . Final

with the latest expected departure time utilizes the remasthgdulectharging
capacity in time interval 1, 2 amad 3
proportion which dictaies respectivePEV g r cham o0fsthe scheduled

charging capacity can be determined
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In Fig. 2.3, after the amount of energy scheduled for charging is determined
in each time interval, the correspondiBYLFs can be calculateth each time
interval. Then he charging rate of each schiéble PEV can bedetermined by

(2.21). One run othescheduling is completed

< _ > > <
Time interval G3 8% Time interval
1 2
5 G2 26%
ks
S
% G1 66%
% G2 76.5%
©
>
d earliest |
Earliest EDT 2nd earliest | oioct EDT
\ EDT \i
|
18h 20h 22h 00h 02h 04h 06h

Time (h)

Fig.23AnexampleoPEYV groups® share of bmsttedul ed
by different expected departure tir(ieDT). G1, G2 and GPEV group 1, 2 and

3 with the earkst, second earliest and latest EDT, respectively.

Finally, the scheduling scheme wowdnductthreephase unbalancedad
flow analyes to check the voltage drop eachnode If the voltage limit is
violatedat some nodeshe PVLF will be reduced antdegPEV charging will be

rescheduled
Fig. 2.4 shows the flow chart of th@roposedreattime PEV charging

scheduling schemét shall be noted that this scheduling scheme is based on the
forecasted aggregate system loafbascastingndividual householdoad profile

is tedious and impractical. In the scheduling process WD®L., i.cc. IS
calculated, each node is regarded to have a common load profile which is the

forecastedaggregateload profile averaged down to each household. The
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effectiveness of this proposesthedulingscheme subjected to househbbad

uncertainties will be illustrated in Secti@mit.5.

Start

Input VDIIs, system load forecast, and charging period concerned

'

ny PEV connect
or disconnected?

Receive PEV sbexpected departure time and desired final SOC; classify PEVsinto schedulable
or unschedulable; and divide the schedulable into groups based on their expected departure time

'

Calculate the total voltage deviation of all nodes due to the forecasted base load and the PEV
T
charging load: ), DVoe o dt; and then determine the leveled total voltage deivation: DV eveied pei ot

'

Assign scheduled charging capacity to PEV groups discriminately according to their expected
departure time; determine the charging power dispatch signal for each PEV group

'

Calculate the PVLF for each time
interval of the discriminate charging

'

Adjust DV, eed pevitor, @cCOrding to (2.20) and the charging
power for each schedulable PEV is obtained by (2.21)

i Corresponding
PVLF isreduced
Check voltages at nodes by
power flow analysis. Any node Y;T
es

oltage below the lower limit?2

Output the scheduled charging plan

he end of charging period~

No

Fig. 2.4 The flow chart of thgproposedeattime PEV charging scheduling

scheme
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2.3 Modeling of the TesBystem
2.3.1 Test Network

Thetopology of thdEEE 37node test feedd¢B84], shown n Fig.A.1, is used
to represent the lowoltage residential distribution feeder in the simulation. It
operates at a nominal voltage of 220V with a voltage drop tolerance of 10%. The
line impedances, including sethpedanceZs; of each phase and mutual
impedanceZn,wa between phasesre adapted such that at peak base load the
lowest node voltage is about 0®pu. The impedance data iscordedn Table
A.l. Voltage at the root node (node 1) is fixed at 1 pu, serving as reference to
voltage deviatios at the other nodes. Except for the root node, each abde

Phase A, B and C isquipped witha base loagbrofile.
2.3.2 Base Load, Charging Load and Charging Period

In the case studieboth ideal and practical base load profiles would be used.
As shown in Fig2.5, ideal base load profiles are smooth and would be used for
clear illustration of the proposed scheduling scheffnem tre basic ideal base
load profile, plotted asthe solid curve in Fig.2.5 two additional profiles are
generated by shifting the tenx1h. Eachnodeon Phase A, B and @G randomly
assigned with one of the three profiledien the ideal baskad is used for
simulation Practical base load profiles are generated using the residential load
model proposed ifB5], which takes into account the use of common domestic
devices/appliances such as cooking appliances, air conditioner, washer/dryer and
electric water heater. Fig.6 shows some of the generated practical household
load profiles and the aggregate system load profilehalse Ausedin the case
studies. These practical base load profiles are used to investigate the performance
of the proposed scheduling scheme subjectdtbtseholdoad uncertaintiesin
thesimulation each node oRhase A, B and C is randomly assigned with one of

the practical profilesThe base load is modelled as a combination of 70%
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constant power load and 30% constant impedance load. The poweirdasbat
0.95 inductive

By considering a standard singdaase 220V/13A outlet, the maximupkV
charging powerR is set a.86 kW. The PEV battery capacity is }¥Vh and
the charger efficiency is assumed to M The chargig period investigated
starts from 5 pm until 8 am the next day and consistsmirbtimeslots Besides,

the realtime schedulings also applied to cover a whole day perindSection

24.4.
4
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2 3
o] ~‘~-___:‘ -----
S y =
e}
— 2.5
2| —Ideal base load profile, basic \ ;
----Ideal base load profile, -1h time shjift 5,
------- Ideal base load profile, +1h time shift
[~ L L L L L L L L r r r r
1 10h 12h 14h 16h 18h 20h 22h 00h 02h 04h 06h 08h
Time (h)
Fig. 2.5 Ideal dhily basdoad profiles
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Fig. 2.6 Practi@l daily base load profiles: (a) some of the base load profiles for
individual household; (b) the aggregate system load profithase A and the

norrideal system load forecast

2.4 Results

2.4.1 Investigation on Voltag&-Load Sensitivities and VDIIs

This sectioninvestigates the ophase and acrogthase voltagéo-load
sensitivities, and showsw thevalues ofvDIl varywith thesystem load.

The practical base load profiles are used here. For each snapshot of the load
profiles, stepwise increments are appliedhe base load at each nodePbhse
A. Threephase unbalanced load flow analyses are conducted to calculate the on
phase and acrogghase voltageéo-load sensitivities. Once the sensitivity matrix
in (2.1) is formed, VDIIs can be calculated #/2).

Fig. 2.7 plots the voltage variations at several selected nodes on different
phases when the load at node 35Pbase A is increased. The resyitesented
in Fig. 2.7(a) showthe adequacy of the assumed linear relation betweamthe

voltages andheloads on the same phase. FR).7(a) also shows that voltages at
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Fig. 2.7 On-phase and acrogha® voltage sensitivities at 6 nodes to load
increases at node 35 on Phase A: Subfigure (a) voltage variations on Phe
(b) voltage variations at node 34 on each of the three phases; (c) volta

variations at node 9 on each of the three phases

the nodes near the extremities of the feeder (i.e., node 33, 34 and 372r7(&iy.

are more sensitive to the loalangecompaed with those closer to the sending

end of the feeder (i.e., node 5, 6 and 9 in Big(a)). The omphase and across

phase voltagéo-load sensitivities at node 34 and 9 are presented in2Hign)

and2.7(c), respectivelylt can be seen that the loatreaseat node 35 oPhase
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A causeghe voltages at node 34 and 9 to drop on the same phase and to slightly
increase on the other two phasgksis kind of voltage changes can be commonly
observed in unbalanced distribution netwo[&6]. Fig. 2.7(b) and2.7(c) also
show that the ophase voltageo-load sensitivities are much more significant
than the acrosghase sensitivities. Therefore, for simplicity, only thepbase
voltage sensitivitieareconsidered in thproposedscheduling

Fig. 2.8 fiows the VDIIs at selected nodes Bmase A varying with system
load. The VDIIs become larger under heavy load conditions in the evening and in
the morning. The maximum standard deviation of the VDIl is 0.1533 at node 37.
Since those variations are smalDIIs can be approximated as constantshe

scheduling

—node 2—node 6—node 11—node 29—node 32— node 37

T T 3 T

(o2}

6]}

VDII (VIKW)
I

w

N

=

10h 12h 14h 16h 18h 20h 22h 00h 02h 04h 06h 08h
Time (h)

Fig. 2.8 VDIl values at selected nodes Bhase Avarying withthe practical

system load
2.4.2 Verification on the Effectiveness of the Proposed Scheduling Scheme

The proposed®PEV charging schedulingcekeme is benchmarked against the
minimizing load variance scheme reported78] in terms of system load profile

modification, circuit losses minimization, and run time.
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Scenario A Four PEV penetration leve|s20%, 30%, 50%, and60%, are
tested with the ideal base load profil@se PEV loads are uniformly distributed
on Phase A of the systenPEV batterieshave initial SOQuniformly distributed
between10% and20% and desired final SOGet & 93%%6. For comparison

purpose, alPEVs are pluggedh at 5 pm and depart at 8 am the next day.
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o
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Fig. 2.9 System load profiles resulted from the proposed scheduling scheme and
the benchmark scheme at @b, (b)30%, (c)50%, and (d)60% PEV

penetation level

From Fig. 2.9, it is clear that the system load profiles produced by the
proposed schedulingchemeare fairly close to those produced by the minimum
load variance scheme at all fdREEV penetration levelsAt low PEV penetration
levels (20% ad 30%), a concave section can be observed on the scheduled
system load profile during the base load valley. This is caused by the maximum
allowable charging power (2.86 kW) becoming the binding constraint in the
scheduling. Thus, the system load profiée @nly be partially levelled in these
cases. It can be seen that the charging rate limit does affect the schedulability of
the PEVs, which in turn could affect the effectiveness of the proposed scheduling
scheme. At high PEV penetration levels (50% an#o)3Ghe charging power
limit is no longer binding and the completely levelled system load profile is
achieved.Both the proposed scheduling scheme and the benchmark scheme
avoid increasing the peak load.

Fig. 2.10shows voltage profiles at no@®, 24 and1 of Phase A generated
by the proposedchedulingscheme Node 29, 24 and 31 are assigned with the
basic, +1h timeshifted, and1h timeshiftedidealbase load profile, respectively.

Because PVLF was used to level system load profile, some ramps can be
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Fig. 2.10 Voltage profiles at 3 representativaodes on Phase Aroduced by the

proposed scheduling schenfa) node 29; (b) node 24; (opde 31
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observed in these voltage profilescénbe sea that thoughthese three nodes
have differentoad profilestheir voltage profiles areery similar. Moreover, the
scheduled PEV charging which levels tb&al voltage deviatiosof all nodes is
also able tapproximately levethe voltage profile atindividual node This will
be further investigated in Sectid¥.5 by considering the practical base load
profiles

The circuit loss on Phase A attributed to PEV charging Imaéhown in
Table 2.1. The rsults show that the losses incurred by BtV charging
scheduled by thproposed scheme are only slightly worse ttienlossegaused
by the charginglanned bythe benchmark schemeath differences within 1.79%
As the benchmarkcheme has been proven to give nearly optimal circuit losses
[79], the results confirm the capability of the proposed scheduling scheme to
approach the minimum circuit losses when it is Jo@simizationoriented. At
60% PEV penetration level, theircuit losscaused bythe scheduled charging
amounts to 27.853 kWh dphase A while that oPhase B and C ienly -3.237
and 0.273 kWh, respectively. Therefore, €V charging load on one phase

(Phase A) has far more significant impact on that phase than on the other phases.

Table2.1 Circuit losson Phase Aattributed to PEV charging load

PEV Circuit loss: the | Circuit loss: the

penetration| proposedscheme benchmark Difference (%)
level (kwh) scheme (kWh)
20% 5.855 5.812 -0.74
30% 10.322 10.218 -1.02
50% 19.841 19.533 -1.58
60% 27.853 27.364 -1.79

The computation time is imperative for reéashe PEV charging scheduling.
To compare the speed of the proposebledulingscheme with the benchmark
scheme, both methods are implemented in Matlab and run on a PC with Intel
Core i3540 processor. The results are presented in TaBleThe computation

time of the proposed scheduling schemerders of magnitude faster thtrat of
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the benchmark schem&he computation time of the benchmark scheme also
increases rapidly with thBEV penetration level whereas that of the proposed
scheme is hardly affected. This is because the proposed scheduling scheme does
not involve any computationally intensive opti@ion algorithms. The fast
execution speed of the proposethemeindicates its scalability for increasing

number ofPEVS.

Table2.2 Computation timdor PEV charging scheduling

PEV Feevr:jtratlon The proposed scheme (| The benchmark schen(g)
20% 0.329 2.620
30% 0.382 10.093
50% 0.480 21.192
60% 0.534 53.565

2.4.3 lllustration of More VoltageSafetyOriented Scheduling

PEV charging at nodes near the extremities of a radial feeder is more likely to
suffer from excessive voltage drop than those clogbdsending end. In such
case PVLF is usually greater than MVhen the lossminimizationoriented
charging plans checked for voltage safety, if any node is found to have voltage
below the lower limitPVLF should beeduced and then the schedulingesun.

This process repeats until the violation of voltage limit is eliminated

Scenario B:The ideal base load profiles are employed hene.eitreme
situationis consideredwhere18 PEVs (50% penetrationpreto be chargean
Phase Aatthenodeswith the first 18largest VDIIs.All the PEVs are pluggedh
at 5 pm and expeetito depart at 8 am the next day

The voltage profiles at nod& ®f Phase A which is the worst node in terms
of voltage drop, are plotted in Fig.11. With the first PVLF equala 11953for
theload levelling, the voltage profiles resultbyg the proposed scheme and the
benchmark scheme awery similar. Lower wltage constraint is violated. As a

stepwise decrement of 0.1 is applied to PVLF, the voltage limit violation is
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Fig. 2.11 Voltagedrop nitigation atnode J onPhase A by adjusting PVLF

gradually mitigated. When PVLF is reduced t8,@he lowest voltage at nod& 3

rises above 0.9 pu. THewer voltagelimit is satisfied. Two conclusions can be
drawn from Fig.2.11. First, the benchmark scheme which does not contieer
impact of charging location on voltage drop is likely to incur over low voltage
whenPEV load concentrates near the extremities of the feeder. Second, by using
the PVLF, the proposed scheme can be flexibly adjusted to schedule a more

voltagesafetyoriented charging profile that satisfies the voltage constraint
2.4.4 lllustration of RealTime PEV Charging Scheduling

Scenario C:The ideal base load profiles are adopted in this stidypical
household vehicle mobility pattern characterized by bulk morngpgaudures and
evening arrivals isonsideredSuppose there a&4 PEVs (67% penetrationand
all of them have departed in the morning before 9 a.m. Between 11:00 and 12:00
at noon, 6 PEVs return home and plan to leave again in the early afternoon
betweenl4:00 and 15:30These 6 PEVs have initi@OC betweeild5% and45%,
andtheir desired SOGre set to 9%. 20 PEVs return homebetweerb p.m. and
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7 p.m. To simulate random arrivathe remaining4 PEVs arriveat 2 a.m. after
the overnight charging has sedt Each PEV is assigned with axpected
departure timef 7, 8, or9 am. the next day. Howeve6 PEVs actually depart at
6:00 and6:30 in the morning to simulatenplanneddepartureThar initial SOC
are between 20% and 30Q&mdtheir desired final S@ areset to 956.

Fig. 2.12(a) shows the system load profiles can be seenhé proposedPEV
scheduling scheme only manages to level the system load profile partially from
11:00 to 15:30. This is because some ofRB&'s returing home at noon turn
outto be unschedulable due to their limited amount of qphugme before their
planned departures in a few houairing the overnight charging period, it can
be sea that whenever there s change IPEV connection (i.ePEV arrival or
departurg the chaging plan will be updated to account for this change thed
system load is increased or decreasetordingly When the number of
connectedPEV remainsconstant, the system load profile is levelled for loss
minimization.

Fig. 2.12(b) displays the chargig power profiles of 4 representativé’EVs
with equal initial SOCSPEV,, PEV; andPEV, arrive betwee®d p.m. and7 p.m.,
andplan todepartat 7, 8, and9 am. the next day, respectivellPEV; arrives a2
a.m.andplans todepartat 7a.m.As shown in Fig2.12(b), PEV;, which haghe
latest arrival time anthe earliest expected departure timeceivesthe highest
chargingratefrom 2 a.m.to 7 am. whereasPEV, which has the latest expected
departure time is charged at the lowest rAfeer 7 a.m, both PEV; and PEV;
finish charging andhe remainind®?EVs obtainhigher rats. The 4representative
PEVs arescheduled to beharged discriminatelin orderto satisfy thedesired
95% SOC upon theirrespectiveexpected departure time. Figl2(c) plots the
corresponding SOC variationéll of the 4 PEVs manage to medhe desired

final SOCby following the scheduled charging plan.
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2.4.5 Performance Evaluation with Practical Base Load Profiles

In this section, the proposdeEV scheduling scheme is tested in a more
realistic situation whre the load profiles at individual node are different and
containabrupt variancesThe results from the proposedhedulingscheme are
compared with those obtained by assumiilgal forecast on individual
household load and using a heuristic optimizasiolver.

Scenario D The practical base load profiles described in Se@i8r2 are
employed here. Each node on each phase is assigned with one of the practical
load profiles while onlythe forecast of theaggregate system load is inputted to
the schedule The performance of theroposedscheme is investigated in two
cases: one with theleal forecast on aggregasystem loadepresented by the
blue solid curve in Fig2.6(b); and the other witthe non-idealforecast as shown
in red dotted curve in Fi@.6b). 18PEVs (50% penetration) are to be charged
and thechargingloadis uniformly distributedon Phase A The PEVs havenitial
SOC between10% and20%, and desired final SOGetto 95%. All PEVs are
pluggedin at 5 pm and expetd depart at 8 am theext day.

As a benchmark, a heuristic pattern search methadged to schedule the
PEV charging with the objective of minimizing the total circuit losses on three
phases. The detailed formulation of thy@imizationproblem is described if78,

79]. The PEV scheduling optimization involves multiple variables, so the pattern
search would take a fairly long time to converge. Since the heuristic method is
used here for the purpose of verifying the proposed schemsggadh of
attempting to obtain the precisely optinR&V charging plan, the pattern search
terminates when the allowed time limit (72 hours) is exceeded.

Fig. 2.13shows the system load profilePhase Aresultedby the proposed
schedulingscheme With ideal forecast on the aggregatystem load, the
proposed scheme is able to approximately level the system load profile over the

night charging period. This shows that utilizing the predetermined constant
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PVLF in the scheduling for system load levelling eens effective even when
realistic load profiles are considered. Whenideal forecast on the aggregate
system load is fed to the scheduling scheme, some ramps appear in the produced
load profile.This shows thathe degree of load forecast accuracynsmportant

factor affecting the effectiveness of the proposed scheduling sclardéhe

forecastshall beupdated continuously to improvts accuracy
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Fig. 2.13 System load profiles resultdny the propose®EV chargingscheduling

schemewhen practicbbase loads are considered

The system load profiles resulted llge pattern search and the proposed
scheme are compared in Figl4. As shown in Fig.2.14(a), theprofile of
aggregatsystemloadon Phase A obtained from the pattern search is fairlgelo
to that produced by the proposed schedudicigemeThe same observation also
applies to load profiles at individual node, as illustratedrign 2.14b). These
two comparisons verifythat the proposed scheduling scheroan generate
similar charging pla as the conventional optimization solver which requires

availability offorecass on each household load.
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load(Phase A); (b)oad profilesat node 22 ofPhase A

Fig. 2.15 plots the voltage profiles at node &nd20 of Phase A resultethy
the proposed schedulimghemeand the pattern search. It is clear that the voltage

profiles atthese twonodesare similar though the load profileat these two
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nodesare different This againverifies that thePEV charging schedatl to level
the total voltage deviations of all nodissalso able tapproximately levethe
voltage proile ateach of thendividual nodes.

Overall, he above results show the adequate effectiveness of the proposed
scheduling schemia dealing with thendividual household load uncertainties on

the distribution network.
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2.5 Summary

As an effort torealize smodt and safe accommodation d&Y? charging load

at the initial stage ofPEV adoption before the upgrade of the network

infrastructure in this chapter a simple but effectivé’EV charging scheduling

scheme is designed for reaahe coordination of randomlyriaving or departing

PEVs in lowvoltage residential networks. Since most often voltage drop would

become a binding constraifbr a lowvoltage residential distribution feeder

when subje@dto highPEV penetration level, the voltage profile levellingrfar
the basis of the scheduling schenithe PVLFis then derived toallow the
schedulingto shift seamlesslybetween being lossinimizationoriented and
voltagesafetyoriented. Theproposedscheduling scheme bisPEV charging
power according toindividua | P Eequitesl amount of energy and expected
departure timespecified bythe PEV owner Simulations onma low-voltage test
feeder infour scenarios have confirmed the effectiveness of gheposed
scheduling scheméts advantageare summarizeds follows:

(1) The proposed scheduling scheme has fast executied spel is scalable to
increased number of PEVs because no computationally intensive
optimization algorithms are involvedhis isimportant tohanding frequent
PEV arrivals and departures.

(2) The propsed scheduling scheme celosely approach the optimal circuit
losses when voltage drop is not a blinding constraint. If allowed, the
scheduling scheme would avoid increasing the peak load.

(3) When voltage drop becomes a blinding constraint, the proposehedaa
be flexibly adjusted to schedule a charging profdesatisy the voltage

constraintat a propercompromise of system losgtimaity.
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Chapterll

A DecentralizedPEV Charging Control &hemeand
Its Application for Mitigating Wind Farm Power
Outpu Intermittency and Enhammgy Frequency
Regulation

3.1 Introduction

In the scheduling schenpoposed in Chaptet,lan intelligent control entity
is needed to generate a charging power dispatch signal for each PEV group as
dictated by (2.10). Such chargingntml is centralizedandhard tobe applied to
a large number of dispersedly located PEWsspired by the concept of
congestion pricing in Internet traffic controh decentralized PEV charging
control £hemeis proposedn this chapter to enable the PEdbwer toparticipate
in system regulation.

The congestion pricingpas beenwidely adoptedin Internet traffic control.
Basically, t is a proportionally fair pricing schema&user whas willing to paya
higher pricewould attain a largerhareof the sarcenetwork capacityf87-89].
Individual u s & wiingness to payand the reattime market priceare two
important parameters in the congestion pricing scheiee market price
depends on thavailablenetwork capcity (supply)versusthe aggregate flow of
users (demand)t will be continuously updated to reflect the changedeémand
and supply, and broadcasted to all users in the netwdaigon receiving the

market price signal, each user wildjustits flow basd on the price and the

usero6s willingness to pay. negulibriomis t er ati v
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reachedat which the market price and tlaggregatdlow of userssettle tostable
values.Mathematically, the market pri@an becalculated as:
M
MP :(i'a;1 fo ql Q) (3.2
where MP, is themarket priceat timet; M is the number of userd;is the size of
the time step; f;,_, is the flow of usei at timet-d; C, is the network capacity
available at time; andk is a positive integer The flow of individual user is
determined as
fie=fa Glw, £ 4MR) 3.2
wherew, is the willingness to payparameter of user at timet; andg is a
parameter affecting the rate of convergence of the algarithm
At equilibrium, both the market price and thggregatdlow of userssettle to

stable values, which means

éw - £EIMPS
1
1

o o (3.3
1P “[4 1/ C]"
i=1

Given f* (fori= 1, 2 M) a®dC; aré all positive, it is easy to see from
(3.3) that

M M

a =G @w)™ (39

i=1 i3

This chaptemwould focus onutilizing the decentralizedesponsenechanism
of the congestion pricingchemeto control PEV chargingAnalogous to the
Internet usereach PEVin the proposed decentralized charging control scheme
would adjustits chaging/dischargingpower autonomouslyaccording to aeal
time directional signal (DS) and alsoits own urgency level of chargingJLC).
The DS reflectsthe mismatch betweethe PEV power requested by the system
and the actual PEV power The ULC will lead to heterogeneous power
distributionamong PEVswhich would helpsatisfy theheterogeneousharging

requirements specified by PEwnes.
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Thedecentralized charging control scheimepplied to guidéhe PEV power
to compensa undesiredluctuations inawind farmd poweroutput A PEV fleet
consisting of numerous dispersedly located PEVs is coupledawithd farmto
form a PEMwind farm (PEVVWEF) virtual plant. he PEV fleet acts as an internal
power regulatorin the virtual plantand te power output ofthe virtual plant
would bethe filtered WP. Thus, when participating in power market, the PEV
WEF virtual plant will be capable of following theredeterminedschedule so as to

avoid the imbalance penalty.

3.2 TheProposed Decentralized PEV Charging Control 8&he
3.2.1 Defining the Realime Directonal Signal

Similar to the market price signal in the congestion pricing scheme, the real
time DS is used to guide the PEV power to approach a desired value. The PEV
power shall changen the right direction with the rightamountsuch thatat
equilibrium

N
é. pggv,i = DI:)PEV (35)

i=1
where pgg,; is the power of PEVi at equilibrium; DR, is the desired
aggregate PEV power; and is the number of PEVs under contr@B.5) is

equivalent tahe followingtwo conditions

=|DPoey)| (3.6)

N
a Paiy;
i=1
N :
sigh@ pIS?EV,i )= signOP,., ) (3.7)
i=1
Analogous tothe market gece in the congestion pricingalculatedin (3.1),
DS can be defined aBS =(§ 21 Revir.a ! DRey), Where p.g,;, is the power
of PEVi at timet; and DR, is the desired aggregate PEV povegrtimet.

Neverthelss, ascan be seen i3.4), the congestion pricingchemedoesnot
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guaranteehe scarceresourceo be fully exploitedby the uses at the equilibrium,
ie. g i“il £, G .As aresult, the condition (3.6) cannot be satisfied.

In order to sasfy the condition (3.6), it is supposd that when the PEV
power is guided to approaetvaluedenoted byaDP,.,, which deviates from the

actual desired valueDPR,.,, , the PEV powemwill end up approachind®dPR,., ,

wherea is a positive scaling factolWith reference to (3.4), the following

condition can be formulated

1/(k+1)

e .. N . 7]
=S'(a DPPEV)k _?‘lq H |DEPE\/| (3.8)

N

. eq
a pPEV,i
i=1

whereulc; is the ULC of PEM, which isa positive prameter.

Accordingly,the realtime DSat equilibriumwill be calculatedas

k.

- - e
DS™ :8@. psgv,i I(a OR) ¢ (39

i=1 =
Note that n the design of thproposedcharging control heme DS is setto be
positive and dimensionlessit only reflectsthe mismatchin magnitudebetween
the PEV power requested by the systama theactualPEV power Thus k in

(3.9)is set to a positive even number

Sincek is a positive even numbexgcording to (3.8)Jcan be calculated as
N

a =(DPRy, |/ § ulg)" (3.10)
i=1

In the dynamic power adjusting process, the scaling factand te real

time DSarecalculated as

N
a, = (‘DPPEVJ‘/é. UIqt-d)Uk (3.11)
i=1
&\ ) K
DS :Q Roevit-d /(at OFE’EV;) ( (312)
i=1 -

The sign ofthe PEV power will automaticallype consistent witlthat of the
desired PEV powein the process oPEV power adjustment dictated i(3.14)

coveredn Section3.2.3 such that the conditiaf (3.7) can be satisfied
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3.2.2 Definingl ndi v i d WwayéncyRdval @ €harging

In the congestion pricing algorithm, tlles e willingness to payparameter
indicates how desirous a user is of flearceresourceSimilarly, in the proposed
PEV charging control sheme the ULC reflects how desirous a PEV is @fid-
to-vehicle G2V) charging power. TheJLC parameter is defined as a function of
the battery capacity (BC) that can be fulfilled before the planned depamere
andthe BCto be fulfilled from the current SOC to the desired SOC

Whenthe G2V poweris needed DR, > 0), theULC parameter of PEVat
tis defined as

U|Q,t — Ssys d)att/( Pate(hl ( |T )_/ pbatt ( chiesired SQQ) (313)

term 1 term 2

where C™, P andh, representhe BG the rated charging powerandthe
chargerefficiency of PEVi, respectively;t is the present timand T; is the
planned departure time of PEY SOG*"* and SOG, are the desired SOGat
departure and the current SOC, respectjvalyd S, ( is a PEV aggregater
defined scaling factor to preveat in (3.12) from beingeither oversmall or
overlarge. This is because an oxsmnall a, could lead to a excessively large
DS, respondhg to which a PEV may encountdre problem oflivergent power
adjustent asshown in theanalysisin Section 3.2}, whereas an ovédarge a,
may result in a very small DS which considerably slows down the PEV power
adjustment asndicatedin (3.14). Ideally, a, will be maintained to unityln
(3.13), term 1lis the BCthatcan be fulfilledbefore the planned departure time
andterm 2 represents the BG be fulfilled from the current SOC to the desired
SOC. The difference between thentadledthe chargingmargin

In the implementation ofthe proposed charging control scheme, tariff
schemegould be deployed to establish contractual relation between PEV users
and the PEV aggregator. Distinct tariff schemes can be adopted by different

consumer groups. One possible tariff scheme is that PEV owners could enjoy
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lower price of charging energy ithey offer larger schedulability and
controllability over their PEVs tdhe PEV aggregator. For example, a PEV
owner can set a loose charging requirement characterized by a late planned
departure time and/or a reasonable desired SOC to increase the auiligdul
and allow V2G operation to increase the controllability. Another way of
integrating tariff schemes into the proposed charging control scheme is that if
PEV users already select their favotaeff schemes, then the PEV ULGkould
be modified byweighted valueso reflect the different charging priorities granted
by the tariff schemes

In the proposedharging controscheme one gridconnected PEV is either in
responsive state or nonresponsive state. PHY in responsive statd its
chargingmargin is greater than a preset threshold value. Asttapproachethe
planned departure timg, the carbefulfilled BC of PEVi keeps decreasing at a
rate determined byts rated charging powe P®*, which leads to smaller
chaging margin over time. If thecharging margin drops belowthe preset
threshold valuePEV i will switch tononresponsive statén which it will stop
responding to th®S signal andadhere toP™*’. The state transition of a PEV in

the proposed charging contsdhemas shown in Fig3.1.

PEV connected to grid

4

Responsive state: PEV & G2V/
V 2G power being adjusted based
ontheDSand the ULC

A 4

Nonresponsive state: PEV being
charged at rated power

N
A

PEV charging completed

Fig. 3.1 PEV state transition in the proposgecentralized charging control
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The three transition conditio@seas follows

hl- :(Fi)ratedhi (-ll— _ t)/ qbatt _( Sopdesired _SOIC)) M

'}2 ‘0< (Fi)rated/.’i (-II— -t) / Qbatt (_SOCjesired SQ{:)) ML

IB:T-t D

where CMwni is thepredeterminedhreshold foithe charging margin.
3.2.3 Stepwise Power Adjustment of Responsive PEV

The realtime DS is continuously updated as in (3.11) and (3.12), and then
broadcasted to all PEVs under contrl.responsive PEV willautonomously
adjust itspower in response to theceivedDS and based on its own ULC

Stepwise adjustment in PEMoweris as follows

pPEV,i t+d = pPEVit -g( S$d (®qu!)$$")rd QE\A,I, I:)t@ (314)

where pg.,;, is the power of PEV at timet; d is the size othetime step;g is a

parameter affecting the rate of convergence of the algarib®, is the real

time directonal signal at timet+d; ulc, is the ULC of PEVi at timet; and

SS,, represents a sign sign@sS)defined as

SSua = DBevy /| DBev; df (3.15)
SS is broadcasted together wids to all PEVs, indicating G2VS]S,, = 1)
or V2G (SS,, = 1) power is needed for system regulatids.can be seen from

(3.14), whenSS,, = 4, ULC would become the reciprocal $ original value

calculatedn (3.13). The reciprocal of ULC can be viewed as the tolerance level
of discharging. The logic underlyingaetJLC reciprocal is thad PEV which is
very desirous ofG2V power should be very unwilg to supply V2G power

Thus a largeULC shouldcorrespond to a smaiblerance level of discharging,

and vice versaSince ULC and DS are always positivehen SS,, = 4, the

minus beforeulc;; would lead the PEV power to settle to negative V2G power

and SS,, = 1 would result in positive G2V poweiT herefore, lte sign ofthe
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actualPEV power willbe consistent witlthat ofthe desired PEV powgwhich

satisfiesthe condition (3.7).

3.2.4 Divergent Power Adjustment Caused by PEV Responding to Excessively

Large DS and Solution

According to (3.12), an excessively large DS can be produced when there is a
sudden significant decrease in the magnitudeD8f,, . Respondingad an
excessively large DS can render the PEV power adjustment dictated in (3.14)
divergent. Thenechanisnof thedivergentPEV power adjustmerns analyzed as
follows.

Here, the case of G2V powéeing requesteds taken as an examplé
sudden significandecreasen the magnitude oDR..,, is usually the trigger.

DP

2y, IS Updated at time interva@, which isoften much larger than the time

stepd at which the DS and individual PEV power is updatappose attnet-d,
DP

PEVI-d is updatedand remains positive but

is positive, and at timg DR,
with a much smaller magnitude:
0<DP,y, < DPoy, 4 (3.16)
Since D>d, it is usually the case that previous desired vdlg.,, , has
been closely approached by the actual PEV powerdati.e. aitl Previ;
© DRy, 4- According to (3.12)
DS , < DS (3.17)
DS is thenbroadcasted to all PEVand @ch responsive PEMpdatesits
power for the timé according to(3.14). SupposeDS is large enough tonduce
a sgnificant decrease inp,,;, such thatp,.,,;, drops to a negative value with
greater magnitudehan pog;, g
O<Peevita < Prewi (3.18)

GivenSS= 1,0 am.d, , are positivethe following can be obtained by

substituing (3.14) into (3.8):

2/g+ulc g/ Pogyjy ¢ DS (319
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This excessively larg®S§ is very likely to cause the majority of responsive
PEVs to result in a negative power at titrgatisfying (3.8). If this is the case,

the aggregate PEV powat timet would meet the following condition:
N N,
a Previi-d < - apPEVit (320)
i=1 i %

Fromt to t+d, the desired PEV power is not updated, tRB, ., = DR, .
According to (3.12) DR..,,.4 = DR, together with (3.Q) indicate that
DS,, > DS 0 (3.21)
Moreover, for the small time granularidy ULC would only slightlyvary.
ulg, 4 © ulg, (3.2)

Based on (38), (319), (3.21), and (3.2), the power of PEV att+d satisfies:

Peevit+a = Previt ‘U(Ulqn Peeuy, DS@)
> Peev;t ‘U(Ulqt Preevit, DQ)
> Peey;t ‘U(Ulqt Peevi (20 g u'?ﬂ'—d / Peevy,« )

= Peeviy FUIQ UG, O Preyv OPeeys (3.2)
° Peevir & UI@(]- pPE'\n,t,/ pPE\I,t,—d)

> Poeyy; g UIQ

> Previy

Inequality (3.23) indicates that DS at ti3€d will continueincreasg, i.e.
DS.,s > DS 4. From (3.23) and (3.18), it is clear thA& pory;;.g Preeviy o -

Also, ULC will only slightly vary from t to t+d, thusulg,, ° ulg, °ulg, .

Together with the condition (3.1%nd (3.21) the following inequality can be

proven:

“ Peevitea = Peevica 9EUIG 4 Ppryr ar DS Q)
> Poevig GUIG, & Previo o DQ)
> Poeviea GUIG, & Previy o« DO
> Peevia UG 4 Previi o (2109 UG/ Peyyia))  (3.24)
= Previga 9 U(ar d qutq pPEVi,tQJ Prewit, d -
° Poevipa 9 UB, 4 (Pevit o/ Prevea. 1)-

> pPEV,i 1+d
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Similarly, it is easy to provéhat

O<pPEV,i;—d < Previt  Prewt Brei, « ‘f’awd (3.29

Inequality @.25) indicatesthe divergent PEV poweadjustment which
makes the powdtuctuate between positive and negative values with increasing
magnitude until thehargerpower limit is hit.In the case oV2G powerbeing
requestedthe divergeh PEV power adjustent problem can be proven ia
similar way

SincePEVs responding to excessively lar@sS is the cause of the divergent
power adjustmenta direct solution to this problem is thBEVs shouldstop
responding to DS once it detected to bdangerouslyarge. From the process of
divergentPEV power adjustment, it can be seen that the DS satisfying (3.19) is
the triggerof the divergenceHence the following condition is selected for PEVs

to judge whethethe DS is excessively large or not
DS ¢2/g (3.26)

This upper limit2/g also applies to the V2G power adjustméhDS is beyond

the upper limit, instead @fdjusting power according to (3.14) responsive PEV
would scale down the magnitude of its power ubt$ satisfies (3.26):
pPEVj1+d = pPEVit p (BZD

wherel is a scaling factor in the rangk<; 4.

3.2.5 Dealing with Interrupted Individual PEV Power Adjustment

Individual PEV power adjustment may be interruptédr examplewhena
PEV with relatively large ULCis being charged through a chargeith small
powerrating the power adjustmenn (3.14)may attempt toeacha power level
higher than the chargeé rated power,which causeshe PEV powerto be
constrained. Another example is that when a PEV becomes nonrespingile,
no longer ftlow the power adjustment anglmply takests rated chargingower.

Theseinterruptions tandividual PEV power adjustmertften lead to a persistent
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mismatch between thedesired PEV power and the actual PEV powerat
equilibrium However,such mismatch eabe remedied by increasing thelue
of theexponenkin generating the D8&sin (3.12) The proof isas follows.

The case of G2V power being requested is considasedn exampleFor

simplicity, it is assumed that n e  Pp@webasljustment (PEN is interrupted.

fixed

Due to the interruptionhe powerof PEVi is fixed to avalue denoted byp.c;

and the aggregate PEV power settlesAR.,, which mismatches the desired
PEV powerDR,.,, i.e. AR, , DR.,.

The set of PEVs other than PEYs denoted by. For a PEV] belonging tal,
its power adjustment is not interrupteéthus,the power of PEV at equilibrium

can be expressed:as

Peey, =ulc / DS™
=ulc; / (AR, /@ ORg,)f (3.29
=ulc,a“DRy, /AR,

: - fixed —_
Since@ Prev; t Poevi ARy,
i

AFI)DEV_ ix§3i :a Pogy; :é.UI('f adeFgEv/ AFEE\ (3-29

it IR
Hence,

AFI)DKEV(AF%EV_ ixé\d,l) =a U|(j3 a@DFgEV

i g

N N
dulc, -ulc pR., fuic DR, (3.30
et

e=1

= DRey -DRyy qu d ulg DFQV

e=1
In the ideal situation where the power adjustment of PEWot interrupted

AR, would be able tanatch DR, at equilibrium,andPEV i would reach its

ideal

intendedpower pggy; , Wwhich can be expressed as:

Prev; = ulG / DS™ =ulg/ (DR /(2 DRy))"

. N 3.3
=ulca“ DR, u@ /g ulg &30

e=1
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Substituing (3.31) into (3.30), it can bebtained that:

AFl)DkEV(AFI)DEV- iXEesL) :DFI%E\( DRey, 'ﬂ;gv (3.32

Suppose the mismatch betweé@R,.,, and DP,_, exists insuch away that
AP, > DR, 0. Sincek is set to a positive even number (3.12, the
following inequality can be obtained:

AR, > DR, (3.33
Based or(3.32)and (3.33)
DRy - Previ _ AR

— = PEV. 9 (334)
AFl)DEv' E\(ji DF’I;EV

ixed

In the case of G2V power beingequested,both AR, - Bz, and
DP.., - Prey; are positiveThus, from (3.34),
DPPEV_ piggs/li >APPEV ixg\(j, 0 (3-33
As it is supposed thatAR., > DR., 0, (3.35) implies the following
relation:
Phev; > Phevy (3.39
(3.36) corresporglto a possibleinterruption thatPEVi became nonresponsive
and its power is fixed to its chargerés |
Whenk in (3.12) is increased tk+2 (ask is a positive even numberhe
following can beobtaired similarly:

APHECZ(APPEJ' ixlg\(j'u) :DFE’E%( DRy 'ijveg/ (3.3
where ARi, is the newly resulted actual aggregate PEV paweresponding to
kKi=k 2.

If ARi., ¢ DR, then
ARi,/ ¢ DRy (3.39
Also, together with(3.36), ARi, ¢ DR, indicatesthe following inequality:
AFI)ZiEV_ ixsgi <DPPEV 'geEé:;, (3-39)

(3.38) and (3.39vill lead to the following inequality
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AR (ARG~ Het) <DRZ( DRy, - (340)
which is in contradiction t¢3.37) and impliesthat ARj., ¢ DR, is incorrect
Insteadthe following relation mustdid:

ARi, > DR, (3.42
Next, therelation betweemPR,., and APRj, is examined From (3.32),

(DR - Poev)) AR/ DR ARy, By (3.42

thensubsttute (3.42) into (3.37):

AR (ARej- HE) =DR.S AR/ DRl ARey -BE)
=DRL AR ARgy - By )
Since AR, > DR, 0 is assumedhe followingcan be obtaineftom (3.43)
AR (ARgj- M) <ARS( ARy, -figy (3.49
If ARjc, 2 AR.,, thefollowing canbededuce:
ARy 2 AR (349
ARy - Poev 2ARe, fhey O (3.49
(3.45) and (3.46) will lead to the following inequality
AR (ARgj- M) 2 AR ARy, -figy (3.47)
which is in contradiction to (3.44Therefore,ARjc, 2 AR, is incorrect and the

following relation must bld:
ARi, < ARg, (3.48)
With (3.41) and (3.8), it can be obtairgthat
AR, > AR., >DR,, © (3.49)
Therefore, it is proved that when the mismabgiweenAR,., and DR,
caused by the individual PEV power adjustment being interruptetsex such
away that AR, > DR, 0, increasing theexponentk in (3.12) can helpto

reduce the mismatch.
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When the mismatchs in the formof 0< AR, <DR.,, AR, < DF,.
According to (3.32)0<DP.., -pss; AP, pbe . Thus, it can be obtained
that

Prev; > Prev (350)
(3.50) corresponds to a possible interruption that the power adjustment af PEV
attempts to reach a high power levrlt is constrainedo thec har ger 0s

power.

To satisfy (3.37), the following inequality must be true:
AR, < DRy, (3.51)

Otherwise,APRi., 2 DR, will lead to ARi5\? 2 DPL.Y, and togeter with (350)

PEV?

ixed

it will also lead to AP, - pbsy, >DP., ey 0. Thus, the inequality
AR (ARG~ Bev) >DR( DRy, -Hay) can be resulted, which contradict
(3.37).

Since0< AR, <DRy, is assumed, it can be obtained from (3.43) that:

AREV (ARgj- Haw) >AR( ARy, -BE (3.52)
If AR, ¢ ARy, then ARK? ¢ AR and 0< AR, - ®R., 5,
which disagrees with (32%. Therefore, the following inequality musold:
AR, > ARy, (3.53)
From (3.3) and (3.53 it canbeobtairedthat
0<ARg, <ARg, BRg, (3.54)
Therefore, it is proved that when the mismatch betwaBn, and DR,

exists insuch away thatO< AR, <DR

PEV?

increasing the exponektin (3.12)

canalsohelp to reduce the mismatch.

Moreover, from (3.32), it can be obtained that

In(DP..., / AP,_.)
PEV F;IZV (355)

|I‘l( APPEV - eri’XEVj

ideal
DPPEV - pPEVi

1
k
As k- + t, 1/k- 0, which implies thain(DP..,,/ AR,) - 0. Therefore,
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lim ARz, = DRy, (3.56)

In summarythe above proof has shown that in the casé2¥ power being

requested, increasing the valuekat helpful to remedy the mismatch between

AR, and DR, caused bynterruptiors to individual PEV power adjustment

As k approaches to infinity, the mismhteould be reduced to zero.
The mismatch reduction resulted by increasing expdaegnthe case of V2G

power being requested can be proved in a similar way.
3.2.6 Overall Process of the Decentralized PEV Charging Control Scheme

The overall process of thpropo®d decentralized®EV charging control
schemas shownin Fig. 32 and 3.3.
/Starting point:
~tn=0

DS calculator receives updated
n=0 > DR, and kin (3.12): k = K,

Yes ‘ X
~_ N DS calculator receives
nd?2 D?\ 0 ARgvr g and g U|C|,t-d

y o

Persistent
t=t+d; n=n+1 < mismatch exists?

[

A 4

k=K,
AR, and & ulc, obtained v
and transmitted to DS DS and SS are updated
calculator and broadcasted to PEVs [
y
{ ~, The process of

_individua PEV
PEVI | [PEV2 | . . [PEVe |- et
@ @ - seeFig.3.3

PEV aggregator 1 PEV aggregator a
= =

Fig. 3.2 Overall process of the proposed decentralized PEV charging control

scheme; the process of individual PEV power adjustment is shown in Eig. 3.3
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When a PEV is connectdd grid, the PEVuseris allowedto specifythe
charging requirement in terms of the desifgattery SOC and the planned
departure timeWith the charging requirementthe PEV smart charger will
monitor the actual SOC and calcelaheULC parameter based ¢8.13).

An information hub, name®S calculator, is needed tcalculatethe reat
time DS Inputs to theDS calculator include: 1) thelesired aggregate PEV
power DR, ,; 2) the power of controllablé®’EVs; and 3)the ULC parameters

of controllable PEVs for calculating, . TheDS calculator will broadcast thBS

together with th&sSto all PEVs

PEVereceives DS and SS

'

\
‘ PEVe checksits stath No
\\Rapons ve or not? /

| ~

No DS ¢2/g >
-
LY%
4 v
Power scaled down Stepwise power adjustment Taking the rated charging
according to (3.27) conducted following (3.14) power

¥
_ | Prev;; and (ulg, ) reported to the

corresponding PEV aggregator

Fig. 3.3 The process of individual PEV power adjustment

Fora responsive PEV, if the receivB& is equal to or smaller thathe upper

limit 2/g, it will respond to theDS and make stepwise adjustment in its power
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according to(3.14). If the received DS is greater th@rg, the PEV will sale
down its power according t¢3.27). The updatedpowers and ULCsare
transmittedback to the DS calculator. For a large population of dispersedly
located PEVs, there can be regional PEV aggregators between individual PEVs
and the DScalculator.A PEV will transmit its power and ULC data to its
regional aggregatomstead of directlyto the DS calculatorEach aggregator
summarizes the data of the PEVs and repthe aggregate data to the DS
calculator.Such hierarchical communicatianechanism can effectively reduce
the communication burden on the DS calculaliothe BC margin drops below
the preset threshold valuie PEV will enter the nonresponsive staied takes
theratedcharging power till its desired SOC is fulfilled.

The powerand ULCof individual PEV, DS and S&re allupdated at regular
time intervald, while the desiredaggregatePEV power DR, is updated at

regular time intervaD. D depends on the rate of changelP

Yev, and normally

it is set tobe larger thand to allow adequatenumber of PEV power adjustments

to be carried oufor eachDP.

Vi such that the actual PEV powdPR..,,, can

closely follow DR, For s consecutive time stepsf d, if the mismatch

EVt -
|AR.,, - DRy,,| keeps being larger than areset thresholdPM, and
D\AF;,E\,Yt 'DF?:EVt‘ between any two adjacent time steps is smaller than a
thresholdPMV, then the mismatch is considerad persistenfTwo values,Kg

and K_, can beassignedo the exponenk in (3.12), whereK, <K, . Normally,

kis equal toK to prevent the DS from being oversitive to thechange in the
actual orthe desired PEV powerWhen a persistent mismatch is detected,

however kwill be set toK, . When DR, is updatedk will be reset toKy.

EVt

3.3 Modding of the Test System

A PEV fleet is coupled with a wind farte form a PEV-WF virtual plant.

Thedecentralized charging control schemmeapplied to guide the PEV power to
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compensat the undesiredluctuations inthe wind farm poweroutput Thus, he
power output of thesirtual plantwill be the filtered, less fluctuating WP, which
helpsto maintain the balance between generation and demaddnhancéhe

system frequency regulation.
3.3.1 WindFarm Power Outpuand System Load Profile

A wind speed modelvhich consists of four components includitige base
component, the ramp component, the gust component, and the turjol@nee]
is adopted to generate a series of wind speed Aatand turbine power aput
model is then used to generate a WP profile based on the wind spe€thdsea.

modek areoutlinedin Appendix B.

50 T T T T T T T T T
§ 40+ :\é\g:ijrefgrsg/o-vv\ileli ?/ilrjttﬁsltplant power output )j M /LW WK ]
=% m Mw WMW | M‘Nﬂ{‘ | - kﬁt{ |
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Fig. 3.4 (a) Wind farm pover outputprofile and the desired power outpaftthe
PEV-WEF virtual plant; (bystemload profile

The resultedwind farm power outpuprofile is shown in Fig. 3.4(ajThe
desired power output from the PBNF virtual plantcan be determined by the
operabr of the virtual plant (e.g. to satisfy certain ramp rate limit) or the system

dispatch center (e.g. to help economic dispatch). The decision making should
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take into account the forecasted WP and the PEV charging requirement. Any
deviations of the actuaVP from the desired value will be counterbalanced by
the controlled PEV poweln this simulationthe desired power outputf the
virtual plant which isshown in Fig. 3.4(a)is setto be snaller than the actual

WP for most of the time so tisurplus power can be used for PEV chargifig
highlight the effect of neutralizing/P fluctuationson improvingload frequency
control a smootrsystemload profile excluding PEVchargingloadis used in tb

simulation as shown in Fig3.4(b).

3.3.2 Power System Model drParameter Settirgy

A singlearea systens usedto investigate ¢ what extent théoad frequency
control can benefit fronthe WPfluctuationsbeingcounterbalanced by the PEV
power guided by the proposed control schefte block diagram of the single
area system is shown in Fi@.5. There areconventionalthermal units,fast
reactingdiesel generatordDGs) and a wind farm in the systenihe thermal
units provide both primary and secondary frequency regulatibereas the DGs
only conduct primary loadfequency control. The parameters of tieglearea

power system model aseimmarized in Table.B[92, 93]

DpnonPEV—Ioad—>f
Virtual plant
D _
,PEV Fleet, Q Peev |
k1 . DS Dw
-2 ¢ calculator ¢
S . Wind . Do,
Farm 1
Power Ms+ D
GRG, limiter
1 e DR S,
1+sT, -
GR
./;; 1 G 1 Dpqy +
{ J———————— P L -
RN 1+sT, 1+sT,, Bo
wer
limiter ||

Fig. 3.5 Block diagram of the singlarea power systemodel
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Table3.1 Paiameters of theingle-areapower system model

Parameters Values

Nominal frequency 50 Hz

Thermal units capacity 3x125 MW

Wind power capacity 25x2 MW

DG capacity 6x2 MW

No. of PEVs 2000

AGC execution frequency every 2 s

M 10s

D 9.375 MW/Hz

Te, Tcn 0.2s,03s

Ta, Ta 0.1s,0.1s

1/Rry, 1/Rpe 150MW/Hz, 60 MW/Hz
GRGy, GRGy 3*6.25 MW/min, 6x1.8 MW/min
Ky 1.5 MW/Hz/s

Theinvestigaion periodis from 10 p.m. to 8 a.m. the next day, during which
the system load is relatively low and the wind pouwnay take a large shaoé
the total generation. Besidd3EVs are normally parked and charged during this
period for the nextrip in the morningThe PEVis assumed to have a 24.15 kWh
battery capacityvith 5.06 kWrated charging powemnd 95% chargingfficiency.
For simplicity, the totaR000 PEVs are divided into 16 groupBEVs in each
group have the same initial SOC, desired SOC, and planned departure time. The
initial SOC isbetween25% and 50%, and the desired SOC is assumed to be
either 90% or 9%. The planned departutiene is distributed betweefh amand
8:30 am.

Frequency detection delay is modeled as a-drder lag with time constant
0.1 s. Wireless communication delay between PEV and the VMP calculator, and
VMP calculation delay are modal as dead time of 2 s and, Xespectively{94].
Thus the time stel is 5 s.Percentage error imeasuringhe wind farm power
output is modeled by a zemean white noise with standard dewatiof 3%.

The smaller valu&, for the exponenkin (3.12) is set to 2 and the larger value
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K, is set to 6The parametevin (3.14),which affects the step size ofdividual
PEV power adjustmentlepend on therate of change of the desired PEV power
and the size of the PEV fleet. For the RBXF virtual plant described in Table
3.1, simulation studies shad that a value in the range of Oi@O8 is
acceptable. Here is set t00.04. The scaling factord in (3.27) is set t00.8. The
charging margirthresholdCMwnis for a PEVto stay responsives set t04%. In
this study,for 3 consecutive time step$ d, if the mismatci‘{AF,’DE\,yt - DRy, Is
larger than0.1DR..,,| and D|AR,,, -DPRy,| between any two adjacent time
steps is smaller tha@.OjDPPEVl\, then the mismatch is regarded as a persistent
one. The wind farnpower outputs normallymeasured once every 30 seconds,
so the timenterval D at which the requested PEV powBR..,, is updated is 30

s. Yet, f the average rate of changeWP is larger than 1.5 MWhin, D will be

setto 8 s.

3.4 Simulation Results
3.4.1 Wind Power Fluctuation Compensation

With the proposeddecentralized charging contretheme the aggregate
power of responsive PEVs iguided to counterbalancethe wind power
fluctuations.Relevant results are presented in Bg.

From Fig.3.6(a),it can beobserve thatwith the proposed charging control,
the aggregate power of responsive PEVs can track reudralize the WP
fluctuations timelyandaccuratelyThus,comparedwith the original WP profile,
the power output from the PEWF virtual plantis much less fluctuatingas
shown in Fig.3.6(b). As tme passes, an increasing number of responsive PEVs
bemme nonresponsive arepluggedout, asindicatedin Fig. 3.6(c). Therefore,
thefluctuation compensation provided by PEVs becomssfficient after 6 a.m.

and the virt ualbegnktaflactudiesagam asvaeesulto ut p ut
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Fig. 3.6 PEV powerguided by proposed charging control scheme to compensate
the WP fluctuations(a) the aygregate powenf responsive PEVgb) the

smoothed WP(c) the number of responsive PEV
3.4.2 Effect on System Fregucy Regulation

In a systemhighly penetrated byWVP, neutralizingWP fluctuations can
effectively enhancéehe load frequency controlHere, the frequency regulation

performance is examined under fouresarios for comparison purposg)

70



frequency control Y thermal units only; 2) frequency control by thermal units
and DGs, where DGsprovide fastreacting reservye3) frequency control by
thermal units an@lVP fluctuationscompensted by the PEV powerguided bythe
proposed charging contracheme 4) frequeng control by thermal unitand
PEVs where the PEV power responds to frequency deviation basagp@mer
frequency droogontroller[60]. Details of thiscontrollerare givenin Appendix

C.

In Scenario 2, six -MW DGs arehalf-loaded to provide equal amount of
regulation up/down capacity. In Scenario 3 and the responsive PEVs account
for less than 60% of the total PEVs under control, teeme DGs would be
turned on and haffated to maintain the total fastserve capacityn the system
higherthan 6 MW. In Scenario 4, when tipewerfrequency droopontroller
described in60] is applied, the maximum V2G ga{Kmay and the minimum
frequencyd e v i a fy) are set@ § kWHz and-0.12 Hz, respectivelyand
all other parametemmrekep the same. The accuracy of frequency measurements
is affected by two factorsone is frequency estimation error, which can be
controll ed wi f9B]jand tle .othet is Aois® Rith hbise strength
from several to tens of mH®52]. In this study, the frequency estimation error
and noiseds considered bindingly by superposing a zerean white noisavith
standard deviation of 0.02 Hz on the actual frequency. The frequency deviation
in each of the four scenarios are shown in Big. Table3.2 summarizeghe
maximum magnitude and root mean square (RMS) vaduef the frequency
deviatiors.

As can beseen fromFig. 3.7 and Table 3.2,the frequency regulation by
thermal units alone underperfositihhe others. This is because the relatively slow
generation rate consints of tle thermal units prevent them frooatching up
with fast WP ramps. The use of sareacting DGs effectively improves
frequency regulation performance in Scenario 2. Comparing the sreault

Scenario 3 with thsein Scenario 2jt can see that in a system with higiP
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penetrationlevel, compensatingVP fluctuations can effectively enhze the
system load frequency control, resulting ifrequency regulation even better
than that with the use dastreactinggeneratorsin Scenario 4, PEVequipped
with powerfrequency droop corttlers gve the best regulatioperformance
when frequeay measurementsire accurate.The regulation performance
considerably degradethowever,in the presence of frequency estimation errors

and noise
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Fig. 3.7 Frequency deviation in (a) Scenario 1; (b) Scenario 2; (c) Scenario 3; (d)
Scenario 4 vth frequency estimation errors and noise; and (e) Scenario 4

without frequency estimation errassnoise
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Table3.2 Frequency deviation evaluation indices

1 2 3 4 4
Scenario (w. errors | (w/o. errors
and noise) | or noise)
Max (Hz) 0.2144 | 0.1670 0.1256 0.1582 0.1183
RMS (Hz) | 0.0394 | 0.0289 0.0251 0.0281 0.0220
343 Satisfaction of PEV Userdés Charging

Though thecharging process of PEV is controlletbr system regulation

purpose the PEV charging

requirement should be satisfiedithout

compromisingthe convenience of PEV owndn the proposedharging control

scheme, a PEWvith higher ULC shallreceive more G2V power when the

desired PEV power is positiveDE.,, >0), or supply less V2G power when

DR, <O.

The SOC variationsof two representativd®’EVs are examinedBoth PEVs

have equal initial SOC (40%) and desired SOC (90%Yo cases are considered.

In the first casePEV; is planned to depart at 07:@4dPEV, at 05:30, whereas

in the second castheir planneddeparture time are exchanged at 03:00he

SOC variations in Case 1 and 2 are shown inFRfa) and3.8(b), respectively.

It can be seen from Fig. 3.8(a) tHREV, receives morecharging powethan

PEV; due toits earlier planned departure time. PEWowever,obtairs more

charging powerthan PEV after 03:00in Case 2, as shown in Fig. 3.8(b)

Consequentlythe SOC of PEYexceed that of PEV soon after resetting their

planned departure timeBoth PEVs manage to achieve the desired SOC upon

their danned departure tingeThis exampleonfirms the ability of the proposed

charging controlschemeto recognize and satisfy thketerogeneous PEV

charging requirementpecified by PEV users.
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Fig. 3.8 SOCvariationsof two representativeEVs: (a) earler planned departure

time for PEV5; (b) planned departure timmesetduring charging

3.5 Summary

In this chapter a decetralized PEV charging control scherbased on the
congestion pricingnechanismis designedand then applied to guide the PEV
power to compesate WP fluctuations. Each PEV can be responsive or
nonresponsive, depending on its charging margin. A responsive WEV
autonomously adjust its charging/discharging poaecordingto the received
DS, SSand itsown ULC, while a nonresponsive PEV simbsorbs its rated
charging powerThe DS and SS argdated at the DS calculator and broadcasted
to all PEVs. Since no central control entity would rieeded tadetermine the
power for each of the individual PEMhie proposedchemas scalable t@ laige

population of dispersedly located PEVMso, the communication between PEV
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and the DS calculator is unsophisticatedvithout needing any special
communication network anar protocol
Simulation results verify thatvith the proposeddecentralized changg

control schemehie PEV power carespond to undesired WP fluctuatidimely

and accurately. The resultant power output from the -REVvirtual plant is
much less fluctuating compared with the original WP. As a result, the system
load frequency contrak greatly enhanced@esidesdifferential charging power
distribution among PEVs consistent with their UL@&s realized, which is
important to satisfying the heterogenedsV charging requirementspecified

PEV users.
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ChaptenVV

A Hierarchical Schemdéor Utilizing PEV Power to
Hedge againstUnit Ramp Cycling Operations in a
Systemwith High Wind PowerPenetrabn Level

4.1 Introduction

With increasing WP capacity added ttee power systenthe conventional
thermal units will faceanoreand greatenet loadvariations. Also, the number of
thermal units online will decrease as the system load is increasingly supplied by
WP. As a result,the thermal units will incur more frequent and significant
cycling operations.

Unit cycling is defined as a generator beilmpded at varying levels,
including on/off cycling, ramp cycling (significant load following), and
minimum load operationf96]. Generator components such as the boiler, gas
pipes, and turbine will have to go througbnsiderable thermal transient and
pressure stress during cycling operations, which causes accelerated thermal
fatigue, blade erosion and chemical deposit, among many other damaging
mechanisms. Over time, the accumulated wear and tear to unit compoiients w
be translated into higher equivalent forced outage rates, higher maintenance and
replacement costs, and ultimately shortened service life of the ger[é®to6,

97].

In this chapter, a hierarchical schemepieposed to schedule, dispatch and
control the PEV power to hedge against the URC operations in a system with
considerable WP. The objective is to minimize the URC operationowtith

sacrificing too mucHPEV charging energylhis hierarchicalscheme consis of
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3 levels.At the top level, a variation range thfe system net load is determined
first to capturethe WP uncertainy. Then the PEV power is scheduled dalgead

to reshape thaeet load variation rang€NLVR) to minimize the number ofURC
operationghatcan be caused lihe possiblenet loadrealizationsn the NLVR.
The reshaped NLVR will benuch more resistant to WP fluctuatisthan the
original NLVR with regard to avoiding the URC operatioret, the reshaped
NLVR is usually at the cost of exa@ge interruptions to PEV charginds a
result, significantharging energyvill be lost. Based on the latest update of WP
predictions,the middlelevel dispatch modeill exemptoverscheduled ani
URC regulation onus on PEV&ich that PEV charging powean be restored to
various degreeto promote PEV charging o ensure effective URC mitigation
andavoid overrestoring the PE\¢hargingpower,the actual net load determined
in the middlelevel dispatch model is restricted in the reshaped NLVR produced
by the toplevel scheduling modelAt the bottomlevel, the decentralized
charging controlschemeproposed in Chapter lis adopted toimplement the

PEV power dispatch instructidrom the middlelevel dispatch model.

4.2 Formulation of the 3.evel Hierarchial Scheme

The proposed hierarchical scheme aims to minimize the URC operation.
Though the scheme can also be applied to reduce the on/off cycling operations,
such application, however, usually causes prolonged and intense interruptions to
PEV chargingwhich s likely to render PEVs severely underchargéde, it is
assumed that a U@roblem has been solved before the start of the proposed
hierarchical schem@ndthe generator eoff statuses in the hierarchical scheme

are fixed based on the UC solution.
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4.2.1 Construction of Wind Power Uncertainty Intelva

In the proposed scheme, the PEV power is coordinated to reshapeMRe
which is obtained bysuperposinghe WP uncertainty interval ontihe system
load profile. In each timeslot of the scheduling horiztire WP uncertainty
interval is a range of possible values for the actual WP intithaslot. Given a
WP forecast, the associated WP uncertainty interval can be attained by
consulting the historical data of actual WP corresponding to that particular
forecast.The procedures asaimmarizeds follows[98].

First, allWP data shall be normalized to per unit values based on the installed
WP capacity. Second, the range of WP output from 0 to 1 p.u. is equally divided
into K smaller intervals, wher& is a usesspecified integer. Each interval is
referred to as a forecast grouping interval (FGI). For kGt =1,2,... ,K), the
actual WP data whescorresponding forecast values beldagrGI k will be
collected. Thus,K datasets of actual WP can be obtained, in-torene
correspondence with th& FGIs. Next, a probability histogram (PH) is
constructed from thé&th actual WP dataset, which represents the condition
probability density functiomf the actual WP for a WP forecalselonging toFGl
k. Then, he cumulative distribution functions (CDF) can be calculated
accordingly.

Here the historical data of predicted and actual WP in 2013 from[®ijg
the transmission system operator of Belgium, are used to construdVRhe
uncertainty intervals. WittK = 40, the PHs and CDFs of the actual WP data
corresponding to the fband 38" FGIs are illustrated in Figt.1.

In timeslott, if the WP forecasty belongs to=Gl k andthe WP uncertainty
interval is required to cove@Q% of the possiblevalues for theactual WP
suggested bythe historical data, the bounds of the uncertainty interval are

determined as follows:

W = R Q) 2) (4.1)
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W = K (@ -Qu)/2) (4.2)
where W and W are the upper and lower bounds of ¥ uncertainty

interval in timeslot t, respectively; and=, ' is the inverse CD®f the kth actual

WP dataset
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Fig. 4.1 PH and CDF of the actual WP datbassociated witfrGI k. Subfigure
(@) and (c)k= 10 (b) and (d)k = 30.

4.2.2 Representation of Unit Ramp Cycling Operations

Whether a generator power output change is counted as a URC operation
depends on the magnitude and duration at thange.ln [63], if a change in
generatorpower output between two consecutive tislets is greater than a
preset threshold and the change is not causesthibgtartup or shutdown, then
it is regarded as a URC operation. In thigdy the URCoperaton is defined
within a time window which consists of more than 2 consecutive timeslots. The

URC representation if63] is extended to a more general form as follows:

9" Y -LN r@ RQTHR LN'(2 Q H -1)1

3 i (4.3
", T
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2 k
J.- G, -LN 1§ RCTHR LNY k@) Z+U,-
¢

1 = (4.4)
+LNZ re,,, " 0, t" T, k"2:WS 1 -
h=1
Gir.1- 9y -LN I’@ RCTHR LN-(2 Q H_l), @
il T
2 k
0ov- G, -LN 1§ RCTHR LNY k@) Z+U,-
¥ =0 (4.6)

k-1
+LNG rc,,, i 0, t" T, k"2:wS 1 -
h=1
where g is the mwer output ofunit i in timeslot t; rc;; is the binary URC
indicator for uniti in timeslott; RCTHRIs theunitid s shadidrofee’amp cycling
operation;U;; is the indicator foon/off (1/0) status of unitin timeslott; LN is a
large positive numbert is the &t of indexes for generator¥ is the set of

indexes fortimeslots; andNSis the number of tinsgdots of the ime windowin

whichthe URCoperationis defined
Inequalities 4.3) and (4.%identify the upward URC operatisnvhile (4.5)

and (46) flag the downward orerc,, will be set to 1 if the change imiti6 s
power output developed trgeentimeslot t andt-k exceedsRCTHR. According

to [96], the threshold is selected to be
capacity. The above formulation shows thdiRC operation can be ddeeed
between any twaimeslots within theA/Sslot time window. The second terms on
the righthand side 0f4.3)i (4.6) ensurghata URC operatiois a poweroutput
change of an online generator so as to distinguish URC operations from on/off
cycling operéions. The third terms on the righaand side of4.4) and (4.6) are

used to avoid doubleounting the URC operation. That is, th@t output change
betweentimeslot t and t-k, even if greater than the ramp cycling threshold,
should not be regarded as &0 operation if there has been a URC operation
already formed irman intermediatetimeslot t-h (t-k < t-h < t). Thus the unit

power output variations which have accounted for one URC operation will not

repeatedly contribute to the formation of another.
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Fig. 4.2 illustrates hte identification of URCoperations whereRCTHR is
set to 50 MWand a URC operatiorshall be withina 4slot time window(i.e.
WS=4). As can be seen from Fig. 4.Betmaximurunit output changeP, . )
in a time window maye different fromthe amount obutputchangethatform
the URC operatio{DR 5.). In the fourtime windows shown in Fig4.2, DP,_,
= 52, 60, 52, 66MW while correspondinglyDR .. = 22, 60, 10, 28 MW.
Therefore, even iDP,_, exceeds the 5SMW ramp cyclingthreshold in all of the

four windows there isonly one URC operation formed in the second window

140 [ [ L [ [ L L
P =66
120- max s
S P, = 52 100
100~ _ i
=3 o= 60 90
5 Arc=1
% 80- .
S DDURC =60 >RCTHR= 50:
Q 60- P =52 one URC operation occurs -
; max 5
o 4 e
o
£ 40 -
5 30 Y
20r- Unit starts up: 7
0 a on/off cycling operation
Oﬁ [ [ r [ [ r [ ]
1 2 3 4 5 6 7
Time slot

Fig. 4.2 lllustration ofidentifyingthe URC operationRCTHR = 50 MW and

the URC operation is defined in astbt time window(shown aghe rectangles)
4.2.3 TopLevel Scheduling Model

The NLVR contains numerous possiblet loadrealizations.In response to a
possible realization the generators may incur sonilRC operations which
cannot be avoided by properly distributing the cycling onus among the
generators. The televel scheduling modebf the proposed schenmams to
minimize such URC operations by reshaping the NLVR via PEV power

coordination. Fig4.3 illustrates a NLVR and its reshaped counterpart. It can be

81



seen that the reshaped NLVR is less varying. Raxampleof WP realization,

the correspondingly realized net load profitethe reshaped NLVRS alsoseen

to be much less varying than that in the original NLVR. Since thel¢wpl
scheduling model takento account all possible net load scenarios in the NLVR
including those extremely varying onethe PEV demand response can be
intensely used to reshape the NLVR, which may lead to a considerable loss of

the PEV charging energy.
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ﬂ
0 :
[ [ [ [ [ [ [ L
20 40 60 80 100 120 140 160 180
Time slot
@
300 U U U U U U U U
2 2000 ]
=3
2 1000
[e]
o
0 ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
[ [ [ [ L
20 40 60 80 100 120 140 160 180
Time slot

(b)

Fig. 4.3 (a) the original NLVR (grey shaded area) with uncontrolled PEV power
(the red solid line); (b) the reshaped NLVR with coordinated PEV poweiark
example WP realization, the correspondingly realized net load profiles are

represented by the blue dash lines within the NLVRs

The detailed formulatioof the toplevel scheduling modeés$ as follows:

ming ¥ &g, ge? 1ol g
tTill
4.7

*a q.SWE e 4 )+15 (9)g-F S\§1

subject to
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1) Power balance constraints

ég,tzl-[ +pPEv WUI’ T 4.9

ag. =L ™ W, o t"T (4.9

il
2) Generator power output range

u,Geg, WG t T, i"l (4.10

u,Geg, W, G, t T, i"l (4.17)

3) 3-segment piecewise linear approximation of the quadratic generator fuel cost

function[100]:
fe.(g9,)= €Y, A Shkk,., t T i"l (4.12
=1

fc™=a HG ¢G, i (4.13

3
gi,t:akljt Y, G, LA (4.14

1=1
0Ck,, G, G, t"Tji ! (4.15
0Ck,, G, G, t"Tjii I (4.1
0Ck,, G G,, t"Tji (4.17

4) Identification of URC operations:

o k -
0.7 G LN TP RETHR LNG k) G+, ¢
r=0 =

(4.18

"tIiT ) T K AWS 1

_ down a LK (

G- G LN 16" RETHR LN kO A+W,-¢ .
(o r=0 = ( . @

"tiT ) I Kk AWS 1 -

5) Startup and shutlown ramp rate constraints

g, ¢SURL(Y, -y ,) &1 W u+), t T i I (429
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gi,t¢SDRll'( Y, -Lth+1) _'6(1 Y H,+ﬂ)’ t T i | (4.2
9i,t¢SUer( Lijt ‘U;-l) _6(1 H lr{"'.l)1 t i (4.22

g ¢ SDRH(U, -Uy) B W Yx), t T 01 (423

6) Systemlevel PEV power and energy constraints

RPEV_dCh ¢ n PEV ¢Ft) PEV_CI: tl 'II" (42@
t
E[PEV_dCh ¢ a gHPEVSW ¢EPEV_Cl,1 "t n (4_23
t,=1

7) Binary variable constraints

rc?, e {03, "t T, i 1 (4.26
A URC operation is most likely to occur between timoeslots if the net load
varies from the upper bound the NLVR in onetimeslot to the lower bound in
the other, and vice versa. Thus, the genenabdover output in eachlimeslot of
the scheduling horizon is represesitby g, and g, which correspond to the
uppe and lower bounds of the NLVR, respectivelly.(4.7) (4.26), G and G
are the maximum and minimum power output of uniespectivelySWis the
width of timeslot, which is 15min in this study;rc;f and rc™" are binary
indicators for the upward and downward URC operatbmnit i in timeslott,

respectively; p”is the PEV power irtimeslot t; P”®-*" and are the

PtPEV_dch
aggregatecharging and digharging power capacity of all connected and
controllable PEVs intimeslot t, respectively; EF*-"" and E™®-*" are the
maximum amount of energy that can be charge@nd dischargedrom the
controllable PEVdSrom the first timeslot to théth timeslot of the scheduling
horizon respectivelyiL; is the mn-PEV load intimeslot t; SL; is the slopeof
segment of the piecewise linear fuel cost fuimn of uniti; &;, represents the
power output within the range of segmdntf the piecewise linear fuel cost

function of uniti in timeslot t; a, b, andc; are the oefficients of the quadratic

fuel cost functiorof uniti; G;; andG,; are the pper limis of segment 1 and 2 of
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the piecewise linear fuel cost functiaf unit i, respectively and SURL and
SDRL are the &rt-up and shudownrampratelimits of uniti, respectively.

The objective function 4.7) contains threeobjectives: to minimize the
number of URC operations (the primary objective) with the least sacrifice of
PEV charging energy (the secondary objective) while the generators are
dispatched economically (the tertiary objective). Coefficiapisand g, are

used to prioritize these three objectiaesl heir ranges are as follows:

g, >max{ RPEV_ch _Ft)PEV_dch:t TT} (4.27)

0<g, 0.5 maifc, G ):i T} (4.28
whereifc,(G) represents the incremental fuel cadtunit i at its maximum
power outputG, . P*®-"- PP representshe PEV power range in timesiot
With g, set to be greater thahe maximunPEV powerrangein the scheduling
horizon eliminating a URC operation will outweigh any possible increases in the
PEV power. Thusthe primary objectivas prioritized over the secondargne.
With g,. satisfying (4.28), an increasein the PEV power will have an
overwhelming effect on minimizing the objective functibwugh it will lead to a
higher generator fuel codtlence,the secondarybjectiveis prioritized over the
tertiaryone

The system level PEV power and ggein constraints4.24) and(4.25) can
be determined by aggregating the informationirafividual PEVs. Here, the
information reporting mechanism proposed[101] is adoptedto realize the
information aggregatianEach PEV user will report Hiser anticipated charging
activities tohisherregional PEV aggregator. The reported informatimriudes
the expected plugn and plugout time, the rateadthargingpower, the normal
uncontrolled chargingower profile leadng to the desire®OC and the normal
uncontrolled discharging power profile leading to minimum allowable SOC.
Note that the reported charging plans do not have to be very accurate. In fact,

routine charging schedule already good enough a&pproximate karging plan
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for most of the commuter PEVs. The system level PEV power and energy are

determined as follows:

Al Alei A
PEV_dch - - rate (42@
R = -a a.hepe tet

PEV_ch = =X - rate!
TeP =a ar™cC,
i
1
i Al Al el A

E[PEV ch _ a a aunctl chW (43@

t,=1 A 1Al e i3

E[PEV dch a a aunctl dchSW (43])
t,=1 A Al e A

whereAl is the set ofndexes for PEV aggregator& is set of indexes for PEVs
affiliated to thekth PEV aggregatorP™* and/, are the rated charging power
and charger efficiency of PE¥, respectively Py*-" and P{"-"" represent the
normal uncontrolled charging and discharging power of REM timeslott,
respectively; an.is the binary indicator for plug/-out (1/0) status of PE¥
in timeslott. Note thatP,7*-*" and R,7"-*" are the charging/discharging power
measured at the grid end of the PEV charger.
There are two things worth noting about the-lygel schedulingnodel. First,
the termLNaEirqi_h, which is included in4.4) and (4.6) to avoid double
counting the URC operation, is absent from the Ugddditions (4.18) and
(4.19). This is because in the tdgvel scheduling modghll net load scenass in
the NLVR are considered possible. Thas$JRC operation caused by a net load
scenarioshould not deny the possibilities of the URC operaticaussedby the
other net loadscenariosThe term will be rancluded in the URConditionsin
the middlelevel dispatch model to ensure correct countinthefJRC operation.
Second,no ramp rate constraints are imposed on the power output of an
online generator. In fact, ramp rate constraints established be@vegand g,
as well asg;, , and g, are unnecessargince they would forcea lot more
generators to be committed to provide sufficient ramping capacity for handling

the steepegtossiblenet load rametween twaadjacentimeslots. The steepest
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possiblenet load ramg in fact rarely occur. According to the historical data
used in thisstudy 99.95% of theactualnet load ramp®etween two adjacent
slotsare not as half steep #wir corresponding steepgsissble ramps Ramp
rate constraints will be engaged in the midélel dispatch modeio ensure

actual generator dispatches satisfy the ramp rate limits.

4.2.4 Middle-Level Dispatch Model

The dispatch model resembles the process of receding horizon control. That
is, when determining the PEV and generator dispatches for the current titneslot
the dispatch model will optimize the entire dispatch horfdoh+OH -]. Then
the dispatch horizon is shifted one slot forward to determine the dispatches for
the new currentimeslot. The dispatch modehdoptsthe latest update of WP
forecasts. If the updatddrecastsndicate less varying WRhenthe unnecessary
interruptions to PEV chargingowerscheduled byhe toplevel modelwould be
exemptedo promoe PEV charging

As the dispatch model rolls forward and approadhese timeslots, the WP
forecasts are assumed be iteratively updated with gradually diminished
uncertainties. Specifically, when the dispatch maddesolvedfor the current
timeslot t;, it is assumed thathe actual WP int; is revealed and the WP
uncertainty intervals in the subsequdidF slots will shrink, depending on how
far thetimeslot is into the futur¢l02]. The WP uncertainty intervatse updated

as follows:
WL =we, +i((NUF B(W, W) (4.32

WP =We, (NUF 3w, W) (4.33
whereVT/tCLi';“pd andV_\/tCLi';“pd represent thepdated uppeand lowerbound of the

WP uncertainty interval in tingot t.+n, respectivelyW?, , is the actual WP in

timeslott:+n; andn=1... NUF. Beyond timeslot.+NUF, the WPuncertainty

intervals remain the s@e aghoseconsideredn the toplevel scheduling
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The dispatch horizoms shown in Fig.4.4. From the current timeslott to
t-+OH-1 is the optimization horizotWhenthe PEV and generator dispatches in
tc are optimizedthe dispatches irach ofthe remaining OH-1 timeslots of the
optimization horizorwill be optimizedas well.OH is set toNUF+1 such that the

mid-level dispatch model will take alipdated WP forecaststo consideration.

current
tWSHL slot: t t+OH-1 t+OH+WS-2
PEV & generator _ PEV & generator
dispatchesalready | PEV & generator dispatches  dispatches fixed to top-

determined to be optimized - level scheduling results'

| | theoptimization horizon [ [
«—WSdots OH slots WSdots——

[
|

Fig. 4.4 Schematic of the dispatclofizon of the mielevel dispatch model

It should be noted th&aiRC operations can be formed across the boundaries
of the optimization horizon, e.g. betweenal andt.+1 acrosst., or between
t-+OH-2 and t.-+OH acrosst:+OH-1. To considersuch crosounday URC
operations in the dispatch mogdeto WSslot time windowsare attached to the
optimization horizon: one from the current sigbackto t-WSr1, the other from
t-+OH-1 to t-+ WS+OH-2. Dispatches in the pasimeslots will be fixed to the
earlier sdutions of the dispatch model, while dispatches intimeslots beyond
the optimization horizon will adhere to the resulenerated byhe toplevel

scheduling, i.e.:

ptPEV - F?PEV_disp, g't :E)Igen_disP
n 1 HET (434-)
tift, ws 1+t 145 i "l
ptPEV - Ft)PEV_schec’i—’t =_|?I gen_scht’adgt _:Ft) gen_sc?en (4%)

"tift, OH,t, GH ws 2|~ i I |
The middlelevel dispatch model has similar formulation to the-leyel
scheduling modelcomprising objective function4(7) and constraints4(8)i

(4.26). For simplicity, onlytheir differences are outlineldere There are dur
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differences.First, in the current timeslott,, the dual generator powe@utput
variablesg;, and g, used in the toflevel scheduling model would coincide
and become a single variablg, in the midlevel dispatch model. This is
because the actual WPtiis assumed to be revealetien the dispatch model is
solved fort;, thusthe system net load tpis deterministic.

Secondpetween timeslotek andt, if there are somatemmediate timeslots
t-h (t-k < t-h < t) in which generator power outputs are deterministic, the URC
condition regarding te-k andt will have the termLNg ::if%-h included.The
URC conditions in the dispatch model are summarized as follows:

1) between the curremimeslott. and a pasimeslot:

g, - 9., LN r¢f RETHR LN2 ) -y ),

, (4.36
il
2 k
0., Gy "IN ¢ RCTHR LN k@) A+, -
C r=0
K1
+LNG (rc?, «q‘fgwg , (4.37)
h=1
"ill, k 2.WS 1-
0,17 Gy LN " RETHR M2 Q. 1) 9
i
9 k
G- G, -LN réf™ RCTHR LNgf k@) Z+Y -
C r=0
K1
+LNG (rc? ., #q‘i‘zw,ﬁ‘, (4.39
h=1
"ill, k 2.WS 1-
2) betweerthe currentimeslott. anda futuretimeslot
3 ) a . .k ¢
Qi+~ Gy, -LN r¢ﬁk RCTHR LNgklOg _'HC + € 440
c =0 = (440

"ifll, kK E.WS 1-
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[} k ~
O - Qi -LN r€PT RETHR LNEKIOZ 4 - ¢
- C r=0 x

"ill, kK E.WS 1-

3) betweern futuretimeslotand a past timeslot:

2 k
J,.- g, -LN réf RCTHR LNgekléé 4 ,-
r=0

k-1
N @ (ref, ),
h=t 4, c c
P, 1k, WS -k [t ot Lws 4

9 k
Oov- G, -LN réP" RCTHR LNGKIOF 4J,-
- ¢ r=0
k-1
+LN & (rc?., o),
h:t‘tc " e
T, e, 1, WS -k [t ot Lws 4

4) between two fture timeslots:

2 k
G.- 9, -LN réf RETHR LNZaekléé_ 4 .-

r=0

NNl

"iin, ot f, 2k, OH WS+ 7, -
"k gL min{t ¢, BWS }-g

r=0

o k -
G- Gy -LN réiown RETHR '—Ngekloé. +HF- E
il v f, 2, OH WSt 7, -
"k igmin{t -t BWS }-g

(4.40)

(4.42

(4.43

(4.44

(4.45

Third, ramp rate limitwill be imposedon generator power outputs gome

of the timeslots in the optimization horizaf the dispatch modeDenote tvo

adjacent timeslots in the optimization horizon thy g andt . +g 4, where

0¢g ®OH 2. The condition ér the ramp rate limits to benposed onthe

generator power outpuis t.+g andt.+g+1 is thatthe WP uncertainties in both
of the timeslots have been sufficiently diminished. In this study, the WP

uncertainty in a timeslot is regarded to have been sufficiently diminished if the
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updated WP uncertainty intervial that timeslothas shrunk t@n extert thatits
width issmaller than or equal to half of the width of the original WP uncertainty
interval in thattimeslot considered in the tdpvel scheduling modeThat is, if
VL WO O, W) and WU WORT OO, W ),

the ramp rate linits will be addedbetweeng,, ,, andg, ., , as well asg;, .,

and Gipvgs- 10 integrate the ramp rate limit&l.20) (4.23) will be transformed

into the following constraist

.- 9,. %G (RUL SURL) Y, ( SURL  G-U

s . (4.46)
i t l gc'tc -Nsnalf_NRW 8 i" ”
G009 B (SDRL B U, (ROL SBRLY
) t I gc’tc -NSw\If_NRW 8 i" ”
G:¢q, "t Et’ts NS new @ 17 (4.48)

whereRUL andRDL; are theupward and downwarcamp rate limits of unit i,
respectively; andNS.ar nrw IS the number offuture timeslots in which theWP
uncertaintyhas been sufficiently diminished

Forth, the dispatch modelinsthe risk of overly restoring the PE¥harging
powerbecausdhe dispatch decisiemaking only takesnto account the limited
numbe of timeslotsof the dispatch horizonThe over restoratiorof PEV
charging power maleave insufficient altURC regulation capacity of PEVs for
the future timeslots beyond the dispatch horizon, feapardizng the overall
effectiveness othe PEV-aided URC mitigation To avoid the over restoration,
the reshaped NLVRrom the toplevel scheduling model, which has strong
mitigating effect olJRC operationsis usedn the dispatch model to confiriee
updated NLVRresulted by the dispatch model

Ll + PPEV_sched _W ul {r pi-PEV W_Ul_disp
t — Y ’

"tift.t, ©H 3 (449
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I—l + RPEV_sched _W ul ‘Dr I:?*_PEV W_Ul_dis?

"tit,t. OH 1 (459

4.2.5 BottomLevel Decentralized PEV Power Control

The decentralize®EV charging controschemeproposed in Chapter lis
adopted her#o guidenumeroudispersety locaied PEVsto implement the PEV
power dispatch instruction issued by the middhel dispatch modeNote that
in this study,though it would be perfect if the PEVs can reach the target SOCs
specified by their owners while the PEV power isitcolled to help mitigate
URC operatiog, some charging energy usualhave to be compromised to
alleviate the URC operation most effectively, thitus not a must for the PEVs to
be charged to their target SO@adthe PEVs in this studywill stay resposive
duringtheir entirechargingperiock.

The PEVsare divided into two groupghe reponsive PEV group and the
spare PEV group. The power of responsive PEVs is controlled to follow the
dispatch instruction However, there often exists a mismatch betwethe
dispatch instruction and the power of responsive PEVs, which is referred to as a
control inaccuracy. The control inaccuracy canrémediedby increasing the
value of the exponenk in generating the DSs in (3.12). If the control
inaccuracy still prsists after the largest valuekois applied, the power of spare
PEVs will be altered to furthezompensate¢he control inaccuracyNormally, a

spare PEV is charged at the power level

Riinage = Co' (SOG™"™" - SOC™)/(h { DT - A)) (4.5
which is the minimumgerage charging power for the sp&€V e to achieve its
desired SOC beforés planned departure time. In (4.5 is the battery
capacity ofPEV e SOG"™ and SOG*" are the initial anddesired SOC of
PEV e, respectively;/, is the chargerefficiency; and AT, and DT, are the

arrival and departure time &EV e, respectively. From this power levehe
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spare PEV camdjust its power up or down when needed to offset the control
inaccuracy. The decentralized charging control methatssused to control the

power of spar®EVs.

4.3 A Benchmark Scheme

A benchmark scheme is developed from the BESS control methods proposed
in [65, 69]to control the PEV power to hedge against the URC operation. In the
benchmark scheme, PEVs reserve upward and downward regulation capacities
by being charged at power levels lower than their rated cliaggower. The
partial charging power level is termed as the PEV base power level and
represented as a fraction of the rated power.

At the scheduling stage of the benchmark scheme, a series of simulations are
conducted to search through different PEV basgepdeves to find the one at
which PEVs reservsufficient anttURC regulation capacityoint predictions of
WP are considered in the simulations. The procedures are as follows. For a PEV
base power levet/| [0]] , thecorrespondindgpa® charging power igP™*. The
scheduling model of the benchmark scheme is solved to determimentineum
amount of antURC reguation power required in each timeslot. The model is
formulated as follows:

ming ¢ &q.rc, + Aq @) BT RET (452
subject to
1) Power balance constraints
Ao,=L BRI, 6O pem WT LT (459
il

2) Range of regulation power

O ¢ ptreg_up qj:t) PEV_Ch’ tl -lf (45[9
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pPEV-deh g greadovn @9t T (455
together with the generator output range constraints (deterministic version of
(4.10) and (4.11)), generator fuel cost funct{¢hl2)i (4.17)), URC constraints
((4.3)1 (4.6)), generator ramp rate constraints (deterministic versioa.4%)(and

(4.47)), and the binary variable constrairt, i {0,1}. In (4.53), p*-* and

(

B
timeslott, respectively;RPrc. . is the aggregate PEV base powerresponding

ca_down are the upward and downward adfRC reguation power required in

to thebase power levdiin timeslott; andW"™" represents the point prediction of
WP in timeslot.
Next, he determined artyRC regulation powerp®-* and p/**-**" are
added to the base powBf:.,, to obtain the initial artURC PEV power profile,
PPEV PEV

denoted by c.qs¢- Then, Ppre—adja’t is adjusted as follows teatisfy the PEV

power and eergy constraints4(24) and é.25):

FLZJ'E,L\/I =max{ min{ pPEY pPEv_c} ’Ft)PEV_dc}, e T 456

pre-adj,d, ' 't

PPEV

adjdt

é PEV H PEV_dch t PEV PEV_ch

TPo, if BP-""¢ § RIS SW ¢E™- ,
= adit 5 ﬂl o o 3 , 't T (457
1
I

0, otherwise

where P, is theantrURC power profilethat can beactually implementedby

the PEVswith base power level/. Finally, how many URC operations still

persist after implementingy,, is checked by rsolving the scheduling model

with Ric., in (4.53) substituted by, , and p*-* and p*-“*"" fixed to zero.
Following the above procedures, the valueg/dfom O to 1 at a step of 0.05

are searched through to find the one corresponding to the least number of

pessistent URC operations, which is denoted &y jrc: Geusi ure Will be

adopted by PEVs to reserve atflRC regulation capacitylf more than one

Oeast ure C@N be found, the one that givee least sadice of PEV charging

energy will be chosen
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The dispatch process is similar to the scheduling. The dispatch model takes
into account théatest update of thé&/P forecast and rolls forward through each
timeslot to determingy®®-* and p*>*"". The aniURC PEV powerprofile is
calculated agy, ., xR -+ B +n "9-*" and then adjusted according to
(4.56 and @.57) to satisfythe PEV power and energy constrainthie adjusted
charging poweprofile is the one to bectually implementedy PEVsto hedge
against the URC operations.i$ assumed thdahe anttURC regulation onuss
distributedamong individual PEV# proportion to their regulation capacities.

The differences between the benchmark scheme and the ploptses|

hierarchical scheme are summarized in Tdlle

Table4.1 Comparison of the proposede&el hierarchical scheme and the

benchmark scheme

Proposed scheme Benchmark scheme
wind power Wind power uncertainty Wind power point
intervals predictiors

To minimizethe URC
operationghat can be causeq
by the possible net load

To reserve sufficient anti
URC regulation capacity

Objective of
the scheduling

stage realizationswithin the NLVR In PEVS
Outcome of
the scheduling A reshaped NLVR A PEV base power level
stage
. To exempthe overscheduled
PEV cha_rglng ant-rURC regulation onus on Not considered
promotion PEVS
Regulation onus
Individual Autonomous PE\bower distributed among PEVs
adjustment based on the rea . . .
PEV power in propation to their

time DS SSand ULC

regulation capacities
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4.4 Simulation Setting

The proposed scheme and the benchmark sclemtested in al6-unit
systemover an 8-hour scheduling horizon. The horizon contains 324mi»
timeslots W= 0.25 hr.), and in each of them the WRdasystem load are

assumed to be unchanged.
4.4.1 Generator Data

9 coalfired units and 7 gaBred units are considered in the simulatiofihe
parameters of the ceéited units areobtainedfrom [103] and those of theayg
fired units are given ij104]. For quick reference, the generaparameters are

summarized in Tablé.2.

Table4.2 Generator parameters

Unit type
Coalired Coalired Gasfired

No. of unit 5 4 7

G (MW) 350 155 150
G (MW) 140 56 42
RUL (MW/min) 4 3 25
RDL; (MW/min) 4 3 25
SURL (MW) 150 65 90
SDRL (MW) 150 65 90
RCTHR (MW) 70 31 30

The coefficients of the quadratic generator fuel cost functions are presented
in Table4.3, which are calculated by using tgenerato heat rate curves and
fuel prices.The adopted fuel prices of coal and natural gas are 2.41 $/MMBtu
and 5.34 $/MMBtu, respectively, which are the US average costs of coal and

natural gas for electricity generation in April 20105].
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Table4.3 Generator cost data

Unit type

350 MW 155 MW 150 MW

Coalfired Coalfired Gasfired
a ($/MW?h) 0.00786 0.01341 0.01426
bi ($/MW) 17.91 18.19 49.67
G ($/h) 779.7 444.5 1013
Estimated cost of UR(
operation, lower limit 490 296.1 45
($/operation)

The threshol®RCTHR for achange irgeneator poweroutput to be regarded
as a damaging URC operation is set2@ of the generat® dependable
capacity[96]. The time windowfor checkingthe URC operation may differ in
width for different generators, dep#ing on specific generator type, design,
operating history, etd96]. As no explicitresuls have been found in the
accessiblditerature, it is assumed that the time window spans a period of 3 hours,
i.e. WS= 12 for all units considered in this studyhe large constaritN in the

URC conditionsis set to 1000.
4.4.2 Wind Power and NePPEV Load

The historical data of forecasted and actual WP from aggregate Belgian wind
farms in 201399] are used to construct the WP uncertainty intervals. With the
number of FGIs set to 4K (= 40), 40 WP uncertainty intervadseextractedFor
each of the 40 FGils, its corresponding WWteertainty interval covers 96% of the
valuesof the actual WP datasassociated with that FGI, i.©% = 96%

The forecasted and actual WP profiles of aggregate Belgian wind farms from
15:15 6/3/2014 to 00:15 12014 are used in the simulation, as shown in Fig.
45(a). To further investigate the performance of the proposed scheme in an
extreme scenario of WP intermittency, a hypothetical WP profile containing

severe fluctuations is also considered in the sinmratvhichis shown in Fig.
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45(b). In the dispatch process, the updated WP forecasts are assumed to be

available in 23imeslots aheadNUF = 23).

L L
. 15007 predicted WP profil i
§ 1200 === Actual WP profile i
g 900
2
< 600
=
< 300
O [ [ I [ [ [
0 50 100 /150 200 250 300
(a) Time slot (15-min)
L L L T L L
— 19007 predicted wP profile i
% 12004 == Hypothetical very fluctuating WP profile -
g 900
2
< 600 '
k= vt
2 300% i ¢ it
0 [ [ [ [ [ [
0 50 100 150 200 250 300

(b) Time slot (15-min)
Fig. 4.5 WP profiles used in the simulation

As this researchfocuses on examining to what extent the WiV would
aggravate the URC operatiometnonPEV load is assumei be deterministic
in the simulation, which is shown in Fig. 4.6. Thisd profile is the downscaled
version of the load profile of New South Wales from 15:15 1/June/2014 to 00:15
5/June/2@4 [106]. The wind energy accounts for about 20% of the-R&V

load, which representssituation of high WP penetration.

300 T T T T T T

2800
2600
2400
2200
2000
1800

160 0 50 100 150 200 250 300

Time slot (15-min)

Fig. 4.6 Non-PEV load profile
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http://climate.dot.gov/about/transportations-role/overview.html
http://www.irs.gov/irb/2009-48_IRB/ar09.html
http://www.gov.uk/government/publications/plug-in-car-grant/plug-in-car-grant-eligibility-guidance
http://www.gov.uk/government/publications/plug-in-car-grant/plug-in-car-grant-eligibility-guidance
http://www.afdc.energy.gov/vehicles/electric_availability.html



http://www.goelectricdrive.org/drive-electric/environmental-benefits




































http://www.elia.be/en/grid-data/power-generation/wind-power



http://motor.ece.iit.edu/Data/
http://www.eia.gov/electricity/data.cfm#avgcost
http://www.aemo.com.au/Electricity/Data/Price-and-Demand
http://www.afdc.energy.gov/fuels/electricity_infrastructure.html



http://www.tennettso.de/site/en/Transparency/publications/network-figures/actual-and-forecast-wind-energy-feed-in
http://www.tennettso.de/site/en/Transparency/publications/network-figures/actual-and-forecast-wind-energy-feed-in
http://www.aemo.com.au/Electricity/Data/Price-and-Demand/Aggregated-Price-and-Demand-Data-Files/Aggregated-Price-and-Demand-2011-to-2015
http://www.aemo.com.au/Electricity/Data/Price-and-Demand/Aggregated-Price-and-Demand-Data-Files/Aggregated-Price-and-Demand-2011-to-2015
http://www.aemo.com.au/Electricity/Data/Price-and-Demand/Aggregated-Price-and-Demand-Data-Files/Aggregated-Price-and-Demand-2011-to-2015
http://www.eia.gov/electricity/monthly/epm_table_grapher.cfm?t=epmt_5_3
http://www.eia.gov/electricity/monthly/epm_table_grapher.cfm?t=epmt_5_3

