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Abstract 

Global environmental crises, such as the global climate change and awful air 

pollution in major cities over the world, are causing profound changes to both the 

power system and the transportation sector. On one hand, power systems 

worldwide are evolving towards a greener version by integrating increasing 

amount of renewable energy sources, especially wind power (WP). On the other 

hand, as an effective way to reduce greenhouse gas emission, plug-in electric 

vehicles (PEVs) are currently incentivized in many countries and more and more 

types of PEV are being rolled out by various automakers. With the adoption of 

PEV surging, a rapid increase of PEV charging load can be expected in the 

coming years. 

The uncertainty and variability of WP generation will weaken the 

controllability on the supply side of the power system and require more fast-

reacting reserve, while bulk uncontrolled PEV charging may severely stress the 

network at all voltage levels, threatening the system reliability, lowering its 

efficiency, and jeopardizing the system economy. Controlled PEV charging, 

however, could be a valuable source for large-scale demand response (DR). The 

DR is identified as a very effective tool to facilitate smooth WP integration, and 

clean electricity from WP to propel PEVs can significantly decarbonize the 

transportation sector. Thus, a lot of synergies can be explored between the PEV 

charging load and the WP generation. 

As an effort to safely accommodate the PEV charging load at the initial stage 

of PEV adoption before the upgrade of the network infrastructure, this thesis 

firstly proposes a real-time scheduling scheme for PEV charging in low-voltage 

residential distribution network. This scheme schedules PEV charging to either 

minimize system losses or prevent over-low voltage, depending on the PEV 
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penetration level. Since most often voltage drop would become a binding 

constraint when a low-voltage distribution feeder is subject to high PEV 

penetration level, a scheduling method is first developed to enlarge the voltage 

safety margin. Then, a novel factor is derived to allow the scheduling scheme to 

be flexibly adjusted from being voltage-safety-oriented to loss-minimization-

oriented, or vice versa. Simulation results verify that the proposed scheduling 

scheme is fast and effective with circuit losses close to optimal at low PEV 

penetration level and voltage drops maintained within the tolerable limit at high 

PEV penetration level. 

To facilitate the PEV demand response, a decentralized charging control 

scheme is devised in this thesis. In the proposed control scheme, individual PEV 

would autonomously adjust its power in response to two system-level directional 

signals. Since the power adjustment would also take into account the PEVôs 

urgency level of charging (ULC), the charging/discharging power among PEVs 

will be distributed automatically according to their heterogeneous charging 

requirements. The mechanism that can trigger divergent PEV power adjustment 

is analyzed to obtain the stability condition for the proposed control scheme. For 

the control inaccuracy caused by interrupted individual PEV power adjustments, 

a remedy is proposed and proved. As an application, the power of a PEV fleet is 

controlled by the proposed decentralized charging control scheme to compensate 

undesired fluctuations in a wind farmôs power output. Simulation results verify 

that the controlled PEV power can respond to undesired WP fluctuations timely 

and accurately, and the power distribution among PEVs is consistent with the 

heterogeneous PEV charging requirements. 

Increasing amount of WP in the power system will force conventional 

generators to go through more frequent cycling operations which have damaging 

effects on generator components. In this context, a 3-level hierarchical scheme is 

proposed to utilize the PEV power to hedge against the unit ramp cycling (URC) 

operations. A general URC operation model is proposed for the first time. Net 
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load variation range (NLVR) is used to capture the WP forecast uncertainty. The 

top-level scheduling model reshapes the NLVR by coordinating PEV charging 

load to minimize the URC operations that can be caused by the possible net load 

realizations in the NLVR. Based on updated WP forecasts, the middle-level 

dispatch model exempts the over-scheduled anti-URC regulation onus on PEVs 

to promote PEV charging. Nevertheless, the actual dispatch of net load is 

confined within the reshaped NLVR from the top-level scheduling to avoid 

overly restoring the PEV power. At the bottom-level is the proposed 

decentralized charging control scheme to implement the PEV power dispatch 

instruction. Simulation results show that with the proposed hierarchical scheme, 

the PEV-aided URC operation mitigation is effective and most of the desired 

charging energy is preserved to satisfy the charging requirements for the majority 

of PEVs. The effectiveness of the proposed scheme is shown to be robust to WP 

forecast errors. 

The associated cost to accommodate the WP uncertainty and variability 

(WPUnV) in a power system is referred as the wind power uncertainty cost 

(WPUC) which would increase rapidly with WP penetration level. This thesis 

investigates to what extent the controlled PEV power would help reduce this 

WPUC. A comprehensive WPUC model is proposed in which generator cycling 

costs are included. Also, the proposed decentralized charging control scheme is 

used to obtain a realistic response of the PEV load to the system dispatch 

instruction. With the WPUnV decomposed into two components, namely hourly 

WP forecast errors and sub-hourly WP fluctuations, the WPUC raised by each of 

the components will be evaluated. Simulation results show that generator cycling 

costs are non-negligible parts of the WPUC and controlled PEV power has a 

favorable effect on reducing the overall WPUC. The controlled PEV power, 

however, may not be as helpful as expected to mitigate the WPUC induced by 

the WP forecast errors on hourly scale. Yet, the WPUC raised by sub-hourly WP 

fluctuations can be largely reduced with the controlled PEV power. 
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Chapter I 

Introduction 

1.1 Background and Literature Review 

1.1.1 Prosperity of PEV: Challenges and Opportunities 

Plug-in electric vehicles (PEVs), including plug-in hybrid electric vehicles 

(PHEVs) and battery electric vehicles (BEVs), are seen as the next generation of 

automobile. The driving force behind the development of PEV is the worse-than-

ever global environmental problems. According to a report published by the 

International Energy Agency (IEA) in 2011 [1], if the current fossil fuel based 

energy generation and consumption continues, energy-related greenhouse gas 

(GHG) emissions will double by 2050, which will dramatically aggravate the 

global warming problem, imposing destructive impact on the ecosystem of our 

planet. The increased oil demand also accelerates the depletion of oil resources, 

which is raising concerns in many countries on their national energy security. 

Conventional internal combustion engine (ICE) vehicle is a major contributor to 

the GHG emission. For example, in the US 2006, 28% of the total GHG emission 

is from the transportation sector [2]. The PEV is one of the key technologies 

needed to address the global environmental crisis. Synergizing with renewable 

energy resources, PEVs can be powered by clean electricity, which will 

decarbonize the transportation sector effectively.  

Currently, PEV is being promoted in several countries [3-5] and auto 

manufacturers are rolling out more and more PEV models [6]. Global PEV sale 

was more than doubled between 2011 and 2012, and the number of on-the-road 

PEVs worldwide increased 76% from around 405,000 in 2013 to about 712,000 
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in 2014 [7, 8]. For the future, IEA has predicted that with the coordinated effort 

from governments, the auto industry and other related stakeholders, the sale of 

PEVs could reach 5 million per year by 2020, and in the long-term, it was 

possible for the PEV to achieve 50% market share by 2050 [1]. The study in [6] 

also forecasts a noticeable increase in the adoption of PEV in the US.  

Though PEVs do not have direct GHG emission when running on electricity, 

they do have well-to-wheel emissions as the electricity charging the PEV can be 

generated from burning fossil fuels. Nevertheless, the environmental benefit 

from PEVs is still prominent compared with ICE vehicles. The well-to-wheel 

analysis of PEVs [9] showed that based on the generation mix of the US in 2010, 

PHEV and BEV can achieve a 38 lb and 45 lb GHG emission reduction per year, 

respectively, compared with conventional gasoline vehicles. Another 

investigation also showed that for the US, even in regions with most dominant 

coal fired power plants, PEVs are still able to reduce about a quarter of the GHG 

emission over ICE vehicles [10]. The Electric Power Research Institution has 

examined the 2050 scenario and estimated that PEVs can contribute to 163-612 

million metric tons of GHG emission reduction per year by 2050, depending on 

the PEV market share and the evolvement of the mix of generating technologies 

[11].  

Challenges Caused by PEV Charging and Solutions 

As PEV adoption becomes increasingly widespread, uncontrolled charging 

load will start causing problems to power systems. Many studies have examined 

the impact of PEV charging on power systems. In [12, 13], it was found that 

charging activities of private PEVs tend to concentrate in the afternoon which 

coincide with the daily peak load period. The coincidence will increase the 

already-high peak load. Thus, more peak load generators would have to be 

started, pushing up the fuel cost of generation. Besides, the power loss of the 

network will increase rapidly as the PEV penetration level rises, causing extra 
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cost to utilities. From security perspective, multiple PEVs being charged within 

the same area might cause line overloading and excessively low voltages in the 

distribution network [14, 15] which is a sign of power quality deterioration. In 

addition, the heavy PEV charging load could cause sustained excessive loading 

in distribution transformers, leading to increased transformer fuse blowing and 

customer outages [16]. 

To handle the aforementioned challenges associated with PEV charging, 

researchers around the world have reached a common consensus that PEV 

charging load should be controllable; otherwise, network infrastructure would 

need to be upgraded. Many solutions have been proposed in the literature and 

some of them are introduced here. Two methods were proposed in [14] to 

alleviate the heavy loading caused by dump PEV charging. One method is to 

provide PEV owners economic incentive through dual tariff and the other is to 

enable direct charging control. Yet, the first method can cause PEV charging 

activities to concentrate in low-cost period which creates new peak load, and the 

second method requires a powerful intelligent control center to schedule each 

PEV. The energy price and the availability of renewable energy are often used as 

signals to direct PEV charging to be away from peak hours. A fuzzy logic power-

flow controller is introduced in [17], which determines the charging rate for each 

PEV based on the charging priority so as to maximize the utilization of 

renewable energy and minimize the impact of PEV charging on the system load 

profile. Similarly, the study [18] assessed different charging strategies in terms of 

their grid impact, utilization of local generation, and PEV driving ranges. The 

authors in [19] proposed a novel navigation system for PEV rapid charging. 

Since the system takes into account the traffic condition as well as the status of 

power system, the charging load can be properly distributed in the network so as 

to avoid overloading a particular region. The authors in [20] proposed a 

stochastic scheduling and dispatch model to coordinate PEV load and 

conventional generation with wind generation. Flattened net load profile is 
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achieved with reduced system operating cost. Nevertheless, the stochastic 

optimization model is computationally expensive to solve. In [16], the problem 

of distribution transformer overloading caused by heavy PEV charging load was 

investigated. The authors did not seek to control PEV charging. Instead, they 

used a binomial probability model to calculate the probability of a distribution 

transformer being over-loaded due to PEV charging, such that the susceptible 

transformers can be identified and replaced. Besides the aforementioned studies, 

many other researches for mitigating the detrimental impact of uncontrolled PEV 

charging on power systems can be found in the literature [21-24]. 

Opportunities Associated with PEV Charging 

When behaving as responsive load, PEVs have great potential to participate 

in power system regulations. Private vehicle users usually park their cars for 

most of the time in a day and they tend to adhere to some routine schedules. For 

example, a study [25] showed that most private cars in the US are parked more 

than 95% of time in a day and generally follow the very similar daily schedule. 

This indicates that PEVs can remain grid-connected for a long period of time and 

thus can be used as small energy-storage devices to provide ancillary services for 

the power system.  

Controllable PEV power is a source of fast-reacting reserve. Conventionally, 

the power system faces a tradeoff between maintaining more reserve for higher 

reliability and pursuing lower operating cost. PEVs as a reserve provider can not 

only ensure sufficient reserve in the system but also free generators from reserve 

duties to improve the system economy [26]. The research in [27] regarded PEVs 

as a storage and reserve provider and proposed a model to determine the optimal 

bidding for the PEV aggregator in the energy and reserve markets. The results 

indicate that the aggregator can obtain benefits from properly managing PEV 

power and the utility can enjoy the inexpensive reserve from PEVs. The analysis 

in [28] showed that the reserve capacity offered by PEVs can be greatly reduced 
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due to the heterogeneous driving patterns of individual PEVs. This indicates that 

it may be better off for PEVs to provide reserve together with other conventional 

reserve providers.  

Controllable PEV charging load adds extra flexibility to the power system, 

which can effectively facilitate the integration of renewable energy sources. In 

[29], a stochastic optimization model including PEV charging load and 

renewable energy sources is proposed, with the objective of maximizing the use 

of renewable energy sources while satisfying the individual PEVôs charging rate 

limit and deadline. The authors in [30] explored the synergy between PEV load 

and wind power (WP). They proposed a hierarchical control scheme where PEVs 

provide fast-reacting reserve to WP and compensate for system frequency 

deviation. Thus, the system cost of accommodating WP can be decreased. In [31], 

a collaborative dispatch strategy was proposed for the PEV charging load to 

respond to the varying output of renewable energy sources, where the 

uncertainties in renewable power generation and PEV load are taken into account.  

PEV charging control can also help improve system reliability and well-being. 

Studies in [32, 33] evaluated the impact of PEV charging on system reliability 

when PEVs are refueled by battery swapping. The results showed that the system 

reliability can be effectively enhanced. In [34], vehicle-to-home and vehicle-to-

grid (V2G) power delivery were investigated when the distribution system is 

operated in islanding mode or in grid connected mode. It is found that in all 

scenarios the system reliability can be enhanced. In [35], the authors proposed 

that PEVs can be used as interruptible load or temporary power source via V2G 

in case of outage to improve the well-being of the generating system. 

PEV is seen as an important player in the power market of future smart grids. 

In [36], an automated demand response (DR) mechanism for a PEV fleet is 

designed to meet a predetermined load scheduling obligation to the market while 

ensure the PEV charging requirements to be satisfied. In [37], the controlled PEV 

power is proposed to participate in flexible ramp market either as independent 
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provider of ramp capacity or via cooperation with generators. The authors in [38] 

proposed an optimal bidding strategy for a PEV aggregator to minimize total 

charging cost and also satisfy charging requirements.  

To summarize, the PEV is the key to decarbonize the transportation sector. 

PEV adoption has increased rapidly in the past few years and is predicted to 

increase further in the coming years. When a large number of PEVs are 

connected to the power system, uncontrolled PEV charging load can have 

adverse impacts on the systemôs economy and security. Thus, PEV charging 

activities need to be coordinated. When acting as responsive load, PEVs can 

provide storage and fast-reacting reserve to facilitate the system regulation. 

1.1.2 Wind Power Integration Enhancement with Demand Response  

Power systems worldwide have been evolving towards a greener version by 

integrating more and more renewable energy sources, especially WP. The last 

few decades have seen substantial increase in WP capacity in many countries. 

For example, in Germany, the renewable electricity production has increased 

from 3.1% in 1990 to 17.0% in 2010 and is projected to further increase to at 

least 30% by 2020 [39]. When the WP penetration level is relatively low, the 

impact of WP on the balance between demand and generation in the power 

system is limited, and thus, it can be simply modeled as a negative load. When 

the WP penetration level is high, the WP uncertainty and variability (WPUnV) 

will have a major impact on system operations and thus need to be taken into 

account in the power system scheduling, dispatch and control. 

Difficulties in Large-scale Wind Power Integration 

Because the sites with rich wind energy resource depend on natural 

conditions, the transmission of WP may route through heavily loaded lines. 

Moreover, since wind farms are often located far away from load centers, long-

distance transmission would be required. Therefore, large-scale WP integration 
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would often cause transmission congestion in the network [40]. With the system 

load growing rapidly, the congestion problem may become more profound. 

In systems where the generator profile is dominated by inflexible thermal 

units, there can be insufficient upward and downward regulation reserves to 

accommodate large-scale WP. For example, in the northwestern provinces of 

China, 15%-25% WP is curtailed every year because a large number of inflexible 

combined heat and power units in those provinces fail to provide sufficient 

regulation reserves. It is estimated that the WP curtailment incurred a ¥1.6 billion 

economic loss in 2012 [41]. Fast-reacting units such as natural gas turbines or 

hydro generators can provide sufficient reserve capacity for WP [42, 43]. Yet, 

fast-reacting thermal units are not only expensive to use but also create new air 

pollution, which offsets the environmentally benefit attained from WP. The 

hydroelectric plant is fast to response and inexpensive to operate, and generates 

clean electricity. Nevertheless, it will be harmful to the riverôs ecosystem and its 

availability is geologically constrained.  

WPUnV also creates difficulty for the WP delivery in following the schedule 

cleared in the power market, which is subject to imbalance penalty [44]. Thus, 

wind farms need to be used in conjunction with other dispatchable power sources 

to reduce intermittency. As the WP penetration level goes up, more and greater 

net load ramps will be resulted. Since inertia contribution from wind turbines is 

insignificant [45], keeping balance between system load and generation would be 

increasingly difficult, which leads to frequency deviation problem. In distribution 

networks, the WP variations trigger more frequent tap change in substation 

transformers, leading to accelerated wear and tear of the tap changers [46].  

Synergy between Wind Power and PEV  

The combination of WP and PEV is synergistic. On one hand, when acting as 

controllable load, PEVs can provide energy buffers to counterbalance undesired 

WP variations so as to facilitate smooth WP integration. On the other hand, the 
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reduction of GHG emission expected from using PEVs can be fully realized only 

if PEVs are powered by clean electricity. Therefore, great synergy exists between 

WP and PEV. 

A lot of studies have looked into the WPôs synergy with responsive demand, 

especially the PEV. Studies in [47, 48] showed that with the knowledge of 

customersô willingness to adjust their consumption as energy price change, the 

power system dispatch could better address the supply and demand balancing 

problem. In [49], the effect of demand shifting and peak shaving on WP 

integration cost is examined, where the demand is either directly controlled or 

assumed to be price-sensitive. The study in [50] assessed the impacts of demand 

response on the short-term reliability of the power system with significant WP. 

The results indicated that for the price-sensitive load, the demand participation 

uncertainty and the price elasticity uncertainty are two important factors affecting 

the effectiveness of the demand response. In the aforementioned four papers, the 

responsive demand is modeled only conceptually without considering specific 

load type and characteristics. In [51], the authors demonstrated that with PEVs 

participating in spot market and regulation market, the variations in system net 

load can be effectively reduced and PEV owners could save money. Similar 

results were found by the authors in [44], where a model was proposed to jointly 

minimize the PEV ownersô cost and the wind farm ownerôs penalty cost for the 

actual WP deviating from the scheduled profile. In [52], the authors proposed a 

virtual power plant consisting of a wind farm and a fleet of PEVs, and showed 

how to schedule the power output of the virtual plant and the energy storage in 

PEVs to maximize the virtual plantôs profit. Yet, in [44, 51, 52], PEV charging 

control method was not mentioned. In [30], a hierarchical control scheme was 

proposed to realize the synergy between WP and PEV. Sufficient reserve from 

PEVs is scheduled first. Then, the PEV power is dispatched to compromise any 

unforeseen WP deviations to ensure the optimized power system operations can 
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be realized. Nevertheless, this control scheme is at the cost of PEV charging 

energy losses, and the losses depend on the accuracy of WP forecast.  

1.2 Incentives of Thesis 

One of the main places where PEV will be charged is at home. Many recent 

studies have shown that random unscheduled PEV charging at home may 

significantly stress the low-voltage residential distribution system [53-56]. The 

associated problems include increased peak load and losses, excessive voltage 

drop and branch overloading. These studies also pointed out that, by properly 

scheduling and controlling PEV charging, the existing network infrastructure 

should be able to accommodate much higher PEV penetration level. The first 

intention of this thesis is to design a scheduling scheme for PEV charging in low-

voltage residential distribution feeder. The objective of the scheduling scheme is 

to either minimize system losses or avoid over-low voltage during the charging 

period, depending on whether the PEV penetration level is sufficiently high to 

make the voltage drop become the binding constraint. The proposed scheduling 

scheme is an effort to realize smooth and safe accommodation of the PEV 

charging load at the initial stage of PEV adoption before the upgrade of the 

network infrastructure. To cope with frequent dynamic PEV arrivals and 

departures, the scheduling scheme needs to be fast enough for real-time 

application. 

PEVs have a great potential to serve as large-scale fast-reacting reserve, 

which is very important to future smart grids with high penetration of WP. 

Nevertheless, a large number of dispersedly located PEVs need to be controlled 

for the aggregate PEV power to participate in system regulation. The second 

intention of this thesis is thus to devise a decentralized PEV charging control 

scheme. One prospective usage of the controlled PEV power is to compensate 

undesired WP fluctuations. This is important because rapidly growing wind 
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power capacity in power systems is weakening the controllability on the supply 

side, making it more difficult to keep the balance between generation and 

demand, which indicates possible degradation of the system load frequency 

control. Several researchers have proposed to control PEV charging for system 

frequency regulation. In [57, 58], aggregate V2G model and charging strategies 

were proposed and applied to frequency regulation. Only lumped control on 

aggregate PEV power was considered, however, and control on individual PEV 

power was neglected. In [59], a PEV-integrated frequency control method was 

proposed where a central control entity determines each PEVôs charging/ 

discharging power based on the ranking of battery state-of-charge (SOC) so as to 

meet individual PEVsô charging requirements. Centralized control, however, 

may not be applicable to a large PEV fleet. In [60, 61], each PEV measures 

system frequency locally and adjusts its power according to a predetermined 

droop characteristic against frequency deviation. Though this scheme is 

distributed and scalable, installing frequency measurement devices for plenty of 

PEVs can be very costly. Moreover, the accuracy of the measured frequency 

signal can be readily affected by noises and errors [62], and the effectiveness of 

this PEV-aided frequency regulation would be degraded as a result. With the 

proposed decentralized charging control scheme, the aggregate PEV power is 

expected to be able to respond to undesired WP fluctuations so as to help 

maintain the generation-demand balance and enhance the frequency regulation. 

Besides, the proposed scheme should also be able to ensure each PEVôs charging 

requirement can be fulfilled so as not to jeopardize the PEV userôs convenience.  

Higher penetration of wind energy would result in more and greater net load 

variations. Besides, the number of thermal units online will decrease as the 

system demand is increasingly supplied by WP. As a result, the thermal units 

will have to go through more frequent and significant cycling operations. Cycling 

operations would accelerate wear and tear to generating equipment and 

eventually shorten the generatorôs service life. The authors in [63] proposed to 
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include dynamic cycling costs in unit commitment (UC) to reduce the generator 

cycling operation. Nevertheless, the test results show that the reducing effect is 

limited and the majority of cycling operations are still inevitable. Energy storage 

systems (ESSs) have been proposed to mitigate the impact of unstable WP on 

system operations [64-70]. Large-scale ESS deployment for significant WP, 

however, is still very expensive [71, 72]. The third intention of this thesis is to 

utilize the PEV power to hedge against the unit ramp cycling (URC) operations 

in a system with considerable WP. Despite many ESS control methods have been 

developed in the literature, they may not be directly applicable to controlling 

PEV power. This is mainly because unlike the ESS that can be used solely for 

system regulation purpose, the PEV charging control needs to not only provide 

the desired system regulation but also fulfill the PEV charging requirements 

satisfactorily. Since the varying WP is a major contributor to the URC operations, 

the uncertainty in WP forecast should be properly handled to avoid over/under 

use of the PEV demand response. The overuse often leads to unnecessary loss of 

charging energy, while the underuse weakens the effectiveness of the PEV-aided 

URC mitigation. Therefore, the objective of the proposed hierarchical PEV 

power control scheme is to reduce the URC operations effectively with an 

acceptable sacrifice of PEV charging energy. 

Besides the technical aspects, large-scale WP integration also has a 

noticeable impact on power system economy. One important cost is the wind 

power uncertainty cost (WPUC), which is incurred to the power system when it 

accommodates the WPUnV. The primary source of WPUC is the unscheduled 

use of the expensive fast-reacting generators. Besides, the cost associated with 

the generatorsô cycling operations is another non-negligible part of the WPUC, 

especially when the system integrates significant WP. DR has been widely 

proposed to cope with WPUnV such that extensive use of fast-reacting plants can 

be avoided. The authors in [49] evaluated the cost saving opportunities 

introduced by demand shifting in a system with abundant WP and found that up 
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to 30% cost saving can be achieved. In [73] and [74], indirect load control 

through real-time pricing was shown to be able to effectively decrease the WP 

integration cost. Similarly, the authors in [75] included price-elastic load in 

short-term generator scheduling, showing that WPUnV can be managed by DR 

more economically. Direct load control over electric water heaters was proposed 

in [76] to facilitate WP integration. Nevertheless, none of these studies has taken 

the generator cycling cost into consideration. Consequently, the cost of WP 

integration can be underestimated. Besides, the responsive demand is modeled 

simply in these studies without considering the characteristics of specific load 

type, and ideal load control is assumed with a lack of specific and implementable 

load control method. As a result, it is difficult to assess the exact response of the 

controllable load. Instead this thesis focuses on a specific type of load, i.e. the 

PEV, and investigates the effect of controlled PEV charging load on the WPUC.  

1.3 Primary Contributions 

First, a real-time scheduling scheme for PEV charging in low-voltage 

residential distribution systems is proposed. This scheduling scheme can be used 

either to minimize system losses or to avoid over-low voltage, depending on 

whether the voltage drop is a binding constraint or not. Biased PEV charging in 

accordance with the ownersô charging requirements is realized in the proposed 

scheduling scheme. Moreover, due to its fast execution speed, the proposed 

scheduling scheme is scalable to increased number of PEVs and suitable for 

coordinating frequent PEV arrivals and departures in real time. 

The charging control in the real-time scheduling scheme is centralized and 

hard to be applied to a large number of dispersedly located PEVs. To make the 

PEV power controllable for system regulation purpose, a decentralized PEV 

charging control scheme is proposed. The scheme is then applied to control PEV 

power to counterbalance undesired WP fluctuations so as to enhance the load 
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frequency control. Individual PEV under the proposed decentralized charging 

control adjusts its power autonomously based on two system-level directional 

signals and also its own urgency level of charging. The actual PEV power can 

track the target value requested for system regulation purpose timely and 

accurately. Also, differential allocation of compensating duties among PEVs can 

be realized to help satisfy the heterogeneous charging requirements. Simulation 

results show that with the proposed decentralized charging control, the undesired 

WP fluctuations can be largely compensated by the PEV power. As a result, 

frequency deviations induced by unstable WP are effectively alleviated.  

With the objective of utilizing PEV power to hedge against the wind-induced 

URC operations, a 3-level hierarchical scheme is proposed to schedule, dispatch, 

and control the PEV power. The URC operation is explicitly defined and 

modeled. The uncertainty of WP forecast is considered by using WP uncertainty 

intervals. The PEV charging load is firstly scheduled in a conservative manner to 

ensure the effectiveness of the URC operation mitigation. Then, a mechanism of 

exempting over-scheduled anti-URC regulation onus on PEVs is deployed to 

reduce PEV charging energy losses. Compared with other benchmark schemes, 

simulation results show that the proposed scheme is more effective at mitigating 

URC operations while most of the desired PEV charging energy can be preserved 

to satisfy the charging requirements for the majority of PEVs. Moreover, the 

proposed scheme is shown to be more robust to severe WP fluctuations in 

unstable fast-moving weather condition, which indicates its greater capability to 

withstand WP forecast errors. An ex post facto cost analysis proves the economic 

viability of the proposed scheme. 

Finally, a comprehensive WPUC model is proposed in which generator 

cycling costs are integrated. To accurately evaluate how the controlled PEV 

charging would affect the WPUC, perfect DR is not assumed. Instead, the 

decentralized PEV charging control scheme developed in Chapter III is adopted 

to model the exact behavior of the responsive PEV load. With the WPUnV 
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decomposed into two components, namely hourly WP forecast errors and sub-

hourly WP fluctuations, the uncertainty costs raised by each of the components 

are evaluated. Simulations results showed that the controlled PEV charging load 

only has minor effect on reducing the WPUC induced by hourly WP forecast 

errors, while its value in mitigating the WPUC associated with sub-hourly WP 

fluctuations is much more significant. 

1.4 Thesis Layout 

The rest of this thesis consists of five chapters. Chapter II  shows the 

development of the real-time scheduling scheme for PEV charging in low-

voltage residential distribution systems. Chapter III proposes the decentralized 

PEV charging control scheme and demonstrates its application to counterbalance 

unexpected WP fluctuations. Chapter IV presents the hierarchical scheme for 

utilizing PEV power to hedge against the URC operations. Chapter V 

investigates the effects of controlled PEV charging load on reducing the WPUC. 

Finally, the conclusions of the thesis are drawn in Chapter VII  with suggestions 

on the future work.  
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Chapter II  

Real-Time Scheduling of PEV Charging in Low-

Voltage Residential Distribution Systems to Minimize 

Power Losses and Improve Voltage Profile 

2.1 Introduction 

One of the main places where PEVs will be charged is at home. Random 

unscheduled PEV charging at home may significantly stress the low-voltage 

residential distribution system, causing problems such as increased peak load and 

losses, excessive voltage drop and branch overloading [53-56]. However, with 

proper coordination of the PEV charging activities, the existing network 

infrastructure should be able to accommodate larger PEV charging load. In this 

chapter, a real-time scheduling scheme would be proposed for PEV charging in 

low-voltage residential distribution feeder. This scheme schedules PEV charging 

to either minimize system losses or prevent over-low voltage, depending on 

whether the PEV penetration level is high enough to make the voltage drop 

become the binding constraint. It has been shown in [77, 78] that when the PEV 

load is controlled to flatten the system voltage profiles, the voltage safety margin 

can be significantly enlarged compared with the random simultaneous PEV 

charging. It has also been proved in [79] that a PEV charging profile which 

minimizes system load variance can approximately minimize circuit losses. The 

scheduling scheme in [79], however, treated PEV charging at different nodes of 

the feeder equally when levelling system load profile, without considering the 

impact of PEV charging location on the network voltage drop. In fact, the 

distribution of PEV charging locations does affect the voltage at each node of the 
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network. For example, PEV charging located near the extremities of a radial 

feeder is more likely to incur excessive voltage drop than located near the 

sending end of the feeder. Since most often voltage drop would become the 

binding constraint when a low-voltage distribution feeder is subject to high-

penetration PEV load [80], in the proposed scheduling scheme, an scheduling 

method which considers the impact of charging location on the network voltage 

drop is first developed to level the system voltage profiles, and then a novel 

factor is derived to allow adaptive switching of the PEV charging plan from 

being voltage-safety-oriented (to level voltage profiles) to loss-minimization-

oriented (to level system load profile), or vice versa. Because of the simplicity of 

the proposed scheduling scheme, it is fast enough for real-time application to 

deal with frequent dynamic PEV arrivals and departures. 

2.2 The Proposed Scheduling Scheme 

2.2.1 Voltage Deviation Impact Index 

In this study, the topology of the IEEE 37-node test feeder is adopted to 

represent a residential radial distribution feeder, which is shown in Fig. A.1. The 

network voltage level is downscaled from 4.8 kV to 220 V. For such a low-

voltage radial feeder, an approximately linear relation between the node voltage 

and the node load has been reported in [80, 81]. This relation is due to high R/X 

ratio at the distribution level [82]. The voltage sensitivity at one node on a phase 

to the load change at any node on the same or another phase can be 

predetermined by performing a series of three-phase unbalanced load flow 

analyses. In this study, the power flow analyses are solved by using the forward-

backward sweep method proposed in [83]. At each node on a phase, the expected 

PEV charging load in conjunction with the base load is added incrementally and 

the voltage variations at all nodes on the same phase are recorded to produce the 

following voltage sensitivity matrix: 
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where 
ref( ) /ij j iV V Pm= - ; n is the number of nodes; and 

ijm  represents the 

voltage sensitivity at node j to the power at node i on the same phase, i.e., the 

voltage drop at node j caused by unit power consumed at node i on the same 

phase. In this work, the sending end voltage at node 1 is chosen as the reference 

voltage refV  with fixed nominal magnitude of 1 pu. Though these sensitivities 

would vary with system loads, their variations are insignificant and they can be 

adopted approximately as constants to conveniently evaluate the impacts of PEV 

charging at one node of a phase on the voltage drop at any node on that phase. 

Besides, it is worth noting that due to unbalanced phase loading on a distribution 

network, the load change on one phase would affect not only the voltage on that 

phase but also the voltage on the other phases, resulting in different voltage 

values at one node for each phase. However, since the mutual impedances 

between phases are usually small when compared with the self-impedances of 

each phase [80, 81], the voltage-to-load sensitivities between nodes across phases 

are relatively insignificant in comparison with the sensitivities between nodes on 

the same phase as verified in Section 2.4.1. Therefore, for simplicity, the PEV 

charging scheduling will be considered only on individual phase in this study.  

A voltage deviation impact index (VDII) im can then be defined as the sum 

of all voltage sensitivities to the load change at node i: 

1

n

i ij

j

m m
=

=ä                                                 (2.2) 

This index measures to what extent the load at a given node would affect the 

voltage at all nodes on the same phase of the feeder, and could be used to 

schedule PEV charging for levelling node voltage profiles. The variation of VDII 

with daily system load will be illustrated in Section 2.4.1.  
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2.2.2 Method of Voltage Profile Levelling 

The voltage profile at a node can be levelled by levelling the voltage 

deviation from the networkôs nominal voltage at that node. For the low-voltage 

radial feeder considered in this study, the voltage at one node on a phase mainly 

depends on the voltage at its predecessor on the same phase and the voltage drop 

on the line section between them. The voltage deviation at each of the individual 

nodes will therefore share a similar profile to the total voltage deviation of the 

phase. The total voltage deviation of a phase is defined as the sum of voltage 

deviations at all nodes on that phase. In the proposed scheduling scheme, the 

total voltage deviation due to base load is first calculated as: 

Devi (base), base, ,

1

n

t i t i

i

V P m
=

D = Öä                                     (2.3) 

where 
base, ,i tP  is the forecasted base load at node i at time t. As an example, Fig. 

2.1 shows a typical plot of the sum of voltage deviations at all nodes on a phase 

due to base load from 18:00 h to 06:00 h the next day.  
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Fig. 2.1 Illustration of 
Devi (base),tVD  and levelled 

Devi tot,tVD   

Next, after the PEV load is added, the sum of voltage deviations at all nodes 

becomes: 
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where 
PEV, ,i tP  is the PEV load at node i at time t. Consider a group of PEVs 

which are plugged in at time t0 and plan to depart at time T. Integrating both 

sides of (2.4) gives  

0 0 0
Devi tot, Devi (base), Devi (PEV),   .

T T T

t t t
t t t t t t

V dt V dt V dt
= = =
D = D + Dñ ñ ñ              (2.5) 

The first integral term on the right-hand side (RHS) of (2.5) represents the area 

bounded by the curve of 
Devi (base),tVD  and the t-axis. The second integral term can 

be calculated as  
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where 
PEV,iE  is the required amount of charging energy to bring the PEV at node 

i to its desired battery SOC upon its expected departure time.  

After the two integral terms on the RHS of (2.5) are calculated, a voltage 

deviation level L can be determined iteratively to obtain the levelled sum of 

voltage deviations at all nodes (i.e. the levelled 
Devi tot,tVD  which is denoted by 

Leveled Devi tot,tVD ) such that the area between the 
Leveled Devi tot,tVD  curve and the 

Devi (base),tVD  curve is equal to the integral of 
Devi (PEV),tVD , as shown in blue in Fig. 

2.1. The iterative algorithm for calculating L is shown as follows.  

Define M as the set of nodes with PEV connected, and 

max

PEVP  as the maximum allowable PEV charging power. 

Calculate the initial value of L:  

( )( )
0 0

(1)

Devi (base), Devi (PEV), 0  /
T T

t t
t t t t

L V dt V dt T t
= =

= D + D -ñ ñ . 

For 0t t T¢ ¢,  

If  
(1)

Devi (base),tL V¢D ,  
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Update ( )
0 0

Leveled Devi tot, Devi (base), Devi (PEV),  
T T

t t t
t t t t

V V dt V dte
= =

= D -D - Dñ ñ ; 

i = i + 1. 

end 

Next, the charging rate for each PEV at each time step can be derived. The 

blue area in Fig. 2.1 indicates the scheduled PEV charging capacity in terms of 

total voltage deviation. At time t, the scheduled charging capacity in terms of 

energy can be obtained as follows: 
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The PEV at node m would share this PEVdE  pro rata to its required amount of 

energy over the total required amount of energy of all PEVs, that is, 

PEV, PEV PEV, PEV,
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Substitute (2.7) into (2.8) to obtain the scheduled charging power for the PEV at 

node m at time t: 
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As can be seen from (2.9), to execute a scheduled charging plan on a group of 

PEVs which have the same or very close expected departure time, the controller 

only needs to form and send one charging power dispatch signal to all group 

members. This signal is the algebraic fraction in (2.9). Upon receiving this signal, 

each PEV can attain its charging power based on its required amount of energy. 

Thus, the communication burden on the controller can be mitigated. When there 

is more than one PEV group, the following is the dispatch signal for PEV group k 

at time t: 

( )

( )

Leveled Devi tot, Devi (base), PEV,

1
PEV, , PEV,

PEV, PEV,

1

the charging power dispatching signal for PEV group  at 

k

n

t t i

i
m t k mn

i i j

i j G

k t

V V E

P p E

E Em

=

= Í

D -D Ö

= Ö Ö

Ö Ö

ä

ä ä
         (2.10) 

where Gk represents the PEV group k; pk is a proportion dictating PEV group kôs 

share of the total scheduled charging capacity at time t. The determination of pk 

will be covered in Section 2.2.4. 

The number of PEV groups can be reduced further by grouping the PEVs 

having close expected departure times. For example, PEVs with expected 

departure time falling in the time interval [T:T+0.5) can be grouped together and 

regarded to have a common expected departure time T. The grouping can 

effectively ease the computation and communication burden of the controller 

without compromising the satisfaction of PEV charging requirements. 

2.2.3 Power/Voltage Levelling Factor 

The voltage profile levelling method can considerably enlarge the safety 

margin with respect to voltage drop limit, which is critical when PEV penetration 

level is high enough to make voltage drop become a binding constraint. On the 

other hand, when PEV penetration level is relatively low, minimizing circuit 



24 

losses would become the higher priority in PEV charging load scheduling. As 

proved in [79], losses minimization in a low-voltage radial feeder can be closely 

approached by system load levelling. In this section, the power/voltage levelling 

factor (PVLF) will be derived to enable convenient shift between loss-

minimization-oriented scheduling and voltage-safety-oriented scheduling, 

depending on the PEV penetration level.  

It should be noted that the levelled profile of the total voltage deviation of all 

nodes (
Leveled Devi tot,tVD ) does not necessarily lead to levelled load profile. The 

reason is as follows.  

Suppose from time instant tk to tk+1 there are m PEVs being charged at nodes 

1ïm and the change in base load at node i is 
base,iPD . In order to realize the 

Leveled Devi tot,tVD  from tk to tk+1, the PEV load should change accordingly to satisfy 

( ) ( )base, PEV,

1 1

n m

i i j j

i j

P Pm m
= =

- D Ö = D Öä ä                            (2.11) 

where 
PEV, jPD  is the change in the PEV load at node j. Since m is not necessarily 

equal to n and the change in PEV load does not necessarily match with the 

change in base load at any given node, most often the following inequality will 

hold: 

base, PEV,

1 1

n m

i j

i j

P P
= =

-D ¸ Dä ä                                      (2.12) 

Therefore, 
Leveled Devi tot,tVD  may not lead to the levelled system load profile. 

Devising the PVLF 

Suppose PVLF is used to modify the process of voltage-safety-oriented 

scheduling for system load profile levelling, from tk to tk+1:  

( ) ( )base, PEV,

1 1

n m

i i j j

i j

PVLF P Pm m
= =

¡Ö - D Ö = D Öä ä                        (2.13) 

such that  

base, PEV,

1 1

n m

i j

i j

P P
= =

¡-D = Dä ä                                     (2.14) 
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where 
PEV, jP¡D  denotes the change in PEV load at node j.  

As indicated in (2.13) and (2.14), the value of PVLF depends on the base 

load changes and needs to be calculated at every time step. Though measuring 

the base load changes in real-time could be supported in future smart girds 

equipped with advanced metering infrastructure and home area network, this is 

not assumed here so as to make the PVLF usable for even the existing systems. 

Further, the PVLF will be approximated as a constant such that it can be 

predetermined for convenient use in the scheduling.  

As indicated by (2.3), the forecasted load profile at each node is needed to 

calculate the sum of voltage deviations at all nodes caused by base load 

(
Devi (base),tVD ). However, given the uncertainties in the time of use and the loading 

of the devices/appliances in each household, it would be difficult and impractical 

to forecast individual household load profile. Instead, only the aggregate system 

load profile could be forecasted with acceptable accuracy, and in the scheduling 

process, each household is regarded to have a common load profile which is the 

forecasted aggregate system load profile averaged down to each household. 

Under this assumption, at each time step the base load changes at all nodes can 

be regarded as approximately equal:  

base,1 base,2 base, basenP P P PD ºD º ºD =D                          (2.15) 

Therefore, (2.14) becomes: 

base PEV,

1

1 m

j

j

P P
n =

¡D =- Dä                                       (2.16) 

Substitute (2.15) and (2.16) into (2.13) and solve the PVLF:  
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According to (2.10) 

1PEV, PEV, , PEV, , PEV,k kj j t j t jP P P E
+

¡D = - ´                             (2.18) 

Substituting (2.18) into (2.17) gives: 
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As can be seen from (2.19), the derived PVLF only depends on the required 

amount of energy of each PEV and the VDIIs of the nodes. Therefore, it can be 

predetermined as a constant when used in the scheduling.  It is worth pointing 

out that different and non-smooth load profiles of the households in reality could 

make the PVLF calculated by (19) inaccurate in some time steps during the 

charging period. Nevertheless, without needing to measure the household load 

changes in real-time, the predetermined constant PVLF is simple to calculate and 

convenient to use for the scheduling. Simulations in Section 2.4.5 showed that 

the predetermined PVLF can indeed be used to approximately level the system 

load profile over the entire charging period even when realistic non-smooth base 

load profiles are considered. 

Applying the PVLF in the Scheduling 

Here, the PVLF is used to modify (2.5) and (2.10) in the previous scheduling. 

First, when 
Leveled Devi tot,tVD  is attempted, the area bounded by the curve of 

Leveled Devi tot,tVD  and t-axis is calculated as 

0 0

0

Leveled Devi tot, Devi (base),

Devi (PEV),

  

1
                                     

T T

t t
t t t t

T

t
t t

V dt V dt

V dt
PVLF

= =

=

D = D

+ D

ñ ñ

ñ
                (2.20) 

Then, the charging power for PEV at node m at time t expressed in (2.10) is 

modified as  

PEV, , PEV, ,m t m tP PVLF P¡ = Ö                                      (2.21) 

The way of applying the PVLF in the scheduling would keep the scheduled 

charging capacity, as indicated by the blue area in Fig. 2.1, unchanged 

irrespective of the PVLFôs value such that all PEVs can be charged to their 
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desired SOC. What has been changed is the instantaneous charging rate of each 

PEV so as to level the system load profile. 

Effects of Applying the PVLF in the Scheduling Process 

When the PVLF is used in the scheduling, typical changes in 
Leveled Devi tot,tVD  

and the system load profile are shown in Fig. 2.2. Without using the PVLF (i.e. 

PVLF set to 1), the total voltage deviation is levelled at a compromise on the 

load levelling. Conversely, when the PVLF calculated by (2.19) is applied to the 

scheduling, the load levelling can be realized while some variations appear in the 

profile of total voltage deviation.  
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Fig. 2.2 Typical changes in 
Leveled Devi tot,tVD  and the system load profile caused by 

applying the PVLF. Subfigure (a) and (b): PVLF < 1; (c) and (d): PVLF > 1 
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During the scheduling, if the lower voltage constraint is violated at a certain 

node, the PVLF shall be adjusted to shift the scheduling to be more voltage-

safety-oriented until voltages at all nodes are maintained within tolerable limit.  

2.2.4 Real-Time Scheduling 

Real-time scheduling deals with random arrivals and departures of PEV. 

Whenever a PEV is plugged-in or out at a certain node, the scheduling shall be 

performed to update the charging plan.  

To respect PEV ownerôs autonomy, a PEV owner can specify his/her 

expected departure time and desired final SOC. If the desired final SOC cannot 

be satisfied before the expected departure time even if the PEV is charged at its 

maximum allowable power, then this PEV is classified as óunschedulableô; 

otherwise, it is óschedulableô. Unschedulable PEVs take the maximum allowable 

charging rate and are treated as part of the base load in the scheduling.  

The schedulable PEVs are further divided into groups. PEVs belonging to a 

certain group have the same or very close expected departure time. The next step 

of scheduling is to calculate 
Leveled Devi tot,tVD  with the latest expected departure 

time which is regarded as the end of the scheduling horizon. The scheduled 

charging capacity is then distributed to the PEV groups in a discriminate manner. 

For example, as illustrated in Fig. 2.3, there are three groups of PEVs. The group 

with the earliest expected departure time is given sufficient scheduled charging 

capacity in time interval 1 (18hī02h). Subsequently, the group with the second 

earliest expected departure time is assigned sufficient scheduled charging 

capacity from the remains in time interval 1 and 2 (18hī04h). Finally, the group 

with the latest expected departure time utilizes the remaining scheduled charging 

capacity in time interval 1, 2 and 3 (18hī06h). As a result, in each time interval a 

proportion which dictates respective PEV groupôs share of the scheduled 

charging capacity can be determined.  
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In Fig. 2.3, after the amount of energy scheduled for charging is determined 

in each time interval, the corresponding PVLFs can be calculated in each time 

interval. Then the charging rate of each schedulable PEV can be determined by 

(2.21). One run of the scheduling is completed.  
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Fig. 2.3 An example of PEV groupsô share of scheduled charging capacity biased 

by different expected departure time (EDT). G1, G2 and G3: PEV group 1, 2 and 

3 with the earliest, second earliest and latest EDT, respectively. 

Finally, the scheduling scheme would conduct three-phase unbalanced load 

flow analyses to check the voltage drop at each node. If the voltage limit is 

violated at some nodes, the PVLF will be reduced and the PEV charging will be 

rescheduled.  

Fig. 2.4 shows the flow chart of the proposed real-time PEV charging 

scheduling scheme. It shall be noted that this scheduling scheme is based on the 

forecasted aggregate system load as forecasting individual household load profile 

is tedious and impractical. In the scheduling process when 
Devi (base),tVD  is 

calculated, each node is regarded to have a common load profile which is the 

forecasted aggregate load profile averaged down to each household. The 
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effectiveness of this proposed scheduling scheme subjected to household load 

uncertainties will be illustrated in Section 2.4.5. 

Start
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Fig. 2.4 The flow chart of the proposed real-time PEV charging scheduling 

scheme 
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2.3 Modeling of the Test System 

2.3.1 Test Network 

The topology of the IEEE 37-node test feeder [84], shown in Fig. A.1, is used 

to represent the low-voltage residential distribution feeder in the simulation. It 

operates at a nominal voltage of 220V with a voltage drop tolerance of 10%. The 

line impedances, including self-impedance Zself of each phase and mutual 

impedance Zmutual between phases, are adapted such that at peak base load the 

lowest node voltage is about 0.906 pu. The impedance data is recorded in Table 

A.1. Voltage at the root node (node 1) is fixed at 1 pu, serving as reference to 

voltage deviations at the other nodes. Except for the root node, each node of 

Phase A, B and C is equipped with a base load profile.  

2.3.2 Base Load, Charging Load and Charging Period 

In the case studies, both ideal and practical base load profiles would be used. 

As shown in Fig. 2.5, ideal base load profiles are smooth and would be used for 

clear illustration of the proposed scheduling scheme. From the basic ideal base 

load profile, plotted as the solid curve in Fig. 2.5, two additional profiles are 

generated by shifting the time ±1h. Each node on Phase A, B and C is randomly 

assigned with one of the three profiles when the ideal base load is used for 

simulation. Practical base load profiles are generated using the residential load 

model proposed in [85], which takes into account the use of common domestic 

devices/appliances such as cooking appliances, air conditioner, washer/dryer and 

electric water heater. Fig. 2.6 shows some of the generated practical household 

load profiles and the aggregate system load profile of Phase A used in the case 

studies. These practical base load profiles are used to investigate the performance 

of the proposed scheduling scheme subjected to household load uncertainties. In 

the simulation, each node on Phase A, B and C is randomly assigned with one of 

the practical profiles. The base load is modelled as a combination of 70% 



32 

constant power load and 30% constant impedance load. The power factor is set at 

0.95 inductive.  

By considering a standard single-phase 220V/13A outlet, the maximum PEV 

charging power max

PEVP  is set as 2.86 kW. The PEV battery capacity is 14 kWh and 

the charger efficiency is assumed to be 90%. The charging period investigated 

starts from 5 pm until 8 am the next day and consists of 5-min timeslots. Besides, 

the real-time scheduling is also applied to cover a whole day period in Section 

2.4.4.  
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Fig. 2.5 Ideal daily base load profiles 
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Fig. 2.6 Practical daily base load profiles: (a) some of the base load profiles for 

individual household; (b) the aggregate system load profile of Phase A and the 

non-ideal system load forecast 

2.4 Results 

2.4.1 Investigation on Voltage-to-Load Sensitivities and VDIIs 

This section investigates the on-phase and across-phase voltage-to-load 

sensitivities, and shows how the values of VDII  vary with the system load.  

The practical base load profiles are used here. For each snapshot of the load 

profiles, stepwise increments are applied to the base load at each node of Phase 

A. Three-phase unbalanced load flow analyses are conducted to calculate the on-

phase and across-phase voltage-to-load sensitivities. Once the sensitivity matrix 

in (2.1) is formed, VDIIs can be calculated by (2.2).  

Fig. 2.7 plots the voltage variations at several selected nodes on different 

phases when the load at node 35 on Phase A is increased. The results presented 

in Fig. 2.7(a) show the adequacy of the assumed linear relation between the node 

voltages and the loads on the same phase. Fig. 2.7(a) also shows that voltages at 
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the nodes near the extremities of the feeder (i.e., node 33, 34 and 37 in Fig. 2.7(a)) 

are more sensitive to the load change compared with those closer to the sending 

end of the feeder (i.e., node 5, 6 and 9 in Fig. 2.7(a)). The on-phase and across-

phase voltage-to-load sensitivities at node 34 and 9 are presented in Fig. 2.7(b) 

and 2.7(c), respectively. It can be seen that the load increase at node 35 on Phase 
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Fig. 2.7 On-phase and across-phase voltage sensitivities at 6 nodes to load 

increases at node 35 on Phase A: Subfigure (a) voltage variations on Phase A; 

(b) voltage variations at node 34 on each of the three phases; (c) voltage 

variations at node 9 on each of the three phases 
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A causes the voltages at node 34 and 9 to drop on the same phase and to slightly 

increase on the other two phases. This kind of voltage changes can be commonly 

observed in unbalanced distribution networks [86]. Fig. 2.7(b) and 2.7(c) also 

show that the on-phase voltage-to-load sensitivities are much more significant 

than the across-phase sensitivities. Therefore, for simplicity, only the on-phase 

voltage sensitivities are considered in the proposed scheduling.  

Fig. 2.8 shows the VDIIs at selected nodes on Phase A varying with system 

load. The VDIIs become larger under heavy load conditions in the evening and in 

the morning. The maximum standard deviation of the VDII is 0.1533 at node 37. 

Since those variations are small, VDIIs can be approximated as constants in the 

scheduling.  
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Fig. 2.8 VDII values at selected nodes on Phase A varying with the practical 

system load 

2.4.2 Verification on the Effectiveness of the Proposed Scheduling Scheme 

The proposed PEV charging scheduling scheme is benchmarked against the 

minimizing load variance scheme reported in [79] in terms of system load profile 

modification, circuit losses minimization, and run time.  
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Scenario A: Four PEV penetration levels, 20%, 30%, 50%, and 60%, are 

tested with the ideal base load profiles. The PEV loads are uniformly distributed 

on Phase A of the system. PEV batteries have initial SOC uniformly distributed 

between 10% and 20% and desired final SOC set as 95%. For comparison 

purpose, all PEVs are plugged-in at 5 pm and depart at 8 am the next day.  
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Fig. 2.9 System load profiles resulted from the proposed scheduling scheme and 

the benchmark scheme at (a) 20%, (b) 30%, (c) 50%, and (d) 60% PEV 

penetration level 

From Fig. 2.9, it is clear that the system load profiles produced by the 

proposed scheduling scheme are fairly close to those produced by the minimum 

load variance scheme at all four PEV penetration levels. At low PEV penetration 

levels (20% and 30%), a concave section can be observed on the scheduled 

system load profile during the base load valley. This is caused by the maximum 

allowable charging power (2.86 kW) becoming the binding constraint in the 

scheduling. Thus, the system load profile can only be partially levelled in these 

cases. It can be seen that the charging rate limit does affect the schedulability of 

the PEVs, which in turn could affect the effectiveness of the proposed scheduling 

scheme. At high PEV penetration levels (50% and 60%), the charging power 

limit is no longer binding and the completely levelled system load profile is 

achieved. Both the proposed scheduling scheme and the benchmark scheme 

avoid increasing the peak load. 

Fig. 2.10 shows voltage profiles at node 29, 24 and 31 of Phase A generated 

by the proposed scheduling scheme. Node 29, 24 and 31 are assigned with the 

basic, +1h time-shifted, and -1h time-shifted ideal base load profile, respectively. 

Because PVLF was used to level system load profile, some ramps can be 



38 

10h 12h 14h 16h 18h 20h 22h 00h 02h 04h 06h 08h
0.93

0.935

0.94

0.945

0.95

0.955

0.96

0.965

0.97

0.975

Time (h)

(a)

V
o

lt
a

g
e

 (
p

u
)

 

 

Ideal base load only

20% EV penetration

30% EV penetration

50% EV penetration

60% EV penetration

 

10h 12h 14h 16h 18h 20h 22h 00h 02h 04h 06h 08h
0.935

0.94

0.945

0.95

0.955

0.96

0.965

0.97

0.975

Time (h)

(b)

V
o

lt
a

g
e

 (
p

u
)

 

 

Ideal base load only

20% EV penetration

30% EV penetration

50% EV penetration

60% EV penetration

 

10h 12h 14h 16h 18h 20h 22h 00h 02h 04h 06h 08h
0.92

0.925

0.93

0.935

0.94

0.945

0.95

0.955

0.96

0.965

0.97

0.975

Time (h)

(c)

V
o

lt
a

g
e

 (
p

u
)

 

 

Ideal base load only

20% EV penetration

30% EV penetration

50% EV penetration

60% EV penetration

 

Fig. 2.10 Voltage profiles at 3 representative nodes on Phase A produced by the 

proposed scheduling scheme: (a) node 29; (b) node 24; (c) node 31 
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observed in these voltage profiles. It can be seen that though these three nodes 

have different load profiles, their voltage profiles are very similar. Moreover, the 

scheduled PEV charging which levels the total voltage deviations of all nodes is 

also able to approximately level the voltage profiles at individual node. This will 

be further investigated in Section 2.4.5 by considering the practical base load 

profiles. 

The circuit loss on Phase A attributed to PEV charging load is shown in 

Table 2.1. The results show that the losses incurred by the PEV charging 

scheduled by the proposed scheme are only slightly worse than the losses caused 

by the charging planned by the benchmark scheme with differences within 1.79%. 

As the benchmark scheme has been proven to give nearly optimal circuit losses 

[79], the results confirm the capability of the proposed scheduling scheme to 

approach the minimum circuit losses when it is loss-minimization-oriented. At 

60% PEV penetration level, the circuit loss caused by the scheduled charging 

amounts to 27.853 kWh on Phase A while that on Phase B and C is only -3.237 

and 0.273 kWh, respectively. Therefore, the PEV charging load on one phase 

(Phase A) has far more significant impact on that phase than on the other phases.  

Table 2.1 Circuit loss on Phase A attributed to PEV charging load 

PEV 

penetration 

level 

Circuit loss: the 

proposed scheme 

(kWh) 

Circuit loss: the 

benchmark 

scheme (kWh) 

Difference (%) 

20% 5.855 5.812 -0.74 

30% 10.322 10.218 -1.02 

50% 19.841 19.533 -1.58 

60% 27.853 27.364 -1.79 

The computation time is imperative for real-time PEV charging scheduling. 

To compare the speed of the proposed scheduling scheme with the benchmark 

scheme, both methods are implemented in Matlab and run on a PC with Intel 

Core i3-540 processor. The results are presented in Table 2.2. The computation 

time of the proposed scheduling scheme is orders of magnitude faster than that of 
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the benchmark scheme. The computation time of the benchmark scheme also 

increases rapidly with the PEV penetration level whereas that of the proposed 

scheme is hardly affected. This is because the proposed scheduling scheme does 

not involve any computationally intensive optimization algorithms. The fast 

execution speed of the proposed scheme indicates its scalability for increasing 

number of PEVs.  

Table 2.2 Computation time for PEV charging scheduling 

PEV penetration 

level 
The proposed scheme (s) The benchmark scheme (s) 

20% 0.329 2.620 

30% 0.382 10.093 

50% 0.480 21.192 

60% 0.534 53.565 

2.4.3 Illustration of More Voltage-Safety-Oriented Scheduling 

PEV charging at nodes near the extremities of a radial feeder is more likely to 

suffer from excessive voltage drop than those close to the sending end. In such 

case, PVLF is usually greater than 1. When the loss-minimization-oriented 

charging plan is checked for voltage safety, if any node is found to have voltage 

below the lower limit, PVLF should be reduced and then the scheduling is rerun. 

This process repeats until the violation of voltage limit is eliminated.  

Scenario B: The ideal base load profiles are employed here. An extreme 

situation is considered, where 18 PEVs (50% penetration) are to be charged on 

Phase A at the nodes with the first 18 largest VDIIs. All the PEVs are plugged-in 

at 5 pm and expected to depart at 8 am the next day.  

The voltage profiles at node 37 of Phase A, which is the worst node in terms 

of voltage drop, are plotted in Fig. 2.11. With the first PVLF equal to 1.1953 for 

the load levelling, the voltage profiles resulted by the proposed scheme and the 

benchmark scheme are very similar. Lower voltage constraint is violated. As a 

stepwise decrement of 0.1 is applied to PVLF, the voltage limit violation is 
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gradually mitigated. When PVLF is reduced to 0.8, the lowest voltage at node 37 

rises above 0.9 pu. The lower voltage limit  is satisfied. Two conclusions can be 

drawn from Fig. 2.11. First, the benchmark scheme which does not consider the 

impact of charging location on voltage drop is likely to incur over low voltage 

when PEV load concentrates near the extremities of the feeder. Second, by using 

the PVLF, the proposed scheme can be flexibly adjusted to schedule a more 

voltage-safety-oriented charging profile that satisfies the voltage constraint. 

2.4.4 Illustration of Real-Time PEV Charging Scheduling 

Scenario C: The ideal base load profiles are adopted in this study. A typical 

household vehicle mobility pattern characterized by bulk morning departures and 

evening arrivals is considered. Suppose there are 24 PEVs (67% penetration) and 

all of them have departed in the morning before 9 a.m. Between 11:00 and 12:00 

at noon, 6 PEVs return home and plan to leave again in the early afternoon 

between 14:00 and 15:30. These 6 PEVs have initial SOC between 35% and 45%, 

and their desired SOC are set to 90%. 20 PEVs return home between 5 p.m. and 
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Fig. 2.11 Voltage drop mitigation at node 37 on Phase A by adjusting PVLF 
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7 p.m. To simulate random arrival, the remaining 4 PEVs arrive at 2 a.m. after 

the overnight charging has started. Each PEV is assigned with an expected 

departure time of 7, 8, or 9 a.m. the next day. However, 6 PEVs actually depart at 

6:00 and 6:30 in the morning to simulate unplanned departure. Their initial SOC 

are between 20% and 30%, and their desired final SOC are set to 95%.  

Fig. 2.12(a) shows the system load profile. As can be seen, the proposed PEV 

scheduling scheme only manages to level the system load profile partially from 

11:00 to 15:30. This is because some of the PEVs returning home at noon turn 

out to be unschedulable due to their limited amount of plug-in time before their 

planned departures in a few hours. During the overnight charging period, it can 

be seen that whenever there is a change in PEV connection (i.e. PEV arrival or 

departure), the charging plan will be updated to account for this change and the 

system load is increased or decreased accordingly. When the number of 

connected PEV remains constant, the system load profile is levelled for loss 

minimization.  

Fig. 2.12(b) displays the charging power profiles of 4 representative PEVs 

with equal initial SOCs. PEV2, PEV3 and PEV4 arrive between 5 p.m. and 7 p.m., 

and plan to depart at 7, 8, and 9 a.m. the next day, respectively. PEV1 arrives at 2 

a.m. and plans to depart at 7 a.m. As shown in Fig. 2.12(b), PEV1, which has the 

latest arrival time and the earliest expected departure time, receives the highest 

charging rate from 2 a.m. to 7 a.m. whereas PEV4 which has the latest expected 

departure time is charged at the lowest rate. After 7 a.m., both PEV1 and PEV2 

finish charging and the remaining PEVs obtain higher rates. The 4 representative 

PEVs are scheduled to be charged discriminately in order to satisfy the desired 

95% SOC upon their respective expected departure time. Fig. 2.12(c) plots the 

corresponding SOC variations. All of the 4 PEVs manage to meet the desired 

final SOC by following the scheduled charging plan. 
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(a) System load profile on Phase A produced by the proposed scheduling 
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Fig. 2.12 Real-time PEV charging scheduling in Scenario C 
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2.4.5 Performance Evaluation with Practical Base Load Profiles 

In this section, the proposed PEV scheduling scheme is tested in a more 

realistic situation where the load profiles at individual node are different and 

contain abrupt variances. The results from the proposed scheduling scheme are 

compared with those obtained by assuming ideal forecast on individual 

household load and using a heuristic optimization solver. 

Scenario D: The practical base load profiles described in Section 2.3.2 are 

employed here. Each node on each phase is assigned with one of the practical 

load profiles while only the forecast of the aggregate system load is inputted to 

the scheduler. The performance of the proposed scheme is investigated in two 

cases: one with the ideal forecast on aggregate system load represented by the 

blue solid curve in Fig. 2.6(b); and the other with the non-ideal forecast as shown 

in red dotted curve in Fig. 2.6(b). 18 PEVs (50% penetration) are to be charged 

and the charging load is uniformly distributed on Phase A. The PEVs have initial 

SOC between 10% and 20%, and desired final SOC set to 95%. All PEVs are 

plugged-in at 5 pm and expect to depart at 8 am the next day.  

As a benchmark, a heuristic pattern search method is used to schedule the 

PEV charging with the objective of minimizing the total circuit losses on three 

phases. The detailed formulation of the optimization problem is described in [78, 

79]. The PEV scheduling optimization involves multiple variables, so the pattern 

search would take a fairly long time to converge. Since the heuristic method is 

used here for the purpose of verifying the proposed scheme, instead of 

attempting to obtain the precisely optimal PEV charging plan, the pattern search 

terminates when the allowed time limit (72 hours) is exceeded.  

Fig. 2.13 shows the system load profiles of Phase A resulted by the proposed 

scheduling scheme. With ideal forecast on the aggregate system load, the 

proposed scheme is able to approximately level the system load profile over the 

night charging period. This shows that utilizing the predetermined constant 
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PVLF in the scheduling for system load levelling remains effective even when 

realistic load profiles are considered. When non-ideal forecast on the aggregate 

system load is fed to the scheduling scheme, some ramps appear in the produced 

load profile. This shows that the degree of load forecast accuracy is an important 

factor affecting the effectiveness of the proposed scheduling scheme, and the 

forecast shall be updated continuously to improve its accuracy. 
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Fig. 2.13 System load profiles resulted by the proposed PEV charging scheduling 

scheme when practical base loads are considered  

The system load profiles resulted by the pattern search and the proposed 

scheme are compared in Fig. 2.14. As shown in Fig. 2.14(a), the profile of 

aggregate system load on Phase A obtained from the pattern search is fairly close 

to that produced by the proposed scheduling scheme. The same observation also 

applies to load profiles at individual node, as illustrated in Fig. 2.14(b). These 

two comparisons verify that the proposed scheduling scheme can generate 

similar charging plan as the conventional optimization solver which requires 

availability of forecasts on each household load.  
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Fig. 2.14 System load profiles resulted by the proposed PEV charging scheduling 

scheme compared with those produced by pattern search: (a) aggregate system 

load (Phase A); (b) load profiles at node 22 on Phase A  

Fig. 2.15 plots the voltage profiles at node 6 and 20 of Phase A resulted by 

the proposed scheduling scheme and the pattern search. It is clear that the voltage 

profiles at these two nodes are similar, though the load profiles at these two 
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nodes are different. This again verifies that the PEV charging scheduled to level 

the total voltage deviations of all nodes is also able to approximately level the 

voltage profile at each of the individual nodes. 

Overall, the above results show the adequate effectiveness of the proposed 

scheduling scheme in dealing with the individual household load uncertainties on 

the distribution network. 
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Fig. 2.15 Scheduling with practical base loads: voltage profiles at (a) node 6 

and (b) node 20 on phase A 
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2.5 Summary 

As an effort to realize smooth and safe accommodation of PEV charging load 

at the initial stage of PEV adoption before the upgrade of the network 

infrastructure, in this chapter, a simple but effective PEV charging scheduling 

scheme is designed for real-time coordination of randomly arriving or departing 

PEVs in low-voltage residential networks. Since most often voltage drop would 

become a binding constraint for a low-voltage residential distribution feeder 

when subjected to high PEV penetration level, the voltage profile levelling forms 

the basis of the scheduling scheme. The PVLF is then derived to allow the 

scheduling to shift seamlessly between being loss-minimization-oriented and 

voltage-safety-oriented. The proposed scheduling scheme biases PEV charging 

power according to individual PEVôs required amount of energy and expected 

departure time specified by the PEV owner. Simulations on a low-voltage test 

feeder in four scenarios have confirmed the effectiveness of the proposed 

scheduling scheme. Its advantages are summarized as follows: 

(1) The proposed scheduling scheme has fast execution speed and is scalable to 

increased number of PEVs because no computationally intensive 

optimization algorithms are involved. This is important to handling frequent 

PEV arrivals and departures. 

(2) The proposed scheduling scheme can closely approach the optimal circuit 

losses when voltage drop is not a blinding constraint. If allowed, the 

scheduling scheme would avoid increasing the peak load. 

(3) When voltage drop becomes a blinding constraint, the proposed scheme can 

be flexibly adjusted to schedule a charging profile to satisfy the voltage 

constraint at a proper compromise of system loss optimality. 
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Chapter III  

A Decentralized PEV Charging Control Scheme and 

Its Application for Mitigating Wind Farm Power 

Output Intermittency and Enhancing Frequency 

Regulation 

3.1 Introduction 

In the scheduling scheme proposed in Chapter II, an intelligent control entity 

is needed to generate a charging power dispatch signal for each PEV group as 

dictated by (2.10). Such charging control is centralized and hard to be applied to 

a large number of dispersedly located PEVs. Inspired by the concept of 

congestion pricing in Internet traffic control, a decentralized PEV charging 

control scheme is proposed in this chapter to enable the PEV power to participate 

in system regulation.  

The congestion pricing has been widely adopted in Internet traffic control. 

Basically, it is a proportionally fair pricing scheme: a user who is willing to pay a 

higher price would attain a larger share of the scarce network capacity [87-89]. 

Individual userôs willingness to pay and the real-time market price are two 

important parameters in the congestion pricing scheme. The market price 

depends on the available network capacity (supply) versus the aggregate flow of 

users (demand). It will be continuously updated to reflect the changes in demand 

and supply, and broadcasted to all users in the network. Upon receiving the 

market price signal, each user will adjust its flow based on the price and the 

userôs willingness to pay. Such iterative process goes on until an equilibrium is 
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reached, at which the market price and the aggregate flow of users settle to stable 

values. Mathematically, the market price can be calculated as: 

,
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=ä                                          (3.1) 

where tMP  is the market price at time t; M is the number of users; d is the size of 

the time step; 
,i t df -

 is the flow of user i at time t-d; tC  is the network capacity 

available at time t; and k is a positive integer. The flow of individual user is 

determined as 
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where 
,i tw  is the willingness to pay parameter of user i at time t; and ig is a 

parameter affecting the rate of convergence of the algorithm.  

At equilibrium, both the market price and the aggregate flow of users settle to 

stable values, which means 
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This chapter would focus on utilizing the decentralized response mechanism 

of the congestion pricing scheme to control PEV charging. Analogous to the 

Internet user, each PEV in the proposed decentralized charging control scheme 

would adjust its charging/discharging power autonomously according to a real-

time directional signal (DS) and also its own urgency level of charging (ULC). 

The DS reflects the mismatch between the PEV power requested by the system 

and the actual PEV power. The ULC will lead to heterogeneous power 

distribution among PEVs, which would help satisfy the heterogeneous charging 

requirements specified by PEV owners. 
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The decentralized charging control scheme is applied to guide the PEV power 

to compensate undesired fluctuations in a wind farmôs power output. A PEV fleet 

consisting of numerous dispersedly located PEVs is coupled with a wind farm to 

form a PEV-wind farm (PEV-WF) virtual plant. The PEV fleet acts as an internal 

power regulator in the virtual plant and the power output of the virtual plant 

would be the filtered WP. Thus, when participating in power market, the PEV-

WF virtual plant will be capable of following the predetermined schedule so as to 

avoid the imbalance penalty. 

3.2 The Proposed Decentralized PEV Charging Control Scheme 

3.2.1 Defining the Real-Time Directional Signal 

Similar to the market price signal in the congestion pricing scheme, the real-

time DS is used to guide the PEV power to approach a desired value. The PEV 

power shall change in the right direction with the right amount such that at 

equilibrium: 

eq
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where 
eq

PEV,ip  is the power of PEV i at equilibrium; PEVDP  is the desired 

aggregate PEV power; and N is the number of PEVs under control. (3.5) is 

equivalent to the following two conditions: 
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Analogous to the market price in the congestion pricing calculated in (3.1), 

DS can be defined as 
PEV, , PEV,1

( / )
N k

t i t d ti
DS p DP-=
=ä , where 

PEV, ,i tp  is the power 

of PEV i at time t; and 
PEV,tDP  is the desired aggregate PEV power at time t. 

Nevertheless, as can be seen in (3.4), the congestion pricing scheme does not 
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guarantee the scarce resource to be fully exploited by the users at the equilibrium, 

i.e. eq

1

M

i ti
f C

=
¸ä . As a result, the condition (3.6) cannot be satisfied. 

In order to satisfy the condition (3.6), it is supposed that when the PEV 

power is guided to approach a value denoted by PEVDPa  which deviates from the 

actual desired value PEVDP , the PEV power will end up approaching PEVDP , 

wherea is a positive scaling factor. With reference to (3.4), the following 

condition can be formulated. 
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where ulci is the ULC of PEV i, which is a positive parameter. 

Accordingly, the real-time DS at equilibrium will be calculated as 
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Note that in the design of the proposed charging control scheme, DS is set to be 

positive and dimensionless. It only reflects the mismatch in magnitude between 

the PEV power requested by the system and the actual PEV power. Thus, k in 

(3.9) is set to a positive even number.  

Since k is a positive even number, according to (3.8), Ŭ can be calculated as  
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In the dynamic power adjusting process, the scaling factor a and the real-

time DS are calculated as 

1/

PEV, ,

1

( / )
N

k

t t i t d

i

DP ulca -

=

= ä                                   (3.11) 

PEV, , PEV,

1

/ ( )

k
N

t i t d t t

i

DS p DPa-

=

å õ
= Öæ ö
ç ÷
ä                            (3.12) 

The sign of the PEV power will automatically be consistent with that of the 

desired PEV power in the process of PEV power adjustment dictated in (3.14) 

covered in Section 3.2.3 such that the condition of (3.7) can be satisfied.  
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3.2.2 Defining Individual PEVôs Urgency Level of Charging 

In the congestion pricing algorithm, the userôs willingness to pay parameter 

indicates how desirous a user is of the scarce resource. Similarly, in the proposed 

PEV charging control scheme, the ULC reflects how desirous a PEV is of grid-

to-vehicle (G2V) charging power. The ULC parameter is defined as a function of 

the battery capacity (BC) that can be fulfilled before the planned departure time 

and the BC to be fulfilled from the current SOC to the desired SOC.  

When the G2V power is needed (
PEV,tDP > 0), the ULC parameter of PEV i at 

t is defined as 

batt rated batt desired

, sys ,

term 1 term 2

/ ( ( ) / ( ))i t i i i i i i i tulc S C P T t C SOC SOCh= Ö - - -         (3.13) 

where batt

iC , rated

iP , and ih represent the BC, the rated charging power, and the 

charger efficiency of PEV i, respectively; t is the present time and Ti is the 

planned departure time of PEV i; desired

iSOC  and 
,i tSOC  are the desired SOC at 

departure and the current SOC, respectively; and 
sysS  is a PEV aggregator-

defined scaling factor to prevent ta  in (3.12) from being either over-small or 

over-large. This is because an over-small ta  could lead to an excessively large 

DS, responding to which a PEV may encounter the problem of divergent power 

adjustment, as shown in the analysis in Section 3.2.4; whereas an over-large ta  

may result in a very small DS which considerably slows down the PEV power 

adjustment as indicated in (3.14). Ideally, ta  will be maintained to unity. In 

(3.13), term 1 is the BC that can be fulfilled before the planned departure time 

and term 2 represents the BC to be fulfilled from the current SOC to the desired 

SOC. The difference between them is called the charging margin. 

In the implementation of the proposed charging control scheme, tariff 

schemes could be deployed to establish contractual relation between PEV users 

and the PEV aggregator. Distinct tariff schemes can be adopted by different 

consumer groups. One possible tariff scheme is that PEV owners could enjoy 
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lower price of charging energy if they offer larger schedulability and 

controllability over their PEVs to the PEV aggregator. For example, a PEV 

owner can set a loose charging requirement characterized by a late planned 

departure time and/or a reasonable desired SOC to increase the schedulability, 

and allow V2G operation to increase the controllability. Another way of 

integrating tariff schemes into the proposed charging control scheme is that if 

PEV users already select their favorite tariff schemes, then the PEV ULCs should 

be modified by weighted values to reflect the different charging priorities granted 

by the tariff schemes.  

In the proposed charging control scheme, one grid-connected PEV is either in 

responsive state or nonresponsive state. PEV i is in responsive state if its 

charging margin is greater than a preset threshold value. As time t approaches the 

planned departure time Ti, the can-be-fulfilled BC of PEV i keeps decreasing at a 

rate determined by its rated charging power rated

iP , which leads to smaller 

charging margin over time. If the charging margin drops below the preset 

threshold value, PEV i will switch to nonresponsive state, in which it will stop 

responding to the DS signal and adhere to rated

iP . The state transition of a PEV in 

the proposed charging control scheme is shown in Fig. 3.1.  

PEV connected to grid

Nonresponsive state: PEV being 

charged at rated power

Responsive state: PEVôs G2V/

V2G power being adjusted based 

on the DS and the ULC

PEV charging completed

 
 

 

  

 

Fig. 3.1 PEV state transition in the proposed decentralized charging control 
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The three transition conditions are as follows: 

ǹ1 :
rated batt desired

thld,( ( ) / ( ))i i i i i i tP T t C SOC SOC CMh - - - >  

ǹ2 :
rated batt desired

thld,0 ( ( ) / ( ))i i i i i i tP T t C SOC SOC CMh< - - - ¢  

ǹ3 : 0iT t- = 

where thldCM  is the predetermined threshold for the charging margin.  

3.2.3 Stepwise Power Adjustment of Responsive PEV 

The real-time DS is continuously updated as in (3.11) and (3.12), and then 

broadcasted to all PEVs under control. A responsive PEV will autonomously 

adjust its power in response to the received DS and based on its own ULC. 

Stepwise adjustment in PEV power is as follows: 

PEV, , PEV, , , PEV, ,( ( ) )t dSS

i t d i t t d i t i t t dp p SS ulc p DSg +

+ + += + Ö - Ö           (3.14) 

where 
PEV, ,i tp  is the power of PEV i at time t; d is the size of the time step; g is a 

parameter affecting the rate of convergence of the algorithm; t dDS+  is the real-

time directional signal at time t+d; 
,i tulc  is the ULC of PEV i at time t; and 

t dSS+  represents a sign signal (SS) defined as  

PEV, PEV,/t d t d t dSS DP DP+ + +=                                   (3.15) 

SS is broadcasted together with DS to all PEVs, indicating G2V ( 1t dSS+ =+) 

or V2G ( 1t dSS+ =-) power is needed for system regulation. As can be seen from 

(3.14), when 1t dSS+ =-, ULC would become the reciprocal of its original value 

calculated in (3.13). The reciprocal of ULC can be viewed as the tolerance level 

of discharging. The logic underlying the ULC reciprocal is that a PEV which is 

very desirous of G2V power should be very unwilling to supply V2G power. 

Thus, a large ULC should correspond to a small tolerance level of discharging, 

and vice versa. Since ULC and DS are always positive, when 1t dSS+ =-, the 

minus before 
1

,i tulc-  would lead the PEV power to settle to negative V2G power, 

and 1t dSS+ =+ would result in positive G2V power. Therefore, the sign of the 
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actual PEV power will be consistent with that of the desired PEV power, which 

satisfies the condition (3.7).  

3.2.4 Divergent Power Adjustment Caused by PEV Responding to Excessively 

Large DS and Solution 

According to (3.12), an excessively large DS can be produced when there is a 

sudden significant decrease in the magnitude of 
PEV,tDP . Responding to an 

excessively large DS can render the PEV power adjustment dictated in (3.14) 

divergent. The mechanism of the divergent PEV power adjustment is analyzed as 

follows.  

Here, the case of G2V power being requested is taken as an example. A 

sudden significant decrease in the magnitude of 
PEV,tDP  is usually the trigger. 

PEV,tDP  is updated at time interval D, which is often much larger than the time 

step d at which the DS and individual PEV power is updated. Suppose at time t-d, 

PEV,t dDP -
 is positive, and at time t, 

PEV,tDP  is updated and remains positive but 

with a much smaller magnitude: 

PEV, PEV,0 t t dDP DP -<                                      (3.16) 

Since D d , it is usually the case that previous desired value 
PEV,t dDP -

 has 

been closely approached by the actual PEV power at t-d, i.e. 
PEV, , -1

N

i t di
p

=ä  

PEV,t dDP -º . According to (3.12) 

t d tDS DS-                                              (3.17) 

tDS  is then broadcasted to all PEVs and each responsive PEV updates its 

power for the time t according to (3.14). Suppose tDS  is large enough to induce 

a significant decrease in 
PEV, ,i tp  such that 

PEV, ,i tp  drops to a negative value with 

greater magnitude than 
PEV, ,i t dp -

:  

PEV, , PEV, ,0 i t d i tp p-< <-                                       (3.18) 

Given 1tSS=+, ɔ and 
PEV, ,i t dp -

 are positive, the following can be obtained by 

substituting (3.14) into (3.18): 

, PEV, ,2 / /i t d i t d tulc p DSg - -+ <                                 (3.19) 
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This excessively large 
tDS  is very likely to cause the majority of responsive 

PEVs to result in a negative power at time t satisfying (3.18). If this is the case, 

the aggregate PEV power at time t would meet the following condition: 

PEV, , PEV, ,

1 1

N N

i t d i t

i i

p p-

= =

<-ä ä                                    (3.20) 

From t to t+d, the desired PEV power is not updated, thus 
PEV, PEV,t d tDP DP+ = . 

According to (3.12), 
PEV, PEV,t d tDP DP+ =  together with (3.20) indicate that 

0t d tDS DS+ > >                                          (3.21) 

Moreover, for the small time granularity d, ULC would only slightly vary. 

, ,i t d i tulc ulc- º                                             (3.22) 

Based on (3.18), (3.19), (3.21), and (3.22), the power of PEV i at t+d satisfies: 
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 Inequality (3.23) indicates that DS at time t+2d will continue increasing, i.e. 

2t d t dDS DS+ +> . From (3.23) and (3.18), it is clear that 
PEV, , PEV, ,0 i t d i t dp p- +< < . 

Also, ULC will only slightly vary from t to t+d, thus 
, , ,i t d i t i t dulc ulc ulc+ -º º . 

Together with the condition (3.19) and (3.21), the following inequality can be 

proven: 
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Similarly, it is easy to prove that  

rated

PEV, , PEV, , PEV, , PEV, , 20 i t d i t i t d i t d ip p p p P- + +< <- < <- < ¢         (3.25) 

Inequality (3.25) indicates the divergent PEV power adjustment, which 

makes the power fluctuate between positive and negative values with increasing 

magnitude until the charger power limit is hit. In the case of V2G power being 

requested, the divergent PEV power adjustment problem can be proven in a 

similar way. 

Since PEVs responding to excessively large DS is the cause of the divergent 

power adjustment, a direct solution to this problem is that PEVs should stop 

responding to DS once it is detected to be dangerously large. From the process of 

divergent PEV power adjustment, it can be seen that the DS satisfying (3.19) is 

the trigger of the divergence. Hence, the following condition is selected for PEVs 

to judge whether the DS is excessively large or not: 

2 /tDS g¢                                                (3.26) 

This upper limit 2 /g also applies to the V2G power adjustment. If DS is beyond 

the upper limit, instead of adjusting power according to (3.14), a responsive PEV 

would scale down the magnitude of its power until DS satisfies (3.26): 

PEV, , PEV, ,i t d i tp p j+ = Ö                                        (3.27) 

where ű is a scaling factor in the range 0 1j< <. 

3.2.5 Dealing with Interrupted Individual PEV Power Adjustment 

Individual PEV power adjustment may be interrupted. For example, when a 

PEV with relatively large ULC is being charged through a charger with small 

power rating, the power adjustment in (3.14) may attempt to reach a power level 

higher than the chargerôs rated power, which causes the PEV power to be 

constrained. Another example is that when a PEV becomes nonresponsive, it will 

no longer follow the power adjustment and simply takes its rated charging power. 

These interruptions to individual PEV power adjustment often lead to a persistent 
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mismatch between the desired PEV power and the actual PEV power at 

equilibrium. However, such mismatch can be remedied by increasing the value 

of the exponent k in generating the DS as in (3.12). The proof is as follows. 

The case of G2V power being requested is considered as an example. For 

simplicity, it is assumed that one PEVôs power adjustment (PEV i) is interrupted. 

Due to the interruption, the power of PEV i is fixed to a value denoted by fixed

PEV,ip  

and the aggregate PEV power settles to PEVAP , which mismatches the desired 

PEV power PEVDP , i.e. PEV PEVAP DP¸ .  

The set of PEVs other than PEV i is denoted by J. For a PEV j belonging to J, 

its power adjustment is not interrupted. Thus, the power of PEV j at equilibrium 

can be expressed as: 

eq eq
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Since 
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Í
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- = = Öä ä               (3.29) 
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      (3.30) 

In the ideal situation where the power adjustment of PEV i is not interrupted, 

PEVAP  would be able to match PEVDP  at equilibrium, and PEV i would reach its 

intended power 
ideal

PEV,ip , which can be expressed as: 

ideal ideal

PEV, PEV PEV

PEV

1

/ / ( / ( ))

        /

k

i i i

N
k

i i e

e

p ulc DS ulc DP DP

ulc DP ulc ulc

a

a
=

= = Ö

= = Ö ä
                 (3.31) 
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Substituting (3.31) into (3.30), it can be obtained that: 

fixed ideal

PEV PEV PEV, PEV PEV PEV,( ) ( )k k

i iAP AP p DP DP p- = -                    (3.32) 

Suppose the mismatch between PEVAP  and PEVDP  exists in such a way that 

PEV PEV 0AP DP> >. Since k is set to a positive even number in (3.12), the 

following inequality can be obtained: 

PEV PEV

k kAP DP>                                             (3.33) 

Based on (3.32) and (3.33),  

ideal

PEV PEV, PEV

fixed

PEV PEV, PEV

1
k

i

k

i

DP p AP

AP p DP

-
= >

-
                                  (3.34) 

In the case of G2V power being requested, both 
fixed

PEV PEV,iAP p-  and 

ideal

PEV PEV,iDP p-  are positive. Thus, from (3.34), 

ideal fixed

PEV PEV, PEV PEV, 0i iDP p AP p- > - >                             (3.35) 

As it is supposed that 
PEV PEV 0AP DP> > , (3.35) implies the following 

relation:  

fixed ideal

PEV, PEV,i ip p>                                              (3.36) 

(3.36) corresponds to a possible interruption that PEV i became nonresponsive 

and its power is fixed to its chargerôs rated power.  

When k in (3.12) is increased to k+2 (as k is a positive even number), the 

following can be obtained similarly: 

2 fixed 2 ideal

PEV PEV PEV, PEV PEV PEV,( ) ( )k k

i iAP AP p DP DP p+ +¡ ¡- = -                   (3.37) 

where PEVAP¡  is the newly resulted actual aggregate PEV power corresponding to 

2k k¡= +.  

If 
PEV PEVAP DP¡¢ , then  

2 2

PEV PEV

k kAP DP+ +¡ ¢                                            (3.38) 

Also, together with (3.36), 
PEV PEVAP DP¡¢  indicates the following inequality: 

fixed ideal

PEV PEV, PEV PEV,i iAP p DP p¡- < -                                (3.39) 

(3.38) and (3.39) will lead to the following inequality: 
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2 fixed 2 ideal

PEV PEV PEV, PEV PEV PEV,( ) ( )k k

i iAP AP p DP DP p+ +¡ ¡- < -                   (3.40) 

which is in contradiction to (3.37) and implies that 
PEV PEVAP DP¡¢  is incorrect. 

Instead, the following relation must hold: 

PEV PEVAP DP¡>                                             (3.41) 

Next, the relation between PEVAP  and PEVAP¡  is examined. From (3.32),  

ideal fixed

PEV PEV, PEV PEV PEV PEV,( ) / ( )k k

i iDP p AP DP AP p- = -                   (3.42) 

then substitute (3.42) into (3.37):  

2 fixed 2 fixed

PEV PEV PEV, PEV PEV PEV PEV PEV,

2 fixed

PEV PEV PEV PEV,

( ) / ( )

                                   ( )

k k k k

i i

k

i

AP AP p DP AP DP AP p

DP AP AP p

+ +¡ ¡- = -

= -
       (3.43) 

Since 
PEV PEV 0AP DP> > is assumed, the following can be obtained from (3.43):  

2 fixed 2 fixed

PEV PEV PEV, PEV PEV PEV,( ) ( )k k

i iAP AP p AP AP p+ +¡ ¡- < -                    (3.44) 

If PEV PEVAP AP¡² , the following can be deduced: 

2 2

PEV PEV

k kAP AP+ +¡ ²                                             (3.45) 

fixed fixed

PEV PEV, PEV PEV, 0i iAP p AP p¡- ² - >                             (3.46) 

(3.45) and (3.46) will lead to the following inequality: 

2 fixed 2 fixed

PEV PEV PEV, PEV PEV PEV,( ) ( )k k

i iAP AP p AP AP p+ +¡ ¡- ² -                    (3.47) 

which is in contradiction to (3.44). Therefore, PEV PEVAP AP¡²  is incorrect and the 

following relation must hold: 

PEV PEVAP AP¡<                                             (3.48) 

With (3.41) and (3.48), it can be obtained that 

PEV PEV PEV 0AP AP DP¡> > >                                  (3.49) 

Therefore, it is proved that when the mismatch between PEVAP  and PEVDP  

caused by the individual PEV power adjustment being interrupted exists in such 

a way that 
PEV PEV 0AP DP> >, increasing the exponent k in (3.12) can help to 

reduce the mismatch.  
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When the mismatch is in the form of 
PEV PEV0 AP DP< < , 

PEV PEV

k kAP DP< . 

According to (3.32), ideal fixed

PEV PEV, PEV PEV,0 i iDP p AP p< - < - . Thus, it can be obtained 

that   

ideal fixed

PEV, PEV,i ip p>                                              (3.50) 

(3.50) corresponds to a possible interruption that the power adjustment of PEV i 

attempts to reach a high power level but is constrained to the chargerôs rated 

power. 

To satisfy (3.37), the following inequality must be true: 

PEV PEVAP DP¡<                                             (3.51) 

Otherwise, PEV PEVAP DP¡²  will lead to 2 2

PEV PEV

k kAP DP+ +¡ ² , and together with (3.50) 

it will also lead to 
fixed ideal

PEV PEV, PEV PEV, 0i iAP p DP p¡- > - >. Thus, the inequality 

2 fixed 2 ideal

PEV PEV PEV, PEV PEV PEV,( ) ( )k k

i iAP AP p DP DP p+ +¡ ¡- > -  can be resulted, which contradicts 

(3.37).  

Since 
PEV PEV0 AP DP< <  is assumed, it can be obtained from (3.43) that:  

2 fixed 2 fixed

PEV PEV PEV, PEV PEV PEV,( ) ( )k k

i iAP AP p AP AP p+ +¡ ¡- > -                    (3.52) 

If PEV PEVAP AP¡¢ , then 2 2

PEV PEV

k kAP AP+ +¡ ¢  and 
fixed fixed

PEV PEV, PEV PEV,0 i iAP p AP p¡< - ¢ - , 

which disagrees with (3.52). Therefore, the following inequality must hold: 

 PEV PEVAP AP¡>                                             (3.53) 

From (3.51) and (3.53), it can be obtained that 

PEV PEV PEV0 AP AP DP¡< < <                                    (3.54) 

Therefore, it is proved that when the mismatch between PEVAP  and PEVDP  

exists in such a way that 
PEV PEV0 AP DP< < , increasing the exponent k in (3.12) 

can also help to reduce the mismatch. 

Moreover, from (3.32), it can be obtained that 

PEV PEV

fixed

PEV PEV,

ideal

PEV PEV,

ln( / )1

ln( )
i

i

DP AP

AP pk

DP p

=
-

-

                                      (3.55) 

As k­+¤, 1/ 0k­ , which implies that PEV PEVln( / ) 0DP AP ­ . Therefore, 
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PEV PEVlim
k

AP DP
­¤

=                                          (3.56) 

In summary, the above proof has shown that in the case of G2V power being 

requested, increasing the value of k is helpful to remedy the mismatch between 

PEVAP  and PEVDP  caused by interruptions to individual PEV power adjustments. 

As k approaches to infinity, the mismatch would be reduced to zero. 

The mismatch reduction resulted by increasing exponent k in the case of V2G 

power being requested can be proved in a similar way. 

3.2.6 Overall Process of the Decentralized PEV Charging Control Scheme 

The overall process of the proposed decentralized PEV charging control 

scheme is shown in Fig. 3.2 and 3.3. 
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Fig. 3.2 Overall process of the proposed decentralized PEV charging control 

scheme; the process of individual PEV power adjustment is shown in Fig. 3.3. 
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When a PEV is connected to grid, the PEV user is allowed to specify the 

charging requirement in terms of the desired battery SOC and the planned 

departure time. With the charging requirement, the PEV smart charger will 

monitor the actual SOC and calculate the ULC parameter based on (3.13).  

An information hub, named DS calculator, is needed to calculate the real-

time DS. Inputs to the DS calculator include: 1) the desired aggregate PEV 

power 
PEV,tDP ; 2) the power of controllable PEVs ; and 3) the ULC parameters 

of controllable PEVs for calculating ta . The DS calculator will broadcast the DS 

together with the SS to all PEVs. 

PEVe receives        and         tDS tSS

PEVe checks its state:

Responsive or not?

2 /tDS g¢

Stepwise power adjustment 

conducted following (3.14)

Power scaled down 

according to (3.27)

Taking the rated charging 

power

          and                reported to the 

corresponding PEV aggregator

PEV, ,i tp
,( ) tSS

i tulc

Yes

No

Yes

No

 

Fig. 3.3 The process of individual PEV power adjustment 

For a responsive PEV, if the received DS is equal to or smaller than the upper 

limit 2 /g, it will respond to the DS and make stepwise adjustment in its power 
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according to (3.14). If the received DS is greater than 2 /g, the PEV will scale 

down its power according to (3.27). The updated powers and ULCs are 

transmitted back to the DS calculator. For a large population of dispersedly 

located PEVs, there can be regional PEV aggregators between individual PEVs 

and the DS calculator. A PEV will transmit its power and ULC data to its 

regional aggregator instead of directly to the DS calculator. Each aggregator 

summarizes the data of the PEVs and reports the aggregate data to the DS 

calculator. Such hierarchical communication mechanism can effectively reduce 

the communication burden on the DS calculator. If  the BC margin drops below 

the preset threshold value, the PEV will enter the nonresponsive state and takes 

the rated charging power till its desired SOC is fulfilled. 

The power and ULC of individual PEV, DS and SS are all updated at regular 

time interval d, while the desired aggregate PEV power 
PEV,tDP  is updated at 

regular time interval D. D depends on the rate of change of 
PEV,tDP  and normally 

it is set to be larger than d to allow adequate number of PEV power adjustments 

to be carried out for each 
PEV,tDP  such that the actual PEV power 

PEV,tAP  can 

closely follow 
PEV,tDP . For s consecutive time steps of d, if the mismatch 

PEV, PEV,t tAP DP-  keeps being larger than a preset threshold PM, and 

PEV, PEV,t tAP DPD -  between any two adjacent time steps is smaller than a 

threshold PMV, then the mismatch is considered as persistent. Two values, SK  

and LK , can be assigned to the exponent k in (3.12), where S LK K< . Normally, 

k is equal to SK  to prevent the DS from being oversensitive to the changes in the 

actual or the desired PEV power. When a persistent mismatch is detected, 

however, k will be set to LK . When 
PEV,tDP  is updated, k will be reset to SK .  

3.3 Modeling of the Test System 

A PEV fleet is coupled with a wind farm to form a PEV-WF virtual plant. 

The decentralized charging control scheme is applied to guide the PEV power to 
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compensate the undesired fluctuations in the wind farm power output. Thus, the 

power output of the virtual plant will be the filtered, less fluctuating WP, which 

helps to maintain the balance between generation and demand and enhance the 

system frequency regulation.   

3.3.1 Wind Farm Power Output and System Load Profile 

A wind speed model which consists of four components including the base 

component, the ramp component, the gust component, and the turbulence [90, 91] 

is adopted to generate a series of wind speed data. A wind turbine power output 

model is then used to generate a WP profile based on the wind speed data. These 

models are outlined in Appendix B.  
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Fig. 3.4 (a) Wind farm power output profile and the desired power output of the 

PEV-WF virtual plant; (b) system load profile  

The resulted wind farm power output profile is shown in Fig. 3.4(a). The 

desired power output from the PEV-WF virtual plant can be determined by the 

operator of the virtual plant (e.g. to satisfy certain ramp rate limit) or the system 

dispatch center (e.g. to help economic dispatch). The decision making should 



67 

take into account the forecasted WP and the PEV charging requirement. Any 

deviations of the actual WP from the desired value will be counterbalanced by 

the controlled PEV power. In this simulation, the desired power output of the 

virtual plant, which is shown in Fig. 3.4(a), is set to be smaller than the actual 

WP for most of the time so the surplus power can be used for PEV charging. To 

highlight the effect of neutralizing WP fluctuations on improving load frequency 

control, a smooth system load profile excluding PEV charging load is used in the 

simulation, as shown in Fig. 3.4(b). 

3.3.2 Power System Model and Parameter Settings  

A single-area system is used to investigate to what extent the load frequency 

control can benefit from the WP fluctuations being counterbalanced by the PEV 

power guided by the proposed control scheme. The block diagram of the single-

area system is shown in Fig. 3.5. There are conventional thermal units, fast-

reacting diesel generators (DGs) and a wind farm in the system. The thermal 

units provide both primary and secondary frequency regulation, whereas the DGs 

only conduct primary load frequency control. The parameters of the single-area 

power system model are summarized in Table 3.1 [92, 93]. 
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Fig. 3.5 Block diagram of the single-area power system model 
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Table 3.1 Parameters of the single-area power system model  

Parameters Values 

Nominal frequency 50 Hz 

Thermal units capacity 3×125 MW 

Wind power capacity 25×2 MW 

DG capacity 6×2 MW 

No. of PEVs 2000 

AGC execution frequency every 2 s 

M 10 s 

D 9.375 MW/Hz 

TG, TCH 0.2 s, 0.3 s 

TA, Td 0.1 s, 0.1 s 

1/RTU, 1/RDG 150 MW/Hz, 60 MW/Hz 

GRCTU, GRCDG 3×6.25 MW/min, 6×1.8 MW/min 

k1 1.5 MW/Hz/s 

The investigation period is from 10 p.m. to 8 a.m. the next day, during which 

the system load is relatively low and the wind power may take a large share of 

the total generation. Besides, PEVs are normally parked and charged during this 

period for the next trip in the morning. The PEV is assumed to have a 24.15 kWh 

battery capacity with 5.06 kW rated charging power and 95% charging efficiency. 

For simplicity, the total 2000 PEVs are divided into 16 groups. PEVs in each 

group have the same initial SOC, desired SOC, and planned departure time. The 

initial SOC is between 25% and 50%, and the desired SOC is assumed to be 

either 90% or 95%. The planned departure time is distributed between 5 am and 

8:30 am. 

Frequency detection delay is modeled as a first-order lag with time constant 

0.1 s. Wireless communication delay between PEV and the VMP calculator, and 

VMP calculation delay are modeled as dead time of 2 s and 1 s, respectively [94]. 

Thus, the time step d is 5 s. Percentage error in measuring the wind farm power 

output is modeled by a zero-mean white noise with standard deviation of 3%. 

The smaller value SK  for the exponent k in (3.12) is set to 2 and the larger value 
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LK  is set to 6. The parameter ɔ in (3.14), which affects the step size of individual 

PEV power adjustment, depends on the rate of change of the desired PEV power 

and the size of the PEV fleet. For the PEV-WF virtual plant described in Table 

3.1, simulation studies showed that a value in the range of 0.01ï0.08 is 

acceptable. Here, ɔ is set to 0.04. The scaling factor ű in (3.27) is set to 0.8. The 

charging margin threshold thldCM  for a PEV to stay responsive is set to 4%. In 

this study, for 3 consecutive time steps of d, if the mismatch PEV, PEV,t tAP DP-  is 

larger than PEV,0.1 tDP  and PEV, PEV,t tAP DPD -  between any two adjacent time 

steps is smaller than PEV,0.01 tDP , then the mismatch is regarded as a persistent 

one. The wind farm power output is normally measured once every 30 seconds, 

so the time interval D at which the requested PEV power 
PEV,tDP  is updated is 30 

s. Yet, if the average rate of change of WP is larger than 1.5 MW/min, D will be 

set to 8 s.  

3.4 Simulation Results 

3.4.1 Wind Power Fluctuation Compensation 

With the proposed decentralized charging control scheme, the aggregate 

power of responsive PEVs is guided to counterbalance the wind power 

fluctuations. Relevant results are presented in Fig. 3.6. 

From Fig. 3.6(a), it can be observed that with the proposed charging control, 

the aggregate power of responsive PEVs can track and neutralize the WP 

fluctuations timely and accurately. Thus, compared with the original WP profile, 

the power output from the PEV-WF virtual plant is much less fluctuating, as 

shown in Fig. 3.6(b). As time passes, an increasing number of responsive PEVs 

become nonresponsive or are plugged-out, as indicated in Fig. 3.6(c). Therefore, 

the fluctuation compensation provided by PEVs becomes insufficient after 6 a.m. 

and the virtual plantôs power output begins to fluctuate again as a result. 
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Fig. 3.6 PEV power guided by proposed charging control scheme to compensate 

the WP fluctuations: (a) the aggregate power of responsive PEVs; (b) the 

smoothed WP; (c) the number of responsive PEVs 

3.4.2 Effect on System Frequency Regulation 

In a system highly penetrated by WP, neutralizing WP fluctuations can 

effectively enhance the load frequency control. Here, the frequency regulation 

performance is examined under four scenarios for comparison purpose: 1) 
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frequency control by thermal units only; 2) frequency control by thermal units 

and DGs, where DGs provide fast-reacting reserve; 3) frequency control by 

thermal units and WP fluctuations compensated by the PEV power guided by the 

proposed charging control scheme; 4) frequency control by thermal units and 

PEVs, where the PEV power responds to frequency deviation based on a power-

frequency droop controller [60]. Details of this controller are given in Appendix 

C. 

In Scenario 2, six 2-MW DGs are half-loaded to provide equal amount of 

regulation up/down capacity. In Scenario 3 and 4, if the responsive PEVs account 

for less than 60% of the total PEVs under control, then some DGs would be 

turned on and half-rated to maintain the total fast-reserve capacity in the system 

higher than 6 MW. In Scenario 4, when the power-frequency droop controller 

described in [60] is applied, the maximum V2G gain (Kmax) and the minimum 

frequency deviation (ȹfmin) are set to 50 kW/Hz and -0.12 Hz, respectively, and 

all other parameters are kept the same. The accuracy of frequency measurements 

is affected by two factors: one is frequency estimation error, which can be 

controlled within 0.01ī0.02 Hz [95], and the other is noise with noise strength 

from several to tens of mHz [62]. In this study, the frequency estimation error 

and noise is considered bindingly by superposing a zero-mean white noise with 

standard deviation of 0.02 Hz on the actual frequency. The frequency deviations 

in each of the four scenarios are shown in Fig. 3.7. Table 3.2 summarizes the 

maximum magnitudes and root mean square (RMS) values of the frequency 

deviations. 

As can be seen from Fig. 3.7 and Table 3.2, the frequency regulation by 

thermal units alone underperforms the others. This is because the relatively slow 

generation rate constraints of the thermal units prevent them from catching up 

with fast WP ramps. The use of fast-reacting DGs effectively improves 

frequency regulation performance in Scenario 2. Comparing the results in 

Scenario 3 with those in Scenario 2, it can see that in a system with high WP 
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penetration level, compensating WP fluctuations can effectively enhance the 

system load frequency control, resulting in a frequency regulation even better 

than that with the use of fast-reacting generators. In Scenario 4, PEVs equipped 

with power-frequency droop controllers give the best regulation performance 

when frequency measurements are accurate. The regulation performance is 

considerably degraded, however, in the presence of frequency estimation errors 

and noise. 
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Fig. 3.7 Frequency deviation in (a) Scenario 1; (b) Scenario 2; (c) Scenario 3; (d) 

Scenario 4 with frequency estimation errors and noise; and (e) Scenario 4 

without frequency estimation errors or noise 
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Table 3.2 Frequency deviation evaluation indices  

Scenario 

1 2 3 4  

(w. errors 

and noise) 

4  

(w/o. errors 

or noise) 

Max (Hz) 0.2144 0.1670 0.1256 0.1582 0.1183 

RMS (Hz) 0.0394 0.0289 0.0251 0.0281 0.0220 

3.4.3 Satisfaction of PEV Userôs Charging Requirement 

Though the charging process of PEV is controlled for system regulation 

purpose, the PEV charging requirement should be satisfied without 

compromising the convenience of PEV owner. In the proposed charging control 

scheme, a PEV with higher ULC shall receive more G2V power when the 

desired PEV power is positive (
PEV, 0tDP > ), or supply less V2G power when 

PEV, 0tDP < . 

The SOC variations of two representative PEVs are examined. Both PEVs 

have equal initial SOC (40%) and desired SOC (90%). Two cases are considered. 

In the first case, PEV1 is planned to depart at 07:00 and PEV2 at 05:30, whereas 

in the second case their planned departure times are exchanged at 03:00. The 

SOC variations in Case 1 and 2 are shown in Fig. 3.8(a) and 3.8(b), respectively.  

It can be seen from Fig. 3.8(a) that PEV2 receives more charging power than 

PEV1 due to its earlier planned departure time. PEV1, however, obtains more 

charging power than PEV2 after 03:00 in Case 2, as shown in Fig. 3.8(b). 

Consequently, the SOC of PEV1 exceeds that of PEV2 soon after resetting their 

planned departure times. Both PEVs manage to achieve the desired SOC upon 

their planned departure times. This example confirms the ability of the proposed 

charging control scheme to recognize and satisfy the heterogeneous PEV 

charging requirements specified by PEV users. 
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Fig. 3.8 SOC variations of two representative PEVs: (a) earlier planned departure 

time for PEV2; (b) planned departure time reset during charging 

3.5 Summary 

In this chapter, a decentralized PEV charging control scheme based on the 

congestion pricing mechanism is designed and then applied to guide the PEV 

power to compensate WP fluctuations. Each PEV can be responsive or 

nonresponsive, depending on its charging margin. A responsive PEV will 

autonomously adjust its charging/discharging power according to the received 

DS, SS and its own ULC, while a nonresponsive PEV simply absorbs its rated 

charging power. The DS and SS are updated at the DS calculator and broadcasted 

to all PEVs. Since no central control entity would be needed to determine the 

power for each of the individual PEVs, the proposed scheme is scalable to a large 

population of dispersedly located PEVs. Also, the communication between PEV 
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and the DS calculator is unsophisticated without needing any special 

communication network and/or protocol. 

Simulation results verify that with the proposed decentralized charging 

control scheme, the PEV power can respond to undesired WP fluctuations timely 

and accurately. The resultant power output from the PEV-WF virtual plant is 

much less fluctuating compared with the original WP. As a result, the system 

load frequency control is greatly enhanced. Besides, differential charging power 

distribution among PEVs consistent with their ULCs is realized, which is 

important to satisfying the heterogeneous PEV charging requirements specified 

PEV users. 
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Chapter IV 

A Hierarchical Scheme for Utilizing PEV Power to 

Hedge against Unit Ramp Cycling Operations in a 

System with High Wind Power Penetration Level  

4.1 Introduction 

With increasing WP capacity added to the power system, the conventional 

thermal units will face more and greater net load variations. Also, the number of 

thermal units online will decrease as the system load is increasingly supplied by 

WP. As a result, the thermal units will incur more frequent and significant 

cycling operations.  

Unit cycling is defined as a generator being loaded at varying levels, 

including on/off cycling, ramp cycling (significant load following), and 

minimum load operations [96]. Generator components such as the boiler, gas 

pipes, and turbine will have to go through considerable thermal transient and 

pressure stress during cycling operations, which causes accelerated thermal 

fatigue, blade erosion and chemical deposit, among many other damaging 

mechanisms. Over time, the accumulated wear and tear to unit components will 

be translated into higher equivalent forced outage rates, higher maintenance and 

replacement costs, and ultimately shortened service life of the generator [63, 96, 

97]. 

In this chapter, a hierarchical scheme is proposed to schedule, dispatch and 

control the PEV power to hedge against the URC operations in a system with 

considerable WP. The objective is to minimize the URC operations without 

sacrificing too much PEV charging energy. This hierarchical scheme consists of 



77 

3 levels. At the top level, a variation range of the system net load is determined 

first to capture the WP uncertainty. Then, the PEV power is scheduled day-ahead 

to reshape the net load variation range (NLVR) to minimize the number of URC 

operations that can be caused by the possible net load realizations in the NLVR. 

The reshaped NLVR will be much more resistant to WP fluctuations than the 

original NLVR with regard to avoiding the URC operation. Yet, the reshaped 

NLVR is usually at the cost of excessive interruptions to PEV charging. As a 

result, significant charging energy will be lost. Based on the latest update of WP 

predictions, the middle-level dispatch model will exempt over-scheduled anti-

URC regulation onus on PEVs such that PEV charging power can be restored to 

various degrees to promote PEV charging. To ensure effective URC mitigation 

and avoid over-restoring the PEV charging power, the actual net load determined 

in the middle-level dispatch model is restricted in the reshaped NLVR produced 

by the top-level scheduling model. At the bottom-level, the decentralized 

charging control scheme proposed in Chapter III is adopted to implement the 

PEV power dispatch instruction from the middle-level dispatch model. 

4.2 Formulation of the 3-Level Hierarchical Scheme 

The proposed hierarchical scheme aims to minimize the URC operation. 

Though the scheme can also be applied to reduce the on/off cycling operations, 

such application, however, usually causes prolonged and intense interruptions to 

PEV charging, which is likely to render PEVs severely undercharged. Here, it is 

assumed that a UC problem has been solved before the start of the proposed 

hierarchical scheme, and the generator on-off statuses in the hierarchical scheme 

are fixed based on the UC solution.  
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4.2.1 Construction of Wind Power Uncertainty Interval 

In the proposed scheme, the PEV power is coordinated to reshape the NLVR 

which is obtained by superposing the WP uncertainty interval onto the system 

load profile. In each timeslot of the scheduling horizon, the WP uncertainty 

interval is a range of possible values for the actual WP in that timeslot. Given a 

WP forecast, the associated WP uncertainty interval can be attained by 

consulting the historical data of actual WP corresponding to that particular 

forecast. The procedures are summarized as follows [98].  

First, all WP data shall be normalized to per unit values based on the installed 

WP capacity. Second, the range of WP output from 0 to 1 p.u. is equally divided 

into K smaller intervals, where K is a user-specified integer. Each interval is 

referred to as a forecast grouping interval (FGI). For FGI k ( 1,2, ,k K= ), the 

actual WP data whose corresponding forecast values belong to FGI k will be 

collected. Thus, K datasets of actual WP can be obtained, in one-to-one 

correspondence with the K FGIs. Next, a probability histogram (PH) is 

constructed from the kth actual WP dataset, which represents the conditional 

probability density function of the actual WP for a WP forecast belonging to FGI 

k. Then, the cumulative distribution functions (CDF) can be calculated 

accordingly.  

Here, the historical data of predicted and actual WP in 2013 from Elia [99], 

the transmission system operator of Belgium, are used to construct the WP 

uncertainty intervals. With K = 40, the PHs and CDFs of the actual WP data 

corresponding to the 10
th
 and 30

th
 FGIs are illustrated in Fig. 4.1. 

In timeslot t, if the WP forecast f

tw  belongs to FGI k and the WP uncertainty 

interval is required to cover Q% of the possible values for the actual WP 

suggested by the historical data, the bounds of the uncertainty interval are 

determined as follows: 

( )UI 1 (1 %) 2t kW F Q-= +                                        (4.1) 
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( )UI 1 (1 %) 2t kW F Q-= -                                        (4.2) 

where UI

tW  and UI

tW  are the upper and lower bounds of the WP uncertainty 

interval in timeslot t, respectively; and 
1

kF-  is the inverse CDF of the kth actual 

WP dataset.  
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Fig. 4.1 PH and CDF of the actual WP dataset associated with FGI k. Subfigure 

(a) and (c): k = 10; (b) and (d): k = 30. 

4.2.2 Representation of Unit Ramp Cycling Operations 

Whether a generator power output change is counted as a URC operation 

depends on the magnitude and duration of that change. In [63], if a change in 

generator power output between two consecutive timeslots is greater than a 

preset threshold and the change is not caused by unit start-up or shut-down, then 

it is regarded as a URC operation. In this study, the URC operation is defined 

within a time window which consists of more than 2 consecutive timeslots. The 

URC representation in [63] is extended to a more general form as follows:  

( ), , 1 , , , 12 ,

,

i t i t i t i i t i tg g LN rc RCTHR LN U U

i I t T

- -- - Ö ¢ + Ö - -

" Í " Í
              (4.3) 
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where gi,t is the power output of unit i in timeslot t; rci,t is the binary URC 

indicator for unit i in timeslot t; RCTHRi is the unit iôs threshold of ramp cycling 

operation; Ui,t is the indicator for on/off (1/0) status of unit i in timeslot t; LN is a 

large positive number; I is the set of indexes for generators; T is the set of 

indexes for timeslots; and WS is the number of timeslots of the time window in 

which the URC operation is defined. 

Inequalities (4.3) and (4.4) identify the upward URC operations while (4.5) 

and (4.6) flag the downward ones. 
,i trc  will be set to 1 if the change in unit iôs 

power output developed between timeslot t and t-k exceeds iRCTHR. According 

to [96], the threshold is selected to be 20% of the generatorôs dependable 

capacity. The above formulation shows that a URC operation can be developed 

between any two timeslots within the WS-slot time window. The second terms on 

the right-hand side of (4.3)ï(4.6) ensure that a URC operation is a power output 

change of an online generator so as to distinguish URC operations from on/off 

cycling operations. The third terms on the right-hand side of (4.4) and (4.6) are 

used to avoid double-counting the URC operation. That is, the unit output change 

between timeslot t and t-k, even if greater than the ramp cycling threshold, 

should not be regarded as a URC operation if there has been a URC operation 

already formed in an intermediate timeslot t-h (t-k < t-h < t). Thus, the unit 

power output variations which have accounted for one URC operation will not 

repeatedly contribute to the formation of another. 
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Fig. 4.2 illustrates the identification of URC operations, where iRCTHR is 

set to 50 MW and a URC operation shall be within a 4-slot time window (i.e. 

4WS= ). As can be seen from Fig. 4.2, the maximum unit output change ( maxPD ) 

in a time window may be different from the amount of output change that form 

the URC operation ( URCPD ).  In the four time windows shown in Fig. 4.2, maxPD  

= 52, 60, 52, 66 MW while correspondingly URCPD  = 22, 60, 10, 28 MW. 

Therefore, even if maxPD  exceeds the 50 MW ramp cycling threshold in all of the 

four windows, there is only one URC operation formed in the second window. 
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Fig. 4.2 Illustration of identifying the URC operation, iRCTHR = 50 MW and 

the URC operation is defined in a 4-slot time window (shown as the rectangles). 

4.2.3 Top-Level Scheduling Model 

The NLVR contains numerous possible net load realizations.  In response to a 

possible realization, the generators may incur some URC operations which 

cannot be avoided by properly distributing the cycling onus among the 

generators. The top-level scheduling model of the proposed scheme aims to 

minimize such URC operations by reshaping the NLVR via PEV power 

coordination. Fig. 4.3 illustrates a NLVR and its reshaped counterpart. It can be 
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seen that the reshaped NLVR is less varying. For an example of WP realization, 

the correspondingly realized net load profile in the reshaped NLVR is also seen 

to be much less varying than that in the original NLVR. Since the top-level 

scheduling model takes into account all possible net load scenarios in the NLVR 

including those extremely varying ones, the PEV demand response can be 

intensely used to reshape the NLVR, which may lead to a considerable loss of 

the PEV charging energy. 
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Fig. 4.3 (a) the original NLVR (grey shaded area) with uncontrolled PEV power 

(the red solid line); (b) the reshaped NLVR with coordinated PEV power. For an 

example WP realization, the correspondingly realized net load profiles are 

represented by the blue dash lines within the NLVRs 

The detailed formulation of the top-level scheduling model is as follows: 
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subject to 
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1) Power balance constraints:  

PEV UI

, ,  i t t t t

i I

g L p W t T
Í

= + - " Íä                                 (4.8) 

PEV UI

, ,  i t t t t

i I

g L p W t T
Í

= + - " Íä                                 (4.9) 

2) Generator power output range:  

, , , ,  ,i t i i t i t iU G g U G t T i I¢ ¢ " Í " Í                             (4.10) 

, , , ,  ,i t i i t i t iU G g U G t T i I¢ ¢ " Í " Í                             (4.11) 

3) 3-segment piecewise linear approximation of the quadratic generator fuel cost 

function [100]: 

3
min

, , , , , ,
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2, , 2, 1,0 ,  ,i t i iG G t T i Ik¢ ¢ - " Í " Í                             (4.16) 

3, , 2,0 ,  ,i t i iG G t T i Ik¢ ¢ - " Í " Í                             (4.17) 

4) Identification of URC operations: 
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5) Start-up and shut-down ramp rate constraints  

( ) ( ), , , 1 , , 11 , ,i t i i t i t i i t i tg SURL U U G U U t T i I- -¢ - + - + " Í " Í         (4.20) 
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( ) ( ), , , 1 , , 11 , ,i t i i t i t i i t i tg SDRL U U G U U t T i I+ +¢ - + - + " Í " Í         (4.21) 

( ) ( ), , , 1 , , 11 , ,i t i i t i t i i t i tg SURL U U G U U t T i I- -¢ - + - + " Í " Í         (4.22) 

( ) ( ), , , 1 , , 11 , ,i t i i t i t i i t i tg SDRL U U G U U t T i I+ +¢ - + - + " Í " Í         (4.23) 

6) System-level PEV power and energy constraints  

PEV_dch PEV PEV_ch,t t tP p P t T¢ ¢ " Í                               (4.24) 
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7) Binary variable constraints  

{ }up down

, ,, 0,1 ,  ,i t i trc rc t T i IÍ " Í " Í                              (4.26) 

A URC operation is most likely to occur between two timeslots if the net load 

varies from the upper bound of the NLVR in one timeslot to the lower bound in 

the other, and vice versa. Thus, the generator power output in each timeslot of 

the scheduling horizon is represented by 
,i tg  and 

,i tg  which correspond to the 

upper and lower bounds of the NLVR, respectively. In (4.7)ï(4.26), 
iG  and iG  

are the maximum and minimum power output of unit i, respectively; SW is the 

width of timeslot, which is 15 min in this study; 
up

,i trc  and 
down

,i trc  are binary 

indicators for the upward and downward URC operation of unit i in timeslot t, 

respectively; PEV

tp is the PEV power in timeslot t; PEV_ch

tP  and PEV_dch

tP  are the 

aggregate charging and discharging power capacity of all connected and 

controllable PEVs in timeslot t, respectively; PEV_ch

tE  and PEV_dch

tE  are the 

maximum amount of energy that can be charged to and discharged from the 

controllable PEVs from the first timeslot to the tth timeslot of the scheduling 

horizon, respectively; Lt is the non-PEV load in timeslot t; ,l iSL  is the slope of 

segment l of the piecewise linear fuel cost function of unit i; 
, ,l i tk  represents the 

power output within the range of segment l of the piecewise linear fuel cost 

function of unit i in timeslot t; ai, bi, and ci are the coefficients of the quadratic 

fuel cost function of unit i; G1,i and G2,i are the upper limits of segment 1 and 2 of 



85 

the piecewise linear fuel cost function of unit i, respectively; and SURLi and 

SDRLi are the start-up and shut-down ramp rate limits of unit i, respectively. 

The objective function (4.7) contains three objectives: to minimize the 

number of URC operations (the primary objective) with the least sacrifice of 

PEV charging energy (the secondary objective) while the generators are 

dispatched economically (the tertiary objective). Coefficients 
rcq  and 

fcq  are 

used to prioritize these three objectives and their ranges are as follows:  

{ }PEV_ch PEV_dchmax :rc t tP P t Tq > - Í                             (4.27) 

{ }0 0.5 max ( ) :  .fc i iifc G i Iq< < Í                              (4.28) 

where ( )i iifc G  represents the incremental fuel cost of unit i at its maximum 

power output 
iG . PEV_ch PEV_dch

t tP P-  represents the PEV power range in timeslot t. 

With 
rcq  set to be greater than the maximum PEV power range in the scheduling 

horizon, eliminating a URC operation will outweigh any possible increases in the 

PEV power. Thus, the primary objective is prioritized over the secondary one. 

With 
fcq  satisfying (4.28), an increase in the PEV power will have an 

overwhelming effect on minimizing the objective function though it will lead to a 

higher generator fuel cost. Hence, the secondary objective is prioritized over the 

tertiary one. 

The system level PEV power and energy in constraints (4.24) and (4.25) can 

be determined by aggregating the information of individual PEVs. Here, the 

information reporting mechanism proposed in [101] is adopted to realize the 

information aggregation. Each PEV user will report his/her anticipated charging 

activities to his/her regional PEV aggregator. The reported information includes 

the expected plug-in and plug-out time, the rated charging power, the normal 

uncontrolled charging power profile leading to the desired SOC, and the normal 

uncontrolled discharging power profile leading to minimum allowable SOC. 

Note that the reported charging plans do not have to be very accurate. In fact, 

routine charging schedule is already good enough to approximate charging plan 



86 

for most of the commuter PEVs. The system level PEV power and energy are 

determined as follows: 

PEV_ch rated

,

PEV_dch rated

,

k k

k k

t e e t

A AI e A

t e e e t

A AI e A

P P C

P P Ch

Í Í

Í Í

ë =
î
ì

=-î
í

ä ä

ä ä
                               (4.29) 

PEV_ch unctl_ch

,

1
n

n k k

t

t e t

t A AI e A

E P SW
= Í Í

=ää ä                                (4.30) 

PEV_dch unctl_dch

,

1
n

n k k

t

t e t

t A AI e A

E P SW
= Í Í

=ää ä                               (4.31) 

where AI is the set of indexes for PEV aggregators; Ak is set of indexes for PEVs 

affiliated to the kth PEV aggregator; rated

eP  and eh are the rated charging power 

and charger efficiency of PEV e, respectively; 
unctl_ch

, ne tP  and 
unctl_dch

, ne tP  represent the 

normal uncontrolled charging and discharging power of PEV e in timeslot t, 

respectively; and Ce,t is the binary indicator for plug-in/-out (1/0) status of PEV e 

in timeslot t. Note that 
unctl_ch

, ne tP  and 
unctl_dch

, ne tP  are the charging/discharging power 

measured at the grid end of the PEV charger. 

There are two things worth noting about the top-level scheduling model. First, 

the term 
1

,1

k

i t hh
LN rc

-

-=ä , which is included in (4.4) and (4.6) to avoid double-

counting the URC operation, is absent from the URC conditions (4.18) and 

(4.19). This is because in the top-level scheduling model, all net load scenarios in 

the NLVR are considered possible. Thus, a URC operation caused by a net load 

scenario should not deny the possibilities of the URC operations caused by the 

other net load scenarios. The term will be re-included in the URC conditions in 

the middle-level dispatch model to ensure correct counting of the URC operation.  

Second, no ramp rate constraints are imposed on the power output of an 

online generator. In fact, ramp rate constraints established between 
, 1i tg -

 and 
,i tg  

as well as 
, 1i tg -

 and 
,i tg  are unnecessary, since they would force a lot more 

generators to be committed to provide sufficient ramping capacity for handling 

the steepest possible net load ramp between two adjacent timeslots. The steepest 
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possible net load ramps, in fact, rarely occur. According to the historical data 

used in this study, 99.95% of the actual net load ramps between two adjacent 

slots are not as half steep as their corresponding steepest possible ramps. Ramp 

rate constraints will be engaged in the middle-level dispatch model to ensure 

actual generator dispatches satisfy the ramp rate limits. 

4.2.4 Middle-Level Dispatch Model 

The dispatch model resembles the process of receding horizon control. That 

is, when determining the PEV and generator dispatches for the current timeslot t, 

the dispatch model will optimize the entire dispatch horizon [ ,  1]t t OH+ -. Then 

the dispatch horizon is shifted one slot forward to determine the dispatches for 

the new current timeslot. The dispatch model adopts the latest update of WP 

forecasts. If the updated forecasts indicate less varying WP, then the unnecessary 

interruptions to PEV charging power scheduled by the top-level model would be 

exempted to promote PEV charging. 

As the dispatch model rolls forward and approaches future timeslots, the WP 

forecasts are assumed to be iteratively updated with gradually diminished 

uncertainties. Specifically, when the dispatch model is solved for the current 

timeslot tc, it is assumed that the actual WP in tc is revealed and the WP 

uncertainty intervals in the subsequent NUF slots will shrink, depending on how 

far the timeslot is into the future [102]. The WP uncertainty intervals are updated 

as follows: 

( )( )UI_upd a UI a1
c c c ct n t n t n t nW W n NUF W W+ + + += + + -                      (4.32) 

( )( )UI_upd a UI a1
c c c ct n t n t n t nW W n NUF W W+ + + += + + -                      (4.33) 

where 
UI_upd

ct nW +  and 
UI_upd

ct nW +  represent the updated upper and lower bounds of the 

WP uncertainty interval in timeslot tc+n, respectively; 
a

ct nW +  is the actual WP in 

timeslot tc+n; and 1n NUF= . Beyond timeslot tc+NUF, the WP uncertainty 

intervals remain the same as those considered in the top-level scheduling. 
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The dispatch horizon is shown in Fig. 4.4. From the current timeslot tc to 

tc+OH-1 is the optimization horizon. When the PEV and generator dispatches in 

tc are optimized, the dispatches in each of the remaining OH-1 timeslots of the 

optimization horizon will be optimized as well. OH is set to NUF+1 such that the 

mid-level dispatch model will take all updated WP forecasts into consideration. 

current 

slot: t t+OH-1

WS slots

PEV & generator 

dispatches already 

determined

PEV & generator 

dispatches fixed to top-

level scheduling results

PEV & generator dispatches 

to be optimized

OH slots WS slots

the optimization horizon

t-WS+1 t+OH+WS-2

 

Fig. 4.4 Schematic of the dispatch horizon of the mid-level dispatch model  

It should be noted that URC operations can be formed across the boundaries 

of the optimization horizon, e.g. between tc-1 and tc+1 across tc, or between 

tc+OH-2 and tc+OH across tc+OH-1. To consider such cross-boundary URC 

operations in the dispatch model, two WS-slot time windows are attached to the 

optimization horizon: one from the current slot tc back to tc-WS+1, the other from 

tc+OH-1 to tc+WS+OH-2. Dispatches in the past timeslots will be fixed to the 

earlier solutions of the dispatch model, while dispatches in the timeslots beyond 

the optimization horizon will adhere to the results generated by the top-level 

scheduling, i.e.: 

[ ]

PEV PEV_disp gen_disp

, ,, ,  

1,  1 ,

t t i t i t

c c

p P g P

t t WS t i I

= =

" Í - + - " Í
                               (4.34) 

[ ]

PEV PEV_sched gen_sched gen_sched

, , , ,, , ,  

,  2 ,

t t i t i t i t i t

c c

p P g P g P

t t OH t OH WS i I

= = =

" Í + + + - " Í
                  (4.35) 

The middle-level dispatch model has similar formulation to the top-level 

scheduling model, comprising objective function (4.7) and constraints (4.8)ï

(4.26). For simplicity, only their differences are outlined here. There are four 
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differences. First, in the current timeslot tc, the dual generator power output 

variables 
, ci tg  and 

, ci tg  used in the top-level scheduling model would coincide 

and become a single variable 
, ci tg  in the mid-level dispatch model. This is 

because the actual WP in tc is assumed to be revealed when the dispatch model is 

solved for tc, thus the system net load in tc is deterministic.  

Second, between timeslots t-k and t, if there are some intermediate timeslots 

t-h (t-k < t-h < t) in which generator power outputs are deterministic, the URC 

condition regarding to t-k and t will have the term 
1

,1

k

i t hh
LN rc

-

-=ä  included. The 

URC conditions in the dispatch model are summarized as follows: 

1) between the current timeslot tc and a past timeslot: 

( )up

, , 1 , , , 12 ,
c c c c ci t i t i t i i t i tg g LN rc RCTHR LN U U

i I

- -- - Ö ¢ + Ö - -

" Í
         (4.36) 

( )up

, , , ,

0

1
up down

, ,

1

1

( ),

, 2 1

c c c c

c c

k

i t i t k i t i i t r

r

k

i t h i t h

h

g g LN rc RCTHR LN k U

LN rc rc

i I k WS

- -

=

-

- -

=

å õ
- - Ö ¢ + Ö + -æ ö

ç ÷

+ +

" Í " = -

ä

ä        (4.37) 

( )down

, 1 , , , , 12 ,
c c c c ci t i t i t i i t i tg g LN rc RCTHR LN U U

i I

- -- - Ö ¢ + Ö - -

" Í
         (4.38) 

( )down

, , , ,

0

1
up down

, ,

1

1

( ),

, 2 1

c c c c
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ä        (4.39) 

2) between the current timeslot tc and a future timeslot: 

up

, , , ,

0

1 ,

, 1 1

c c c c

k

i t k i t i t k i i t r

r

g g LN rc RCTHR LN k U

i I k WS

+ + +

=

å õ
- - Ö ¢ + Ö + -æ ö

ç ÷

" Í " = -

ä
        (4.40) 
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down

, , , ,
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1 ,

, 1 1

c c c c
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i t i t k i t k i i t r
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g g LN rc RCTHR LN k U

i I k WS
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ä
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3) between a future timeslot and a past timeslot: 

[ ] [ ]
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4) between two future timeslots: 

[ ]
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Third, ramp rate limits will be imposed on generator power outputs in some 

of the timeslots in the optimization horizon of the dispatch model. Denote two 

adjacent timeslots in the optimization horizon by 
ct g+  and 1ct g+ +, where 

0 2g OH¢ ¢ -. The condition for the ramp rate limits to be imposed on the 

generator power outputs in tc+g and tc+g+1 is that the WP uncertainties in both 

of the timeslots have been sufficiently diminished. In this study, the WP 

uncertainty in a timeslot is regarded to have been sufficiently diminished if the 
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updated WP uncertainty interval in that timeslot has shrunk to an extent that its 

width is smaller than or equal to half of the width of the original WP uncertainty 

interval in that timeslot considered in the top-level scheduling model. That is, if 

UI_upd UI_upd UI UI0.5( )
c c c ct g t g t g t gW W W W+ + + +- ¢ -  and UI_upd UI_upd UI UI

1 1 1 10.5( )
c c c ct g t g t g t gW W W W+ + + + + + + +- ¢ - , 

the ramp rate limits will  be added between 
, ci t gg +

 and 
, 1ci t gg + +

 as well as 
, ci t gg +

 

and 
, 1ci t gg + +

. To integrate the ramp rate limits, (4.20)ï(4.23) will be transformed 

into the following constraints: 

( ) ( ), , 1 , 1 ,

half_NRW

,

, ,

i t i t i i i i t i i i t

c c

g g G RUL SURL U SURL G U

t t t NS i I

- -- ¢ + - + -

è ø" Í + " Íê ú

          (4.46) 

( ) ( ), 1 , , 1 ,

half_NRW

,

, ,

i t i t i i i i t i i i t

c c

g g G SDRL G U RDL SDRL U

t t t NS i I

- -- ¢ + - + -

è ø" Í + " Íê ú

          (4.47) 

, , half_NRW, , ,i t i t c cg g t t t NS i Iè ø¢ " Í + " Íê ú                         (4.48) 

where RULi and RDLi are the upward and downward ramp rate limits of unit i, 

respectively; and NShalf_NRW is the number of future timeslots in which the WP 

uncertainty has been sufficiently diminished.  

Forth, the dispatch model runs the risk of overly restoring the PEV charging 

power because the dispatch decision-making only takes into account the limited 

number of timeslots of the dispatch horizon. The over restoration of PEV 

charging power may leave insufficient anti-URC regulation capacity of PEVs for 

the future timeslots beyond the dispatch horizon, thus jeopardizing the overall 

effectiveness of the PEV-aided URC mitigation. To avoid the over restoration, 

the reshaped NLVR from the top-level scheduling model, which has strong 

mitigating effect on URC operations, is used in the dispatch model to confine the 

updated NLVR resulted by the dispatch model: 

[ ]

PEV_sched UI PEV UI_disp,

, 1

t t t t t t

c c

L P W L p W

t t t OH

+ - ² + -

" Í + -
                       (4.49) 
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[ ]

PEV_sched UI PEV UI_disp,

, 1

t t t t t t

c c

L P W L p W

t t t OH

+ - ¢ + -

" Í + -
                       (4.50) 

4.2.5 Bottom-Level Decentralized PEV Power Control 

The decentralized PEV charging control scheme proposed in Chapter III is 

adopted here to guide numerous dispersedly located PEVs to implement the PEV 

power dispatch instruction issued by the middle-level dispatch model. Note that 

in this study, though it would be perfect if the PEVs can reach the target SOCs 

specified by their owners while the PEV power is controlled to help mitigate 

URC operations, some charging energy usually have to be compromised to 

alleviate the URC operation most effectively, thus it is not a must for the PEVs to 

be charged to their target SOCs and the PEVs in this study will stay responsive 

during their entire charging periods.  

The PEVs are divided into two groups: the responsive PEV group and the 

spare PEV group. The power of responsive PEVs is controlled to follow the 

dispatch instruction. However, there often exists a mismatch between the 

dispatch instruction and the power of responsive PEVs, which is referred to as a 

control inaccuracy. The control inaccuracy can be remedied by increasing the 

value of the exponent k in generating the DS as in (3.12). If the control 

inaccuracy still persists after the largest value of k is applied, the power of spare 

PEVs will be altered to further compensate the control inaccuracy. Normally, a 

spare PEV is charged at the power level  

( )batt desired initial

min-avg, ( ) ( )e e e e e e eR C SOC SOC DT ATh= - -             (4.51) 

which is the minimum average charging power for the spare PEV e to achieve its 

desired SOC before its planned departure time. In (4.51), batt

eC  is the battery 

capacity of PEV e; initial

eSOC  and desired

eSOC  are the initial and desired SOC of 

PEV e, respectively; eh  is the charger efficiency; and eAT  and eDT  are the 

arrival and departure time of PEV e, respectively. From this power level, the 
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spare PEV can adjust its power up or down when needed to offset the control 

inaccuracy. The decentralized charging control method is also used to control the 

power of spare PEVs. 

4.3 A Benchmark Scheme 

A benchmark scheme is developed from the BESS control methods proposed 

in [65, 69] to control the PEV power to hedge against the URC operation. In the 

benchmark scheme, PEVs reserve upward and downward regulation capacities 

by being charged at power levels lower than their rated charging power. The 

partial charging power level is termed as the PEV base power level and 

represented as a fraction of the rated power. 

At the scheduling stage of the benchmark scheme, a series of simulations are 

conducted to search through different PEV base power levels to find the one at 

which PEVs reserve sufficient anti-URC regulation capacity. Point predictions of 

WP are considered in the simulations. The procedures are as follows. For a PEV 

base power level [ ]0,1dÍ , the corresponding base charging power is rated

ePd . The 

scheduling model of the benchmark scheme is solved to determine the minimum 

amount of anti-URC regulation power required in each timeslot. The model is 

formulated as follows: 

( ) reg_up reg_down

, , ,min ( )rc i t fc i t i t t t

t T i I i I

rc fc g p pq q
Í Í Í

è ø
+ Ö + -é ù

ê ú
ä ä ä          (4.52) 

subject to  

1) Power balance constraints 

PEV reg_up reg_down PP

, base, , ,  i t t t t t t

i I

g L P p p W t Td
Í

= + + + - " Íä              (4.53) 

2) Range of regulation power 

reg_up PEV_ch0 ,  t tp P t T¢ ¢ " Í                                  (4.54) 
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PEV_dch reg_down 0,  t tP p t T¢ ¢ " Í                                (4.55) 

together with the generator output range constraints (deterministic version of 

(4.10) and (4.11)), generator fuel cost function ((4.12)ï(4.17)), URC constraints 

((4.3)ï(4.6)), generator ramp rate constraints (deterministic version of (4.46) and 

(4.47)), and the binary variable constraint 
, {0,1}i trc Í . In (4.53), reg_up

tp  and 

reg_down

tp  are the upward and downward anti-URC regulation power required in 

timeslot t, respectively; 
PEV

base, ,tP d  is the aggregate PEV base power corresponding 

to the base power level ŭ in timeslot t; and PP

tW  represents the point prediction of 

WP in timeslot t. 

Next, the determined anti-URC regulation power reg_up

tp  and reg_down

tp  are 

added to the base power 
PEV

base, ,tP d  to obtain the initial anti-URC PEV power profile, 

denoted by 
PEV

pre-adj, ,tP d . Then, 
PEV

pre-adj, ,tP d  is adjusted as follows to satisfy the PEV 

power and energy constraints (4.24) and (4.25): 

{ }{ }PEV PEV PEV_ch PEV_dch

adj, , pre-adj, ,max min ,  ,  ,  t t t tP P P P t Td d= " Í           (4.56) 
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,  
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ä
        (4.57) 

where 
PEV

adj, ,tP d  is the anti-URC power profile that can be actually implemented by 

the PEVs with base power level d. Finally, how many URC operations still 

persist after implementing 
PEV

adj, ,tP d  is checked by re-solving the scheduling model 

with 
PEV

base, ,tP d  in (4.53) substituted by 
PEV

adj, ,tP d , and reg_up

tp  and reg_down

tp  fixed to zero. 

Following the above procedures, the values of d from 0 to 1 at a step of 0.05 

are searched through to find the one corresponding to the least number of 

persistent URC operations, which is denoted by 
least_URCd . 

least_URCd  will be 

adopted by PEVs to reserve anti-URC regulation capacity. If more than one 

least_URCd  can be found, the one that gives the least sacrifice of PEV charging 

energy will be chosen. 
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The dispatch process is similar to the scheduling. The dispatch model takes 

into account the latest update of the WP forecast and rolls forward through each 

timeslot to determine reg_up

tp  and reg_down

tp . The anti-URC PEV power profile is 

calculated as PEV_ch reg_up reg_down

least_URC t t tP p pd + +  and then adjusted according to 

(4.56) and (4.57) to satisfy the PEV power and energy constraints. The adjusted 

charging power profile is the one to be actually implemented by PEVs to hedge 

against the URC operations. It is assumed that the anti-URC regulation onus is 

distributed among individual PEVs in proportion to their regulation capacities. 

The differences between the benchmark scheme and the proposed 3-level 

hierarchical scheme are summarized in Table 4.1. 

Table 4.1 Comparison of the proposed 3-level hierarchical scheme and the 

benchmark scheme  

 Proposed scheme Benchmark scheme 

Wind power 
Wind power uncertainty 

intervals 

Wind power point 

predictions 

Objective of 

the scheduling 

stage 

To minimize the URC 

operations that can be caused 

by the possible net load 

realizations within the NLVR 

To reserve sufficient anti-

URC regulation capacity 

in PEVs 

Outcome of 

the scheduling 

stage 

A reshaped NLVR A PEV base power level 

PEV charging 

promotion 

To exempt the over-scheduled 

anti-URC regulation onus on 

PEVs 

Not considered 

Individual 

PEV power 

Autonomous PEV power 

adjustment based on the real-

time DS, SS and ULC 

Regulation onus 

distributed among PEVs 

in proportion to their 

regulation capacities 
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4.4 Simulation Setting 

The proposed scheme and the benchmark scheme are tested in a 16-unit 

system over an 81-hour scheduling horizon. The horizon contains 324 15-min 

timeslots (SW = 0.25 hr.), and in each of them the WP and system load are 

assumed to be unchanged. 

4.4.1 Generator Data 

9 coal-fired units and 7 gas-fired units are considered in the simulation. The 

parameters of the coal-fired units are obtained from [103] and those of the gas-

fired units are given in [104]. For quick reference, the generator parameters are 

summarized in Table 4.2. 

Table 4.2 Generator parameters  

 
Unit type 

Coal-fired Coal-fired Gas-fired 

No. of unit 5 4 7 

iG  (MW) 350 155 150 

iG  (MW) 140 56 42 

RULi (MW/min) 4 3 2.5 

RDLi (MW/min) 4 3 2.5 

SURLi (MW) 150 65 90 

SDRLi (MW) 150 65 90 

RCTHRi (MW) 70 31 30 

The coefficients of the quadratic generator fuel cost functions are presented 

in Table 4.3, which are calculated by using the generator heat rate curves and 

fuel prices. The adopted fuel prices of coal and natural gas are 2.41 $/MMBtu 

and 5.34 $/MMBtu, respectively, which are the US average costs of coal and 

natural gas for electricity generation in April 2014 [105]. 
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Table 4.3 Generator cost data  

 

Unit type 

350 MW 

Coal-fired 

155 MW 

Coal-fired 

150 MW 

Gas-fired 

ai ($/MW
2
h) 0.00786 0.01341 0.01426 

bi ($/MW) 17.91 18.19 49.67 

ci ($/h) 779.7 444.5 1013 

Estimated cost of URC 

operation, lower limit 

($/operation) 

490 296.1 45 

The threshold RCTHRi for a change in generator power output to be regarded 

as a damaging URC operation is set to 20% of the generatorôs dependable 

capacity [96]. The time window for checking the URC operation may differ in 

width for different generators, depending on specific generator type, design, 

operating history, etc [96]. As no explicit results have been found in the 

accessible literature, it is assumed that the time window spans a period of 3 hours, 

i.e. WS = 12, for all units considered in this study. The large constant LN in the 

URC conditions is set to 1000. 

4.4.2 Wind Power and Non-PEV Load 

The historical data of forecasted and actual WP from aggregate Belgian wind 

farms in 2013 [99] are used to construct the WP uncertainty intervals. With the 

number of FGIs set to 40 (K = 40), 40 WP uncertainty intervals are extracted. For 

each of the 40 FGIs, its corresponding WP uncertainty interval covers 96% of the 

values of the actual WP dataset associated with that FGI, i.e. Q% = 96%. 

The forecasted and actual WP profiles of aggregate Belgian wind farms from 

15:15 6/3/2014 to 00:15 10/3/2014 are used in the simulation, as shown in Fig. 

4.5(a). To further investigate the performance of the proposed scheme in an 

extreme scenario of WP intermittency, a hypothetical WP profile containing 

severe fluctuations is also considered in the simulation, which is shown in Fig. 
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4.5(b). In the dispatch process, the updated WP forecasts are assumed to be 

available in 23 timeslots ahead (NUF = 23). 
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Fig. 4.5 WP profiles used in the simulation  

As this research focuses on examining to what extent the WPUnV would 

aggravate the URC operation, the non-PEV load is assumed to be deterministic 

in the simulation, which is shown in Fig. 4.6. This load profile is the downscaled 

version of the load profile of New South Wales from 15:15 1/June/2014 to 00:15 

5/June/2014 [106]. The wind energy accounts for about 20% of the non-PEV 

load, which represents a situation of high WP penetration. 
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Fig. 4.6 Non-PEV load profile  
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