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## Abstract

With the development of self-interference (SI) cancellation, full-duplex (FD) radios, i.e., using the same frequency channel for transmit and receive, have recently gained significant attention owing to the potential to further improve or even double the capacity of conventional half-duplex (HD) systems. Although the gains of fullduplex systems can be easily foreseen, practical implementations of such full-duplex systems pose many challenges and a lot of technical problems still need to be solved. Moreover, many wireless systems are starting to use orthogonal frequency division multiple access (OFDMA) and multiple-input multiple-output (MIMO) as the core transmission techniques. In addition, the cooperative relaying technique is being considered to further increase the capacity of mobile cellular systems. Applying the full-duplex technology in MIMO/OFDM and/or cooperative systems will bring more degrees of freedom in system design and resource allocation, and therefore needs more insightful investigations.

In this thesis, we will explore the potential of full-duplex technology at the base station (BS) in MIMO/OFDM mobile cellular systems with/without relays while the user terminals are operating in the half-duplex mode. Firstly, we consider an OFDMA multi-user cellular system with one full-duplex base station communicating with multiple half-duplex users in a bidirectional way. The uplink and downlink transmissions are coupled together due to the existence of the self-interference (SI) at the base station and the inter-user interference (IUI) from the uplink users to the downlink users. We aim to maximize the system sum-rate of uplink and downlink transmissions by optimally pairing the uplink and downlink users, and allocating the subcarriers and powers to these users. We formulate the problem as a mixed integer nonlinear programming problem. A two-layer iterative solution based on the dual
method and the sequential parametric convex approximation (SPCA) method is proposed. It is referred to as the Dual-SPCA algorithm. The Dual-SPCA algorithm requires the IUI channel state information (CSI) to be available at the base station and hence a significant overhead is generated. To reduce the amount of overhead required, we assume that the IUI channel model is known at the BS and we design a location-aware resource allocation algorithm with limited CSI that maximizes the system sum-rate. Simulation results show that when SI is low, uplink and downlink user-pairing can provide significant improvement on the system sum-rate compared to the conventional unidirectional half-duplex transmission. In addition, by considering two different network deployments, i.e., urban macro cell scenario and small cell scenario, we show that the improvement of full-duplex transmission over half-duplex transmission highly depends on the channel parameters.

Secondly, we jointly consider three different transmission modes in cooperative OFDMA systems, i.e., direct transmission mode, half-duplex relay cooperative transmission mode and full-duplex relay transmission mode. The joint optimization problem of transmission mode selection, subcarrier assignment, relay selection, subcarrier-pairing as well as power allocation is investigated. We transform the binary assignment problem into a maximum weighted bipartite matching problem. Based on the dual method, we solve the joint power allocation and binary assignment problem iteratively. Specifically, since the direct link is considered to be interference in the full-duplex relay transmission mode, the power allocation problem in fullduplex relay transmission mode is non-trivial. Thus, we provide a novel hierarchical dual method to solve the power allocation problem in full-duplex relay transmission mode. In addition, in half-duplex relay cooperative transmission mode, the joint transmission of both source and relay is taken into account, and we provide a simple and insightful power allocation scheme. Results show that the system throughput enhances significantly compared to previous works.

Thirdly, we investigate a max-min weighted SINR problem in a full-duplex multi-user MIMO system, where a full-duplex-capable base station equipped with multiple antennas communicates with multiple half-duplex downlink and uplink users under the same system resources. Instead of optimizing the joint uplink and downlink max-min weighted SINR, we consider a more practical scenario where the
downlink minimum weighted SINR is maximized under specific SINR constraints for uplink users. Moreover, the optimization is conducted by jointly considering the base station transmit power, uplink transmit power, and base station transmit and receive beamforming. This optimization problem is therefore subject to multiple uplink SINR constraints and multiple transmit power constraints. Due to the SINR constraints, negative matrix components arise and hence the optimization problem cannot be solved by the Perron-Frobenius theory directly. With fixed base station transmit and receive beamforming, we first optimize the max-min weighted SINR problem under multiple uplink SINR constraints and a single power constraint, and show how the subgradient projection-based method can be applied to optimize the problem under multiple-power-constraint conditions. Then we derive the network duality of the same problem, i.e., fixed base station transmit/receive beamforming with multiple uplink SINR constraints and a single power constraint. To solve the original problem, we propose an optimization algorithm that iteratively updates (i) the transmit power vector and receive beamforming in the primal domain, and (ii) the dual transmit power vector and transmit beamforming in the dual domain. Moreover, the algorithm, which is also based on the subgradient projection-based method, is proven to converge under appropriate initialization parameters. With network duality, we avoid optimizing coupled transmit beamforming in the primal domain and instead are able to optimize individual transmit beamformers easily in the dual domain. Simulation results show that our proposed algorithm has a fast convergence rate and leads to a better performance compared to other optimization techniques that do not jointly considered all parameters.

Finally, energy efficiency of a full-duplex relay system under the total power constraint and fixed circuitry power consumption is studied. An optimization problem is formulated towards maximizing the system energy efficiency. Unfortunately, this problem is non-trivial and cannot be solved by conventional fractional programming methods, such as the Dinbelbach's method. To resolve this issue, an algorithm called sequential parametric convex approximation-Dinbelbach is proposed. Simulation results show that the proposed algorithm can converge to the global optimum very quickly.
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## Chapter 1

## Background and Motivations

Wireless communication systems have brought huge convenience to humans. The recent proliferation of "smart" mobile devices has allowed users to surf the Internet, download applications, and upload/download pictures/videos anytime and anywhere. Consequently, there has been a tremendous increase in mobile data usage. In the foreseeable future, the number of smart devices will continue to increase and the demand of high-speed wireless access will keep on rising. While many advanced technologies have been put together to enhance the wireless transmission rates, the improvement may not be able to cope with the rapid increase in demand.

The challenges in wireless communication originate from the shared, broadcast nature of the wireless medium. A shared medium implies that communication devices need to contend amongst themselves, requiring specific sharing mechanisms to use the medium efficiently. The wireless medium also exhibits rapid attenuation of signals. With such attenuation, different devices in a network can have very different and inconsistent views of the wireless channel. A typical example is that a device
cannot use the same frequency to send and receive data simultaneously. The main reason is that the transmitted signal from the wireless device will interfere severely with the useful received signal. This phenomenon is named as self-interference (SI) [1]. When the useful received signal is overwhelmed, it becomes useless. Thus, half-duplex (HD) mode is widely applied in current wireless systems. There are two classical duplexing techniques called Time-Division Duplexing and FrequencyDivision Duplexing, which allow the transmitter and receiver operate at different time- and frequency-resources, respectively.

If each device can use the same frequency for transmit and receive at the same time, the capacity of the wireless systems can be enhanced considerably. This is the so called full-duplex (FD) transmission. Due to the existence of self-interference, the practical rate of FD transmission cannot reach twice of transmission rate of HD transmission. Yet recent research has shown that SI can be reduced practically [219] and hence it is envisaged in the near future that SI can be reduced significantly. There are other major technical challenges to be overcome before we can fully utilize the extra capacity. For example, when the same frequency is used in the uplink (UL) and in the downlink (DL), the signal from the UL user will interfere with the DL signal arriving at the DL user. In order to minimize such interferences, there is a need to investigate strategies for assigning channels to UL and DL users. Moreover, existing base stations (BSs) and mobile devices may be equipped with multiple antennas that can enhance the signal quality and hence channel capacity. We need to devise ways to continue fully utilizing such features in future cellular systems. Optimizing the resources in FD systems is therefore the main focus of this thesis.

### 1.1 Motivations

Resource allocation is a general strategy to control interferences and enhance the performance of wireless networks [20-22]. The basic idea for resource allocation is to utilize the channels more efficiently by sharing the spectrum through optimizing parameters such as transmit power, transmission rate, subcarrier, coding scheme, or combinations of these parameters. Moreover, the network performance can be further improved by introducing more diversity and cross-layer considerations. Various DL and UL resource allocation algorithms have been proposed and investigated for Orthogonal Frequency Division Multiple Access (OFDMA) systems [23-28]. Most literatures studying resource allocation focus on either DL or UL transmissions, and they model all subchannels (i.e., subcarriers) as interference-free channels. It means that the transmission rate is only affected by the signal-to-noise ratio (SNR) and therefore, water-filling algorithms can be applied to solve the power allocation problem. As more advanced self-interference cancellation (SIC) techniques are being developed, FD technology is becoming very promising in improving spectral efficiency and system throughput. OFDMA systems consisting of FD-capable BS have not been thoroughly investigated yet. In addition, the optimization approach provided in multi-user HD OFDMA systems may not be applicable to analyzing multi-user FD OFDMA systems due to the residual self-interference of FD equipment. Thus, there is a need to provide solutions for the resource allocation problems in FD OFDMA multi-user systems.

In addition, adding the cooperative relaying nodes in OFDMA-based networks has brought more degrees of freedom in system design and resource allocation, and has become a hot research topic [29-44]. Much of the previous research focuses
on the HD relaying system due to the limitation of FD transmission. In particular, the authors in [35] have provided an in-depth analysis and algorithm in joint FD and HD relaying system for resource allocation. However, the direct link has been neglected in [35]. Since cooperative relay transmission mode may not always achieve higher data rate than direct transmission mode [36, 45], it is necessary to jointly consider direct transmission mode and cooperative relay transmission mode. More importantly, unlike the HD relaying transmission where the direct link can be treated as an improvement, the signal from the direct link is inevitable and should be considered as interference in FD relaying transmission [16, 46]. This fact would definitely decrease the system performance when the mobile users are near the BS. Advanced resource allocation schemes are therefore required to further improve the system performance. Another important property of OFDMA-based relaying that is missing in [35] is the so-called subcarrier-pairing, where the first-hop subcarrier and the second-hop subcarrier at the relay need to be carefully "matched" [37-42]. In [47], an excellent idea has been provided for solving the interference problem between direct link and relay link by jointly processing the sum of signals from the source and the relay. The authors have designed a fast construct-and-forward fullduplex relay which can utilize the direct link as an additional path to the relay path, resulting in strengthening the received signal at the destination. It has been shown that this fast construct-and-forward full-duplex relay can be well applied in a TDMA system, e.g., WiFi system. However, the processing is performed in the time domain which means that all subcarriers would be given the same amplification. Since the amplifications are identical for all subcarriers, the relay cannot apply different power allocations to different subcarriers. In other words, power allocation and subcarrier allocation are not feasible in this fast construct-and-forward full-duplex
relay. Hence, the performance of the fast construct-and-forward full-duplex relay in OFDMA systems is still an open problem. More importantly, only one relay and one user are considered in [47] such that the signals from the relay link and direct link can be designed to arrive at the user with the same phase. However, when multiple relays and multiple users are considered, the signal design becomes much more complex and the problem is yet to be solved. Thus, the joint optimization problem of transmission mode selection (including direct transmission (DT) mode, HD relay cooperative transmission (HDRCT) mode and FD relay transmission (FDRT) mode), subcarrier assignment, relay selection, subcarrier-pairing as well as power allocation has not been systematically investigated yet.

FD techniques have been investigated under multi-user MIMO cellular systems where the base station (BS) is allowed to transmit and receive signals in the same time-frequency block while the uplink and downlink users work in a half-duplex way [48-50]. The target of these open literatures are to optimize the system sum-rate. In additional to the system sum-rate, the signal-to-interference-plus-noise-ratio (SINR) balancing problem, which is also named as max-min weighted SINR problem [51], is another important performance metric in wireless networks. The earliest work on the max-min weighted SINR problem appeared in [51]. The single-input-singleoutput (SISO) problem with a single power constraint was solved by applying the Perron-Frobenius theory [52]. The approach was subsequently extended to solving multiple-input-single-output (MISO) and single-input-multiple-output (MISO) problems [53-59]. Specifically, due to the coupled structure of the transmitted signals in MISO cases, the max-min weighted SINR problem with joint beamforming and power control is usually non-convex and thus cannot be solved directly. The
key technique used to overcome this difficulty is to transform the non-convex downlink joint optimization problem into a convex dual uplink problem via a so-called network duality relationship. In the equivalent dual uplink problem, beamforming vectors can be derived in closed-form expressions with respect to the powers. A unified analysis of max-min weighted SINR problem in MIMO systems has been further proposed [60] based on the network duality and nonlinear Perron-Frobenius theory [61, 62].

The max-min weighted SINR problem has also been extended to study cooperative transmissions in multiple cells [63-65]. Multiple power constraints, e.g., per-BS power constraints, therefore have to be considered in such an environment. However, it is not straightforward to extend the network duality with a single power constraint to the case with multiple power constraints. Thus, instead of using network duality in the max-min weighted SINR problem directly, the authors in [64, 65] have addressed the MISO max-min weighted SINR problem by iteratively solving the sum-power minimization problem and looking for a maximum feasible SINR. In [66], assuming all the weights are equal to one, i.e., all user priorities are the same, an analytical expression for the network duality has been derived and a more efficient solution for the MISO max-min SINR problem is provided. The SIMO maxmin weighted SINR problem with multiple power constraints is first analyzed in [67] by decoupling the original problem into subproblems each involving a single power constraint. The proposed algorithm in [67] involves finding the solution to each subproblem separately, and choosing the solution which gives the smallest value for the objective function. The strategy in [67] has been applied to tackle MISO max-min weighted SINR problem with multiple linear transmit covariance constraints [68].

However, the results cannot be extended due to the lack of a convex reformulation of the relaxed problem. In [69], an explicit solution for the MISO max-min weighted SINR problem with multiple linear sum-power constraints has been provided based on network duality and nonlinear Perron-Frobenius theory. It has also been claimed in [69] that the solution can be extended to the MIMO problem when both the transmit and receive beamformers are optimized. This motivates us to investigate the max-min weighted SINR problem under a FD multi-user MIMO scenario, which has not been evaluated in the open literature yet.

Energy efficiency (EE), defined as bits/Joule delivered to the receivers, has also attracted much interest in the telecommunications community [70-80]. Increasing EE has become an important and urgent task. In relay communications, recent research efforts have focused on EE in half-duplex relay systems [71, 77-79, 81-83]. In this thesis, we also investigate EE of FD relay systems.

### 1.2 Thesis Organization

The rest of this thesis is divided into five chapters.
In Chapter 2, we consider an OFDMA multi-user cellular system with one FD base station (BS) communicating with multiple HD users in a bidirectional way. The UL and DL transmissions are coupled together due to the existence of the SI at the BS and the inter-user interference (IUI) from the UL users to the DL users. We aim to maximize the system sum-rate of UL and DL transmissions by optimally pairing the UL and DL users, and allocating the subcarriers and powers to these users. We formulate the problem as a mixed integer nonlinear programming prob-
lem. A two-layer iterative solution based on the dual method and the sequential parametric convex approximation (SPCA) method is proposed. It is referred to as the Dual-SPCA algorithm. The Dual-SPCA algorithm requires the IUI channel state information (CSI) to be available at the BS and hence a significant overhead is generated. To reduce the amount of overhead required, we assume that the IUI channel model is known at the BS and we design a location-aware resource allocation algorithm with limited CSI that maximizes the system sum-rate. Simulation results show that when SI is low, UL and DL user-pairing can provide significant improvement on the system sum-rate compared to the conventional unidirectional HD transmission. In addition, by considering two different network deployments, i.e., urban macro cell scenario and small cell scenario, we show that the improvement of FD transmission over HD transmission highly depends on the channel parameters.

In Chapter 3, we jointly consider three different transmission modes in cooperative relay OFDMA systems, i.e., direct transmission mode, HD relay cooperative transmission mode and FD relay transmission mode. The joint optimization problem of transmission mode selection, subcarrier assignment, relay selection, subcarrierpairing as well as power allocation is investigated. We transform the binary assignment problem into a maximum weighted bipartite matching problem. Based on the dual method, we solve the joint power allocation and binary assignment problem iteratively. Specifically, since the direct link is considered to be interference in the HD relay transmission mode, the power allocation problem in HD relay transmission mode is non-trivial. Thus, we provide a novel hierarchical dual method to solve the power allocation problem in FD relay transmission mode. In addition, in HD relay cooperative transmission mode, the joint transmission of both source and
relay is taken into account, and we provide a simple and insightful power allocation scheme. Results show that the overall system throughput can be significantly enhanced compared to previous works.

In Chapter 4, we investigate a max-min weighted SINR problem in a FD multiuser MIMO system, where a FD-capable base station equipped with multiple antennas communicates with multiple HD DL and UL users under the same system resources. Instead of optimizing the joint UL and DL max-min weighted SINR, we consider a more practical scenario where the DL minimum weighted SINR is maximized under specific SINR constraints for uplink users. Moreover, the optimization is conducted by jointly considering the base station transmit power, uplink transmit power, and base station transmit and receive beamforming. This optimization problem is therefore subject to multiple uplink SINR constraints and multiple transmit power constraints. Due to the SINR constraints, negative matrix components arise and hence the optimization problem cannot be solved by the Perron-Frobenius theory directly. With fixed base station transmit and receive beamforming, we first optimize the max-min weighted SINR problem under multiple uplink SINR constraints and a single power constraint, and show how the subgradient projection-based method can be applied to optimize the problem under multiple-power-constraint conditions. Then we derive the network duality of the same problem, i.e., fixed base station transmit/receive beamforming with multiple uplink SINR constraints and a single power constraint. To solve the original problem, we propose an optimization algorithm that iteratively updates (i) the transmit power vector and receive beamforming in the primal domain, and (ii) the dual transmit power vector and transmit beamforming in the dual domain. Moreover,
the algorithm, which is also based on the subgradient projection-based method, is proven to converge under appropriate initialization parameters. With network duality, we avoid optimizing coupled transmit beamforming in the primal domain and instead are able to optimize individual transmit beamformers easily in the dual domain. Simulation results show that our proposed algorithm has a fast convergence rate and leads to a better performance compared to other optimization techniques that do not jointly considered all parameters.

In Chapter 5, energy efficiency of a FD relay system under the total power constraint and fixed circuitry power consumption is studied. An optimization problem is formulated towards maximizing the system energy efficiency. Unfortunately, this problem is non-trivial and cannot be solved by conventional fractional programming methods, such as the Dinbelbach's method. To resolve this issue, an algorithm called sequential parametric convex approximation-Dinbelbach is proposed. Simulation results show that the proposed algorithm can converge to the global optimum very quickly.

Finally, Chapter 6 concludes this thesis and outlines some possible future directions.

## Chapter 2

## Full-Duplex OFDMA Multi-user <br> Cellular Systems: Resource Allocation and User Pairing

In this chapter, we investigate a FD multi-user OFDMA system consisting of one FD BS, multiple UL users and multiple DL users. As the SI cancellation technologies required for implementing the FD transmission are highly complex, we assume that FD is only implemented at BS but not at UL and DL users. In other words, the UL and DL transmissions of all users are performed in a HD mode. Since BS operates in the FD mode, it can communicate with a pair of HD UL and DL users using the same subcarrier. In order to maximize the system sum-rate, we consider the joint optimization of subcarrier allocation, power allocation, and UL and DL user-pairing by taking into account the SI at the BS and IUI from the UL users to the DL users. We aim to maximize the system sum-rate of all UL and DL transmissions.

In a FD OFDMA system, the channels are considered as interference-limited channels due to the existence of SI and IUI. Hence, UL transmissions and DL transmissions over the same subcarrier are coupled together. As a result, conventional OFDMA resource allocation algorithms and power allocation algorithms applicable to individual UL or DL transmissions cannot be applied here. While the paired UL and DL transmissions can be modeled as an interference channel and the power control scheme in an interference channel has been solved by some previous works [84, 85], the problem in our model is highly sophisticated. For instance, the allocated power over each subcarrier for each UL user is not only limited by the individual power constraint but is also dependent on IUI and SI. In our model, subcarrier allocation, power allocation and user-pairing are being tangled and coupled together, leading to a mixed integer nonlinear programming problem (MINLP).

To tackle the aforementioned problem, we apply the dual method [86] and the sequential parametric convex approximation (SPCA) method [87]. Specifically, we propose a two-layer iterative algorithm called Dual-SPCA algorithm to solve the MINLP problem. The Dual-SPCA algorithm requires full IUI channel state information (CSI) to be available at the BS and hence generates a significant amount of overhead. To overcome this issue, we further propose an algorithm that does not require full IUI CSI - a location-aware resource allocation algorithm with limited CSI (we abbreviate it as location-aware algorithm with limited CSI). The algorithm makes use of the user locations to estimate the IUI, and formulates and solves the scenario as a chance-constrained problem.

The rest of this chapter is organized as follows. Section 2.1 describes the system model and problem formulation. Section 2.2 presents the Dual-SPCA algorithm with


Figure 2.1: A single cell OFDMA system model with FD BS.
full CSI and Section 2.3 describes the location-aware algorithm. Section 2.4 provides and discusses the numerical results and Section 2.5 gives a summary.

### 2.1 System Model and Problem Formulation

We consider the multi-user OFDMA system shown in Fig. 2.1, where each subcarrier experiences independent flat fading. The system consists of a BS, multiple UL and DL users. The BS operates in the FD mode while all the users operate in the HD mode. We assume that the channel coefficients experience both path loss and short-
term fading. The path loss is a function of distance $d$ and is denoted by $\mathrm{pl}(d)$ while the short-term fading of all channels is assumed to be Rayleigh independent and identically distributed (i.i.d.) with unit parameter. We further define the following symbols.

- $B$ : base station
- $U_{m}: m$-th UL user
- $D_{n}$ : $n$-th DL user
- $K$ : number of subcarriers
- $M$ : number of UL users
- $N$ : number of DL users
- $\mathcal{K}=\{1, \ldots, K\}$
- $\mathcal{M}=\{1, \ldots, M\}$
- $\mathcal{N}=\{1, \ldots, N\}$
- $k \in \mathcal{K}$ : subcarrier index
- $m \in \mathcal{M}$ : UL-user index
- $n \in \mathcal{N}:$ DL-user index
- $\sigma_{B}^{2}$ : noise power at BS over each subcarrier
- $\sigma_{D, n}^{2}$ : noise power at $n$-th DL user over each subcarrier
- $h_{B, n, k}$ : complex channel coefficient of the link between $B$ and $D_{n}$ over subcarrier $k$
- $h_{m, B, k}$ : complex channel coefficient of the link between $U_{m}$ and $B$ over subcarrier $k$
- $h_{m, n, k}$ : complex channel coefficient of the link between $U_{m}$ and $D_{n}$ over subcarrier $k$
- $h_{B, B, k}$ : SI channel coefficient at the BS over subcarrier $k$ and is modeled as $h_{S I} / \sqrt{\tau}$, where $\tau$ is the SI attenuation and $h_{S I} \sim \mathcal{C N}(0,1)^{1}$
- $p_{m, B, k}$ : transmit power level of $U_{m}$ to $B$ over subcarrier $k$
- $p_{B, n, k}$ : transmit power level of $B$ to $U_{n}$ over subcarrier $k$
- $\alpha_{B, n, k}=\left|h_{B, n, k}\right|^{2} / \sigma_{D, n}^{2}$ : effective channel gain between $B$ and $D_{n}$ over subcarrier $k$
- $\alpha_{m, B, k}=\left|h_{m, B, k}\right|^{2} / \sigma_{B}^{2}$ : effective channel gain between $U_{m}$ and $B$ over subcarrier $k$
- $\alpha_{m, n, k}=\left|h_{m, n, k}\right|^{2} / \sigma_{D, n}^{2}$ : effective channel gain between $U_{m}$ and $D_{n}$ over subcarrier $k$
- $\alpha_{B, B, k}=\left|h_{B, B, k}\right|^{2} / \sigma_{B}^{2}$ : effective SI channel gain at the BS over subcarrier $k$

In this system, we consider the following policy for subcarrier allocation and user-pairing.

[^0]Policy: Since $B S$ operates in the FD mode, it can communicate with a UL user and a DL user over each subcarrier simultaneously. Therefore, UL users can form pairs with $D L$ users. Then the UL user and DL user in each pair form a FD link and communicate with BS simultaneously. In our OFDMA system, each subcarrier can only be assigned to exactly one UL user and/or one DL user. However, each UL user or DL user can be assigned with multiple subcarriers.

Let us assume that the UL user $U_{m}$ and the DL user $D_{n}$ are paired over subcarrier $k$. the corresponding UL rate and DL rate (in bits/s/Hz) of the OFDM transmission, denoted by $R_{m, B, k}$ and $R_{B, n, k}$, respectively, can be expressed as

$$
\begin{align*}
R_{m, B, k} & =\log \left(1+\frac{\alpha_{m, B, k} p_{m, B, k}}{\alpha_{B, B, k} p_{B, n, k}+1}\right)  \tag{2.1}\\
R_{B, n, k} & =\log \left(1+\frac{\alpha_{B, n, k} p_{B, n, k}}{\alpha_{m, n, k} p_{m, B, k}+1}\right) \tag{2.2}
\end{align*}
$$

(Unless otherwise stated, the $\log$ function has a base of 2.) Our objective is to maximize the total system transmission sum-rate subject to a set of constraints.

We assume that the BS and UL users are power-limited. Denoting $P_{B}$ and $P_{U, m}$ as the maximum transmission powers of the BS and UL user $U_{m}$, respectively, we then have the following power constraints.

BS power constraint

$$
\begin{equation*}
\sum_{k=1}^{K} \sum_{n=1}^{N} p_{B, n, k} \leq P_{B} \tag{2.3}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{k=1}^{K} p_{m, B, k} \leq P_{U, m} \quad \forall m \in \mathcal{M} \tag{2.4}
\end{equation*}
$$

To represent the Policy as a mathematical equation, we denote $t_{m, n, k} \in\{0,1\}$ as the subcarrier and user-pairing assignment. If the subcarrier $k$ is assigned to the user pair $(m, n)$, then $t_{m, n, k}=1$; otherwise $t_{m, n, k}=0$. Then the policy can be formulated as the following constraint.

Joint subcarrier-and-user-pairing-assignment constraint

$$
\begin{equation*}
\sum_{n=1}^{N} \sum_{m=1}^{M} t_{m, n, k}=1 \quad \forall k \in \mathcal{K} \tag{2.5}
\end{equation*}
$$

The above constraint indicates that each subcarrier should be allocated to one and only one user-pair. However, the UL/DL user may or may not use the assigned subcarrier, depending on the allocated power being positive or zero. In other words, each subcarrier may practically be used by (i) one UL user and one DL user; (ii) only one UL user; (iii) only one DL user; and (iv) none of the UL/DL users. Thus, the allocated powers and $t_{m, n, k}$ jointly indicate the transmission status of the UL/DL users over each subcarrier $k$. Table 2.1 summarizes the detailed UL/DL transmission status over each subcarrier by jointly considering allocated powers, and subcarrier and user-pairing assignments ${ }^{2}$.

Lemma 2.1. Given $M \geq K$ in the optimal subcarrier allocation scheme that max-

[^1]imizes the system sum-rate, there always exists an UL transmission or a DL transmission or both over each subcarrier.

Proof. We prove by contradiction. Assume that there is neither UL nor DL transmissions in a certain subcarrier $k^{*}$, i.e. $p_{m, B, k^{*}}=0 \forall m \in \mathcal{M}$ and $p_{B, n, k^{*}}=0 \forall n \in \mathcal{N}$. As each subcarrier can be allocated to at most one UL user, there exists at least one UL user $U_{m}$ which is not assigned with any subcarrier (because $M \geq K$ ). Since there is no transmission in subcarrier $k^{*}, U_{m}$ can use the subcarrier $k^{*}$ for UL transmission and hence to increase the system sum-rate. Such a scenario is contradictory to the assumption and Lemma 2.1 is hence proved.

To maximize the system sum-rate, we need to optimize the power allocation among subcarriers $\left(p_{m, B, k}, p_{B, n, k}\right) \forall m, n, k$ subject to the constraints (2.3) and (2.4); and to optimize the joint subcarrier and user-pairing assignments $t_{m, n, k} \forall m, n, k$ subject to the constraint (2.5). Such an optimization problem will be solved by the BS and the resulting allocation information will be sent to each user.

Defining $\boldsymbol{p}$ as $\left\{p_{m, B, k}, p_{B, n, k} \mid n \in \mathcal{N}, m \in \mathcal{M}, k \in \mathcal{K}\right\}$ and $\boldsymbol{t}$ as $\left\{t_{m, n, k} \mid m \in\right.$ $\mathcal{M}, n \in \mathcal{N}, k \in \mathcal{K}\}$, we seek the joint optimization of $\boldsymbol{p}$ and $\boldsymbol{t}$ to maximize the system transmission rate subject to the power and subcarrier assignment constraints, i.e.,

$$
\begin{align*}
\text { P1: } \max _{p, t} & \sum_{k=1}^{K} \sum_{n=1}^{N} \sum_{m=1}^{M} t_{m, n, k}\left(R_{m, B, k}+R_{B, n, k}\right)  \tag{2.6}\\
\text { s.t. } & (2.3),(2.4) \text { and }(2.5) .
\end{align*}
$$

Note that we only consider the instantaneous sum-rate as the performance metric. In other words, messages are transmitted separately over each channel realization.

Table 2.1: The Transmission Status of $U_{m}$ and $D_{n}$ over subcarrier $k$ when $t_{m, n, k}=1$ or 0 .

| $p_{m, B, k}$ | $p_{B, n, k}$ | $U_{m}$ Status | $D_{n}$ Status | $t_{m, n, k}=1$ | $t_{m, n, k}=0$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| non-zero | non-zero | on | on | Possible (when SI is low and IUI is low) | Not possible |
| non-zero | 0 | on | off | Possible (when SI is very high or DL rate is very low after BS transmit power is turned on) | Possible (when subcarrier $k$ is assigned to UL user $m$ and DL user $n^{\prime}$ where $\left.n \neq n^{\prime}\right)$ |
| 0 | non-zero | off | on | Possible (when IUI is very high or UL rate is very low after UL user $U_{m}$ transmit power is turned on) | $\begin{aligned} & \text { Possible (when } \\ & \text { subcarrier } k \text { is } \\ & \text { assigned to UL } \\ & \text { user } m^{\prime} \text { and DL } \\ & \text { user } n \text { where } \\ & m \neq m^{\prime} \text { ) } \end{aligned}$ |
| zero | zero | off | off | Possible only when $M<K$ in our system and all transmit powers have been used on other subcarriers; and not possible when $M \geq K$ | Possible (when subcarrier $k$ is assigned to UL user $m^{\prime}$ and DL user $n^{\prime}$ where $m \neq m^{\prime}$ and $\left.n \neq n^{\prime}\right)$ |

The ergodic sum-rate, of which the messages are encoded over a very long period of channel realizations, is beyond the scope of this chapter. For ease of notation, we use sum-rate instead of instantaneous sum-rate in the rest of the chapter.

### 2.2 Dual-SPCA Algorithm with Full CSI

We first consider the scenario when BS has the access to all global CSI, including UL-CSI, DL-CSI, SI-CSI and IUI-CSI ${ }^{3}$. The optimal solution $\{\boldsymbol{p}, \boldsymbol{t}\}$ to (2.6) requires solving a MINLP problem. The total $(M N)^{K}$ possibilities of subcarrier and userpairing assignment significantly complicate the problem when $K, M$ and $N$ are large. Fortunately, our optimization problem is a multiple subcarriers allocation problem and can be solved by using the dual method [86]. Moreover, the duality gap of the non-convex resource allocation problem is negligible when the number of subcarriers becomes sufficiently large, i.e., the solution is asymptotically optimal when $K$ is large. We propose a two-layer iterative algorithm called Dual-SPCA algorithm, which includes three main steps: (i) problem transformation; (ii) optimizing the dual function at given primal variables; (iii) optimizing primal variables at a given dual point. Details of the proposed Dual-SPCA algorithm are described as follows.

### 2.2.1 Problem Transformation

The problem under consideration is a mixed combinatorial and non-convex optimization problem. The combinatorial nature comes from the integer constraint for the subcarrier and user-pairing assignment strategy. In general, a brute force approach is needed to obtain the global optimal solution. In this chapter, we propose to tackle the integer constraint in (2.5) with the following lemma.

Lemma 2.2. (Optimality of the time-sharing relaxation): If we relax the subcarrier

[^2]and user-pairing variable $t_{m, n, k}$ in (2.5) to be a real value between zero and one, i.e., $0 \leq t_{m, n, k} \leq 1$, instead of a Boolean value, then the relaxed problem has the same solution as the original optimization problem in (2.6).

Proof. The above lemma can be proved by using a similar approach as in $[86,88]$.

To facilitate time-sharing the subcarrier and user-pairing variable $t_{m, n, k}$, we introduce two "virtual powers" variables $p_{m, B, k}^{(n)}$ and $p_{B, n, k}^{(m)}$. They are paired together and are defined as

$$
\begin{align*}
p_{m, B, k}^{(n)} & =t_{m, n, k} p_{m, B, k} \\
p_{B, n, k}^{(m)} & =t_{m, n, k} p_{B, n, k} . \tag{2.7}
\end{align*}
$$

The reason for proposing the concept of the virtual powers is to eliminate the integer factor $t_{m, n, k}$ and to decompose the optimization problem $\mathbf{P} 1$ into a solvable dual problem. The actual transmit powers are still $p_{B, n, k}$ and $p_{m, B, k}$, which can directly derived after the virtual powers $p_{B, n, k}^{(m)}$ and $p_{m, B, k}^{(n)}$ and the user-pairing variable $t_{m, n, k}$ are obtained in the Dual-SPCA algorithm. Thus using the virtual powers $p_{m, B, k}^{(n)}$ and $p_{B, n, k}^{(m)}$, the UL rate and the DL rate of the OFDM transmission over subcarrier $k$ can be re-defined as $R_{m, B, k}^{(n)}$ and $R_{B, n, k}^{(m)}$, which are re-expressed as

$$
\begin{align*}
R_{m, B, k}^{(n)} & =\log \left(1+\frac{\alpha_{m, B, k} p_{m, B, k}^{(n)}}{\alpha_{B, B, k} p_{B, n, k}^{(m)}+1}\right)  \tag{2.8}\\
R_{B, n, k}^{(m)} & =\log \left(1+\frac{\alpha_{B, n, k}^{(m)} p_{B, n, k}^{(m)}}{\alpha_{m, n, k} p_{m, B, k}^{(n)}+1}\right) \tag{2.9}
\end{align*}
$$

Then the BS and UL power constraints can be rewritten as follows.

$$
\begin{gather*}
\sum_{k=1}^{K} \sum_{n=1}^{N} \sum_{m=1}^{M} p_{B, n, k}^{(m)} \leq P_{B}  \tag{2.10}\\
\text { UL user power constraint } \\
\sum_{k=1}^{K} \sum_{n=1}^{N} p_{m, B, k}^{(n)} \leq P_{U, m}, \quad \forall m \in \mathcal{M} \tag{2.11}
\end{gather*}
$$

Hence the problem $\mathbf{P} 1$ can be transformed equivalently to

$$
\begin{align*}
\text { P2: } \max _{\hat{p}, t} & \sum_{k=1}^{K} \sum_{n=1}^{N} \sum_{m=1}^{M}\left(R_{m, B, k}^{(n)}+R_{B, n, k}^{(m)}\right)  \tag{2.12}\\
\text { s.t. } & (2.5),(2.10) \text { and (2.11) }
\end{align*}
$$

where $\hat{\boldsymbol{p}}$ is defined as $\left\{\left(p_{m, B, k}^{(n)}, p_{B, n, k}^{(m)}\right) \mid m \in \mathcal{M}, n \in \mathcal{N}, k \in \mathcal{K}\right\}$. It can be seen that the integer constraint for $t_{m, n, k}$ is eliminated.

### 2.2.2 Optimizing the dual function

We define $\mathcal{T}$ as the set of possible subcarrier and user-pairing assignments $\boldsymbol{t}$ satisfying (2.5). In addition, we define $\mathcal{P}(\boldsymbol{t})$ as the set of possible power allocations $\hat{\boldsymbol{p}}$ under the given $\boldsymbol{t}$. Then, the Lagrange dual problem P2 can be readily written as [89]

$$
\begin{equation*}
\min _{\lambda \geq 0} g(\boldsymbol{\lambda}) \triangleq \min _{\lambda \geq \mathbf{0}} \max _{\hat{p} \in \mathcal{P}(t), t \in \mathcal{T}} L(\hat{\boldsymbol{p}}, \boldsymbol{t}, \boldsymbol{\lambda}) \tag{2.13}
\end{equation*}
$$

where the Lagrangian is

$$
\begin{align*}
L(\hat{\boldsymbol{p}}, \boldsymbol{t}, \boldsymbol{\lambda})= & \sum_{k=1}^{K} \sum_{N=1}^{N} \sum_{m=1}^{M}\left(\log \left(1+\frac{\alpha_{m, B, k} p_{m, B, k}^{(n)}}{\alpha_{B, B, k} p_{B, n, k}^{(m)}+1}\right)\right. \\
& \left.+\log \left(1+\frac{\alpha_{B, n, k} p_{B, n, k}^{(m)}}{\alpha_{m, n, k} p_{m, B, k}^{(n)}+1}\right)\right) \\
& +\lambda_{B}\left(P_{B}-\sum_{k=1}^{K} \sum_{n=1}^{N} \sum_{m=1}^{M} p_{B, n, k}^{(m)}\right) \\
& +\sum_{m=1}^{M} \lambda_{U, m}\left(P_{U, m}-\sum_{k=1}^{K} \sum_{n=1}^{N} p_{m, B, k}^{(n)}\right) \tag{2.14}
\end{align*}
$$

and $\boldsymbol{\lambda}=\left\{\lambda_{B}, \lambda_{U, 1}, \cdots, \lambda_{U, M}\right\}$ represents the vector of the dual variables associated with the individual power constraints $\left\{P_{B}, P_{U, 1}, \cdots, P_{U, M}\right\}$.

Since a dual function is always convex by definition [89], gradient or subgradientbased methods can be used to minimize $g(\boldsymbol{\lambda})$ with a guaranteed convergence. We let $\hat{\boldsymbol{p}}^{*}(\boldsymbol{\lambda})$ be the optimal power allocation at a dual point (to be discussed in the next subsection). Then a subgradient of $g(\boldsymbol{\lambda})$ can be derived using a similar method as in [86] and the dual variables $\boldsymbol{\lambda}$ can be updated as

$$
\begin{align*}
& \lambda_{B}^{(l+1)}=\left[\lambda_{B}^{(l)}-\pi^{(l)}\left(P_{B}-\sum_{k=1}^{K} \sum_{n=1}^{N} \sum_{m=1}^{M} p_{B, n, k}^{(m) *}\right)\right]^{+}  \tag{2.15}\\
& \lambda_{U, m}^{(l+1)}=\left[\lambda_{U, m}^{(l)}-\pi^{(l)}\left(P_{U, m}-\sum_{k=1}^{K} \sum_{n=1}^{N} p_{m, B, k}^{(n) *}\right)\right]^{+} \tag{2.16}
\end{align*}
$$

where $[\star]^{+}$denotes $\max (0, \star)$, the superscript ${ }^{(l)}$ denotes the iteration number, and $\pi^{(l)}$ represents the step size. When the step size $\pi^{(l)}$ follows the diminishing policy in [90], the subgradient method above is guaranteed to converge to the optimal dual variables. Here, we just take the simple diminishing step, i.e., $\pi^{(l)}=\pi^{(0)} / \sqrt{l}$, where
$\pi^{(0)}>0$ is the initial step size. The computational complexity of such an updating method is polynomial in the number of dual variables $M+1$ [86].

### 2.2.3 Optimizing Primal Variables at a Given Dual Point

Computing the dual function $g(\boldsymbol{\lambda})$ involves determining the optimal $\left(\boldsymbol{p}^{*}, \boldsymbol{t}^{*}\right)$ at the given dual point $\boldsymbol{\lambda}$. In this subsection, we present the detailed derivation of the optimal primal variables in three phases. Before that, we rewrite (2.13) as

$$
\begin{align*}
g(\boldsymbol{\lambda})=\max & \left(\sum_{k=1}^{K} \sum_{n=1}^{N} \sum_{m=1}^{M} L_{m, n, k}\right. \\
& \left.+\lambda_{B} P_{B}+\sum_{m=1}^{M} \lambda_{U, m} P_{U, m}\right) \tag{2.17}
\end{align*}
$$

where

$$
\begin{align*}
L_{m, n, k}= & \log \left(1+\frac{\alpha_{m, B, k} p_{m, B, k}^{(n)}}{\alpha_{B, B, k} p_{B, n, k}^{(m)}+1}\right) \\
& +\log \left(1+\frac{\alpha_{B, n, k} p_{B, n, k}^{(m)}}{\alpha_{m, n, k} p_{m, B, k}^{(n)}+1}\right) \\
& -\lambda_{B} p_{B, n, k}^{(m)}-\lambda_{U, m} p_{m, B, k}^{(n)} \tag{2.18}
\end{align*}
$$

### 2.2.3.1 Optimal Power Allocation for a Given Subcarrier and User-pair Assignment

Here we analyze the optimal power allocation $\boldsymbol{p}^{*}$ for a given subcarrier and userpairing assignment $\boldsymbol{t}$. We suppose that a user-pair $(m, n)$ is assigned with the subcarrier $k$, i.e., $t_{m, n, k}=1$. Then the optimal power allocation over this combination
( $m, n, k$ ) can be determined by solving the following problem:

$$
\begin{align*}
& \max _{\left\{p_{m, B, k}^{(n)}, p_{B, n, k}^{(m)}\right\}} L_{m, n, k}  \tag{2.19}\\
& \text { s.t. } \quad p_{m, B, k}^{(n)} \geq 0, p_{B, n, k}^{(m)} \geq 0 . \tag{2.20}
\end{align*}
$$

Since $L_{m, n, k}$ is non-convex, it is very hard to obtain a closed-from expression of $p_{m, B, k}^{(n)}$ and $p_{B, n, k}^{(m)}$ based on the Karush-Kuhn-Tucker (KKT) conditions [89]. Since the power control algorithm is not our main concern, we simply utilize a local optimization method. The method performs a successive parametric convex approximation (SPCA) of $L_{m, n, k}$ and solves the problem iteratively. The solution process of the SPCA method that maximizes $L_{m, n, k}$ is shown in Appendix 2.A. The SPCA method has been proved to satisfy the KKT conditions [87], which form a sufficient condition to apply the dual method [86]. Finally, the optimal value of the Lagrangian function for a given subcarrier and user-pairing assignment $t_{m, n, k}$ is set as $L_{m, n, k}^{o}$.

### 2.2.3.2 Optimal Subcarrier and User-pairing Assignment

For a given subcarrier $k$, we select a user-pair as $\left(m_{k}, n_{k}\right)=\arg \max _{\forall m, n} L_{m, n, k}^{o}$ through exhaustive search of all possible $(M N)$ combinations. Then we set $t_{m_{k}, n_{k}, k}=$ 1 and $t_{m^{\prime}, n^{\prime}, k}=0$ for $m^{\prime} \neq m_{k}$ or $n^{\prime} \neq n_{k}$. It is not hard to verify that (2.5) is satisfied subsequently. Finally, the virtual powers $p_{m^{\prime}, B, k}^{\left(n^{\prime}\right)}$ and $p_{B, n^{\prime}, k}^{\left(m^{\prime}\right)}$ are set as zeros.

### 2.2.4 Optimality Analysis

In the outer iteration of our proposed Dual-SPCA algorithm, the dual method is used to optimize the dual variables based on a gradient-based method. In addition, in the inner iteration of our proposed Dual-SPCA algorithm, the SPCA method is guaranteed to converge to a KKT point [87]. Since a multiple subcarriers allocation problem solved by using the dual method is asymptotically optimal given the inner problem reaches a KKT point [86], we can conclude that our proposed Dual-SPCA algorithm is near-optimal.

### 2.3 Location-Aware Resource Allocation Algorithm with Limited CSI

In the previous section, we have assumed that the BS collects and processes all the instantaneous CSI information, including the UL-CSI, SI-CSI, DL-CSI and IUICSI. The UL-CSI and SI-CSI can be estimated by the BS directly. However, the DL-CSI and IUI-CSI are measured by the DL users and then fed back to the BS. Each of the $N$ DL users is required to measure $K$ DL-CSI and $M K$ IUI-CSI. Since $M \gg 1$, measuring the IUI-CSI and sending the information back to the BS requires considerable overhead. To overcome this problem, in this section we propose and investigate a sub-optimal IUI estimation algorithm. Instead of estimating and uploading the instantaneous IUI-CSI, each user only has to report its location based on the global positioning system (GPS) or some other means - to the BS periodically. We further assume that the BS has the prior knowledge of the prob-
ability density function (PDF) of the channel fading model between users. Then, the BS can make use of the user-locations information to estimate the IUIs and to allocate resources.

### 2.3.1 Problem Relaxation

According to the decomposition theory [91] and inspired by [92], we introduce a set of slack variables $\Gamma_{B, k}$ denoting the constraint of the self-interference of BS over subcarrier $k$, and $\Gamma_{n, k}$ denoting the constraint of the interference suffered by $D_{n}$ over subcarrier $k$. The vector $\boldsymbol{\Gamma}=\left\{\Gamma_{B, k}, \Gamma_{n, k} \mid n \in \mathcal{N}, k \in \mathcal{K}\right\}$ is similar to the concept of interference temperature in cognitive radios and here we refer to it as the interference-to-noise temperature (INRT) vector. Compared to the problem P1, the following problem decouples the subcarrier and user-pairing assignment into separable UL and DL user scheduling problem with the use of the INRT vector $\Gamma$ :

$$
\begin{equation*}
\max _{p, s, \Gamma} \sum_{k=1}^{K} \sum_{m=1}^{M} s_{m, B, k} R_{m, B, k}^{\prime}+\sum_{k=1}^{K} \sum_{n=1}^{N} s_{B, n, k} R_{B, n, k}^{\prime} \tag{2.21}
\end{equation*}
$$

s.t. (2.10) and (2.11)

$$
\begin{align*}
& \sum_{n=1}^{N} s_{B, n, k}=1 \text { and } \sum_{m=1}^{M} s_{m, B, k}=1 \quad \forall k  \tag{2.22}\\
& \sum_{n=1}^{N} \alpha_{B, B, k} p_{B, n, k} \leq \Gamma_{B, k} \forall k  \tag{2.23}\\
& \sum_{m=1}^{M} s_{B, n, k} s_{m, B, k} \alpha_{m, n, k} p_{m, B, k} \leq \Gamma_{n, k} \forall n, k \tag{2.24}
\end{align*}
$$

where

$$
\begin{align*}
R_{m, B, k}^{\prime} & =\log \left(1+\frac{\alpha_{m, B, k} p_{m, B, k}}{\Gamma_{B, k}+1}\right)  \tag{2.25}\\
R_{B, n, k}^{\prime} & =\log \left(1+\frac{\alpha_{B, n, k} p_{B, n, k}}{\Gamma_{n, k}+1}\right) \tag{2.26}
\end{align*}
$$

and $s_{B, n, k}$ and $s_{m, B, k}$ are, respectively, Boolean variables indicating scheduling of UL user and DL user over subcarrier $k$. Specifically, $s_{B, n, k}=1$ indicates that the DL user $D_{n}$ is scheduled over subcarrier $k$; otherwise $s_{B, n, k}=0 . s_{m, B, k}$ is also defined in a similar way. Here, the constraint (2.22) ensures that the subcarrier assignment and user scheduling satisfy the Policy; the constraint (2.23) guarantees that the actual self-interference-to-noise ratio over each subcarrier $k$ is below the INRT level $\Gamma_{B, k}$; and the constraint (2.24) indicates that for any DL user who is scheduled over each subcarrier $k$, the corresponding interference-to-noise ratio should be below the INRT $\Gamma_{n, k}$.

Since there is no instantaneous IUI-CSI available at the BS side, the constraint (2.24) may not be satisfied all the time. Hence, we consider a more realistic interference constraint called chance-constrained IUI, which specifies the minimum probability that the IUI interference constraint in (2.24) is satisfied. We introduce the concept of chance-constrained resource allocation which has been recently proposed in [93, 94]. The constraint (2.24) is then re-written as

$$
\begin{equation*}
\operatorname{Pr}\left\{\sum_{m=1}^{M} s_{B, n, k} s_{m, B, k} \alpha_{m, n, k} p_{m, B, k} \leq \Gamma_{n, k}\right\} \geq 1-\epsilon . \tag{2.27}
\end{equation*}
$$

The above inequality enforces that if DL user $D_{n}$ is scheduled over subcarrier $k$, the probability of the interference suffered by the DL user being smaller than INRT $\Gamma_{n, k}$
is no less than $1-\epsilon$. As a result, $\epsilon \in(0,1)$ denotes the maximum probability that the INRT $\Gamma_{n, k}$ is exceeded.

Lemma 2.3. Assuming that the long-term fading and the PDF of short-term fading of the IUI channel are known, the constraint (2.27) can be re-written as

$$
\begin{equation*}
\sum_{m=1}^{M} s_{B, n, k} s_{m, B, k} \tilde{\alpha}_{m, n, k} p_{m, B, k} \leq \Gamma_{n, k} \quad \forall n, k \tag{2.28}
\end{equation*}
$$

where $\tilde{\alpha}_{m, n, k}=\log \left(\frac{1}{\varepsilon}\right) / \operatorname{pl}\left(d_{m, n}\right) \sigma_{D_{n}}^{2}$.

Proof. Please refer to Appendix 2.B.

Subsequently for a given $\boldsymbol{\Gamma}$, the problem of (2.21) with the additional constraint (2.28) can be formulated as follows.

$$
\begin{array}{r}
\mathbf{P} 3(\boldsymbol{\Gamma}): \max _{\boldsymbol{p}, \boldsymbol{s}} \sum_{k=1}^{K} \sum_{m=1}^{M} s_{m, B, k} R_{m, B, k}^{\prime}+\sum_{k=1}^{K} \sum_{n=1}^{N} s_{B, n, k} R_{B, n, k}^{\prime} \\
\text { s.t. } \quad(2.10),(2.11),(2.22),(2.23) \text { and (2.28) }
\end{array}
$$

Note that without knowing full IUI-CSI, we cannot solve the optimization problem P1. Instead, we can estimate the chance-constrained interference based on limited CSI, i.e., IUI channel model and user locations, and transform problem P1 to problem P3. Obtaining the optimal solution $(\boldsymbol{p}, \boldsymbol{s})$ of problem $\mathbf{P} 3(\boldsymbol{\Gamma})$ requires solving a mixed integer programming problem. In Sections 2.3.2 and 2.3.3, we will show that by using the dual method, the problem can be solved iteratively with a fixed $\boldsymbol{\Gamma}$. Then, in Section 2.3.4, we will show that having solved the problem P3( $\boldsymbol{\Gamma})$, we can solve the master problem in (2.21) by updating the INRT vector $\boldsymbol{\Gamma}$.

### 2.3.2 Optimizing Dual Function

We define $\mathcal{S}$ as the set of possible subcarrier and user scheduling ( $s_{m, B, k}, s_{B, n, k}$ ) satisfying (2.22). In addition, we define $\mathcal{P}(\boldsymbol{s})$ as the set of all power allocations $\boldsymbol{p}$ that satisfy (i) $p_{m, B, k}>0$ for $s_{m, B, k}=1$, (ii) $p_{B, n, k}>0$ for $s_{B, n, k}=1$, (iii) $p_{m, B, k}=0$ for $s_{m, B, k}=0$, and (iv) $p_{B, n, k}=0$ for $s_{B, n, k}=0^{4}$. Then, the dual problem P3( $\left.\boldsymbol{\Gamma}\right)$ can be readily written as

$$
\begin{equation*}
\min _{\boldsymbol{\lambda}, \mu, \nu \geq 0} g(\boldsymbol{\lambda}, \boldsymbol{\mu}, \boldsymbol{\nu}) \triangleq \min _{\boldsymbol{\lambda}, \mu, \boldsymbol{\nu} \geq 0} \max _{\boldsymbol{p} \in \mathcal{P}(s), \boldsymbol{s} \in \mathcal{S}} L(\boldsymbol{p}, \boldsymbol{s}, \boldsymbol{\lambda}, \boldsymbol{\mu}, \boldsymbol{\nu}) \tag{2.29}
\end{equation*}
$$

where the Lagrangian is

$$
\begin{align*}
& L(\boldsymbol{p}, \boldsymbol{s}, \boldsymbol{\lambda}, \boldsymbol{\mu}, \boldsymbol{\nu})=\sum_{k=1}^{K} \sum_{m=1}^{M} \log \left(1+\frac{\alpha_{m, B, k} p_{m, B, k}}{\Gamma_{B, k}+1}\right) \\
& +\sum_{k=1}^{K} \sum_{n=1}^{N} \log \left(1+\frac{\alpha_{B, n, k} p_{B, n, k}}{\Gamma_{n, k}+1}\right) \\
& +\lambda_{B}\left(P_{B}-\sum_{k=1}^{K} \sum_{n=1}^{N} p_{B, n, k}\right) \\
& +\sum_{m=1}^{M} \lambda_{U, m}\left(P_{U, m}-\sum_{k=1}^{K} p_{m, B, k}\right) \\
& +\sum_{k=1}^{K} \mu_{B, k}\left(\Gamma_{B, k}-\sum_{n=1}^{N} \alpha_{B, B, k} p_{B, n, k}\right) \\
& +\sum_{k=1}^{K} \sum_{n=1}^{N} \nu_{n, k}\left(\Gamma_{n, k}-\sum_{n=1}^{N} \sum_{m=1}^{M} s_{B, n, k} \tilde{\alpha}_{m, n, k} p_{m, B, k}\right) \tag{2.30}
\end{align*}
$$

[^3]$\boldsymbol{\lambda}=\left\{\lambda_{B}, \lambda_{U, 1}, \cdots, \lambda_{U, M}\right\}$ represents the vector of the dual variables associated with the individual power constraints $\left\{P_{B}, P_{U, 1}, \cdots, P_{U, M}\right\} ; \boldsymbol{\mu}=\left\{\mu_{B, k} \mid k \in \mathcal{K}\right\}$ represents the vector of the dual variables associated with the individual INRT constraints $\left\{\Gamma_{B, k} \mid k \in \mathcal{K}\right\} ;$ and $\boldsymbol{\nu}=\left\{\mu_{n, k} \mid n \in \mathcal{N}, k \in \mathcal{K}\right\}$ represents the vector of the dual variables corresponding to the individual INRT constraints $\left\{\Gamma_{n, k} \mid n \in \mathcal{N}, k \in \mathcal{K}\right\}$.

As in Section 2.2.2, the updating rules of these dual variables are based on the subgradient method, i.e.,

$$
\begin{align*}
& \lambda_{B}^{(l+1)}=\left[\lambda_{B}^{(l)}-\pi_{1}^{(l)}\left(P_{B}-\sum_{k=1}^{K} \sum_{n=1}^{N} p_{B, n, k}^{*}\right)\right]^{+}  \tag{2.31}\\
& \lambda_{U, m}^{(l+1)}=\left[\lambda_{U, m}^{(l)}-\pi_{2}^{(l)}\left(P_{U, m}-\sum_{k=1}^{K} p_{m, B, k}^{*}\right)\right]^{+}  \tag{2.32}\\
& \mu_{B, k}^{(l+1)}=\left[\mu_{B, k}^{(l)}-\pi_{3}^{(l)}\left(\Gamma_{B, k}-\sum_{n=1}^{N} \alpha_{B, B, k} p_{B, n, k}^{*}\right)\right]^{+}  \tag{2.33}\\
& \nu_{n, k}^{(l+1)}=\left[\nu_{n, k}^{(l)}-\pi_{4}^{(l)}\left(\Gamma_{n, k}-\sum_{m=1}^{M} s_{B, n, k} \tilde{\alpha}_{m, n, k} p_{m, B, k}^{*}\right)\right]^{+}, \tag{2.34}
\end{align*}
$$

where the step size $\pi_{i}^{(l)}(i \in\{1,2,3,4\})$ follows the same diminishing policy described in Section 2.2.2. Note that the subgradient of $\nu_{n, k}$ highly depends on $s_{B, n, k}$. The physical implication is that if the subcarrier $k$ is assigned to DL user $D_{n}$, the UL transmit power would affect the estimated INRT and reduce the convergence speed of $\nu_{n, k}$. However, if the subcarrier $k$ is not assigned to DL user $D_{n}$, the corresponding constraint is always satisfied and the update process of $\nu_{n, k}$ can quickly converge to the optimal value.

### 2.3.3 Optimizing the Primal Variables at a Given Dual Point

By dual decomposition, the dual problem is decomposed into $(K \times M+K \times N)$ sub-problems, i.e.,

$$
\begin{align*}
g(\boldsymbol{\lambda}, \boldsymbol{\mu}, \boldsymbol{\nu})=\max & \left(\sum_{k=1}^{K} \sum_{m=1}^{M} L_{m, k}+\sum_{k=1}^{K} \sum_{n=1}^{N} L_{n, k}+\sum_{k=1}^{K} \mu_{B, k} \Gamma_{B, k}+\sum_{k=1}^{K} \sum_{n=1}^{N} \nu_{n, k} \Gamma_{n, k}\right. \\
& \left.+\lambda_{B} P_{B}+\sum_{m=1}^{M} \lambda_{U, m} P_{U, m}\right) \tag{2.35}
\end{align*}
$$

where

$$
\begin{gather*}
L_{m, k}=\log \left(1+\frac{\alpha_{m, B, k} p_{m, B, k}}{\Gamma_{B, k}+1}\right)-\left(\lambda_{U, m}+\sum_{n=1}^{N} \nu_{n, k} s_{B, n, k} \tilde{\alpha}_{m, n, k}\right) p_{m, B, k}  \tag{2.36}\\
L_{n, k}=\log \left(1+\frac{\alpha_{B, n, k} p_{B, n, k}}{\Gamma_{n, k}+1}\right)-\left(\lambda_{B}+\mu_{B, k} \alpha_{B, B, k}\right) p_{B, n, k} \tag{2.37}
\end{gather*}
$$

From (2.36), we can see that the sub-problem $L_{m, k}$ highly depends on the DL user scheduling $s_{B, n, k}$. However, the subproblem $L_{n, k}$ is independent of UL user scheduling. Hence, we can first optimize the power allocation and user scheduling of DL users and then optimize the power allocation and user scheduling of UL users. The optimal solution is further described in Lemma 2.4.

Lemma 2.4. The optimal power allocation and user scheduling for DL users and

UL users over any subcarrier $k$ are given as follows.

$$
\begin{align*}
& s_{B, n, k}^{*}=\left\{\begin{array}{cc}
1, & \text { if } n=\arg \max _{\forall n} L_{n, k}^{o} \\
0, & \text { otherwise }
\end{array}\right.  \tag{2.38}\\
& p_{B, n, k}^{*}=\left\{\begin{array}{cc}
{\left[\frac{1}{\lambda_{B}+\mu_{B, k} \alpha_{B, B, k}}-\frac{\Gamma_{n, k}+1}{\alpha_{B, n, k}}\right]^{+},} & \text {if } s_{B, n, k}^{*}=1 \\
0, & \text { if } s_{B, n, k}^{*}=0
\end{array}\right.  \tag{2.39}\\
& s_{m, B, k}^{*}=\left\{\begin{array}{cc}
1, & \text { if } m=\arg \max _{\forall m} L_{m, k}^{o} \\
0, & \text { otherwise }
\end{array}\right.  \tag{2.40}\\
& p_{m, B, k}^{*}=\left\{\begin{array}{cc}
{\left[\frac{1}{\lambda_{U, m}+\nu_{n_{k}, k} \tilde{k}_{m, n}, k}-\frac{\Gamma_{B, k}+1}{\alpha_{m, B, k}}\right]^{+},} & \text {if } s_{m, B, k}^{*}=1 \\
0, & \text { if } s_{m, B, k}^{*}=0
\end{array}\right. \tag{2.41}
\end{align*}
$$

$L_{m, k}^{o}$ and $L_{n, k}^{o}$ are defined as the optimal values of $L_{m, k}$ and $L_{n, k}$ with respect to the powers $p_{m, B, k}$ and $p_{B, n, k}$, respectively. $n_{k}$ is the optimal $D L$ user over subcarrier $k$.

Proof. Please refer to Appendix 2.C.

### 2.3.4 Optimizing Interference-to-Noise Ratio Temperature

Having solved the problem $\mathbf{P} 3(\boldsymbol{\Gamma})$, we then define the master problem as the function of updating the INRT vector $\boldsymbol{\Gamma}$, i.e.,

$$
\begin{align*}
\mathbf{P 3}^{\text {mas }}: \max _{\Gamma} & \mathbf{P 3}(\boldsymbol{\Gamma})  \tag{2.42}\\
\text { s.t. } & \boldsymbol{\Gamma} \geq 0 . \tag{2.43}
\end{align*}
$$

The master problem can be solved iteratively using a subgradient method and the following lemma suggests the subgradients for each $\Gamma_{B, k}$ and $\Gamma_{n, k}$.

Lemma 2.5. The subgradient of $\Gamma_{B, k}$ and $\Gamma_{n, k}$ in the master problem are given by, respectively,

$$
\begin{align*}
\Delta \Gamma_{B, k} & =-\frac{\alpha_{m_{k}, B, k} p_{m_{k}, B, k}^{*} /\left(1+\Gamma_{B, k}\right)}{\operatorname{In} 2\left(1+\Gamma_{B, k}+\alpha_{m_{k}, B, k} p_{m_{k}, B, k}^{*}\right)}+\mu_{B, k}^{*} \quad \forall k,  \tag{2.44}\\
\Delta \Gamma_{n, k} & =-\frac{\alpha_{B, n, k} p_{B, n, k}^{*} /\left(1+\Gamma_{n, k}\right)}{\operatorname{In} 2\left(1+\Gamma_{n, k}+\alpha_{B, n, k} p_{B, n, k}^{*}\right)}+\nu_{n, k}^{*} \quad \forall n, k \tag{2.45}
\end{align*}
$$

where $m_{k}$ is the selected UL user over subcarrier $k ; p_{m, B, k}^{*}$ and $p_{B, n, k}^{*}$ are given by (2.41) and (2.39), respectively; $\mu_{B, k}^{*}$ and $\nu_{n, k}^{*}$ are the optimal dual multipliers corresponding to the constraints (2.23) and (2.24), respectively.

Proof. Please refer to Appendix 2.D.

According to Lemma 2.5 , the BS has to update $K(N+1)$ INRTs after solving the relaxed $\mathbf{P 3}(\boldsymbol{\Gamma}) . \Gamma_{B, k}$ and $\Gamma_{n, k}$ are updated, respectively, using

$$
\begin{align*}
& \Gamma_{B, k}^{(l+1)}=\left[\Gamma_{B, k}^{(l)}+\varrho_{1}^{(l)} \Delta \Gamma_{B, k}\right]^{+} \quad \forall k  \tag{2.46}\\
& \Gamma_{n, k}^{(l+1)}=\left[\Gamma_{n, k}^{(l)}+\varrho_{2}^{(l)} \Delta \Gamma_{n, k}\right]^{+} \quad \forall n, k \tag{2.47}
\end{align*}
$$

where $\varrho_{i}^{(l)}(i \in\{1,2\})$ is a positive step size. The updating process is stopped when $\left|\Gamma_{B, k}^{(l+1)}-\Gamma_{B, k}^{(l)}\right| / \Gamma_{B, k}^{(l)} \leq \zeta$ and $\left|\Gamma_{n, k}^{(l+1)}-\Gamma_{n, k}^{(l)}\right| / \Gamma_{n, k}^{(l)} \leq \zeta$, where $\zeta$ is a sufficiently small convergence tolerance.

Remark: In the Dual-SPCA algorithm, all CSI information is available. The BS can therefore exhaustively consider all possible combinations of paired UL-DL users and determines the best user-pair over each subcarrier in order to achieve nearoptimal performance. Compared with the Dual-SPCA algorithm with full CSI, the
location-aware algorithm with limited CSI does not need the exact IUI-CSI of each subcarrier but requires the long-term fading and short-term fading PDF of the IUI channel. Only UL users of which the interference to the DL users are under the interference threshold with a certain probability are treated as potential candidates for pairing. Then, the best paired UL and DL users over each subcarrier are selected under the given interference threshold. Subsequently, by updating the interference threshold iteratively, we can find the ultimate paired users over each subcarrier. In summary, by introducing the interference threshold in the location-aware algorithm, we can first select a DL user over a given subcarrier and then find a UL user that can maximize the sum-rate over the subcarrier. This fact also leads to another advantage of the proposed location-aware algorithm, i.e., we can easily adopt a semi-distributed way to implement the location-aware algorithm.

### 2.4 Simulation Results

To quantify the potential benefit of the full-duplex transmission considered in this chapter, we evaluate the performance of the proposed algorithms under the 3GPP LTE specifications for both urban macro (UMa) cell and small cell deployments. The simulation parameters of an UMa cell and a small cell are taken from [95, 96] and listed in Table 2.2. The cell coverage area is assumed to be circular, as shown in Fig. 2.1. For an UMa cell, the radius is set to 2 km and all the channels are considered to be under the non-line-of-sight (NLOS) environment. By setting the heights of BS and users to 31 m and 1.5 m , respectively, above ground [96, Section.1.2.1.3], we

Table 2.2: System simulation parameters.

| Basic Parameters |  |
| :---: | :---: |
| Cellular Layout | Isolated Cell, 1-sector |
| Noise spectral density | $-174 \mathrm{dBm} / \mathrm{Hz}$ |
| Bandwidth | 10 MHz |
| Number of subcarriers | 32 |
| Center frequency | 2 GHz |
| Noise figure | 9 dB |
| Short-term fading | Standard Rayleigh fading |
| Parameters for UMa Cell |  |
| Cell area | The radius is 2 km |
| Path-loss of UL and DL channels | $122.5+35 \log _{10}(d)$ |
| Path-loss of IUI channels | $146.2+39.8 \log _{10}\left(d_{\text {IUI }}\right)$ |
| $P_{B S}-P_{U}$ | 20 dB |
| Parameters for Small Cell |  |
| Cell area | The radius is 100 m |
| Path-loss of UL and DL channels | $103.8+20.9 \log _{10}(d)$ |
| Path-loss of IUI channels | $145.4+37.5 \log _{10}\left(d_{\mathrm{IUI}}\right)$ |
| $P_{B S}-P_{U}$ | $3 \mathrm{~dB}^{2}$ |

obtain the path-loss models of the UL channels, DL channels, and the IUI channels ${ }^{5}$. Also, according to the suggestion in [95], the peak power constraints for UL users are the same and set to be 20 dB below the peak power constraint of BS. For a small cell, the radius is set to 100 m . Moreover, the DL and UL channels are assumed to experience a path-loss model for line-of-sight (LOS) communications while IUI channels are assumed to encounter a path-loss model for NLOS transmissions [97]. Furthermore, the peak power constraint for UL users are the same and set to be 3 dB below the peak power constraint of BS [95].

[^4]In addition to our proposed algorithms, the following four approaches are simulated.

- Half-Duplex Single User Selection (HD-SUS): For each subcarrier, only one UL or DL user is selected optimally based on the water-filling algorithm [98, 99]. In this approach, even if the total number of users is larger than the number of subcarriers, at most $K$ users are allowed to access to the network simultaneously.
- Equal Power Allocation (EPA): In this approach, we firstly set equal power for all subcarriers and select the best user-pair over each subcarrier. Supposing the $m$-th UL user $U_{m}$ is assigned with a total of $K_{m}$ subcarriers, we then divide the total transmit power $P_{U, m}$ equally among these subcarriers, i.e., we set $p_{m, B, k}=P_{U, m} / K_{m}$ if $t_{m, n, k}=1$.
- Random User-Pair Selection (RUPS): For each subcarrier, a random UL and DL user-pair is selected. Then power allocation is optimized at the given subcarrier and user-pairing assignment.
- Separately Maximizing UL transmissions and Maximizing DL transmissions (SMUMD): For each subcarrier, one UL user and one DL user are selected based on the water-filling algorithm. Then the UL transmissions and DL transmissions are maximized separately without taking IUI into account. In other words, SMUMD optimizes subcarrier assignment and power allocation without taking IUI into account.

A total of 5000 different channel realizations have been used. The number of subcarriers is set to $K=32$. The number of UL and DL users are set to $M=N=32$,


Figure 2.2: Average sum-rate versus BS transmit power with different SI attenuations $(\tau)$ under a UMa cell scenario.
which are the same as the number of subcarriers.


Figure 2.3: Average sum-rate versus BS transmit power with different SI attenuations $(\tau)$ under a small cell scenario.

### 2.4.1 Average Sum-rate Performance of the Proposed DualSPCA Algorithm with Full CSI at BS

We first study the average sum-rates achieved by different schemes with different SI attenuations $\tau$ under both UMa cell scenario and small cell scenario. The results
under the UMa cell scenario and the small cell scenario are plotted in Figs. 2.2 and 2.3, respectively. Based on the curves, we have the following observations.

- The average sum-rates of all algorithms increase with the BS transmit power.
- As expected, the average sum-rate of HD-SUS algorithm is independent of SI attenuation.
- Under FD transmissions, the average sum-rates of Dual-SPCA, EPA, RUPS and SMUMD algorithms increase with SI attenuation.
- Dual-SPCA algorithm outperforms the other four baseline approaches, i.e., HD-SUS, EPA, RUPS and SMUMD algorithms. Among the four FD transmission algorithms, their relative performance in decreasing order is as follows: Dual-SPCA, EPA, SMUMD, RUPS.
- When SI is large (e.g. 120 dB ), Dual-SPCA algorithm can outperform HD-SUS algorithm substantially. In particular, with 25 dBm BS transmit power and 120 dB SI attenuation, the proposed Dual-SPCA algorithm achieves about $60 \%$ average sum-rate improvement compared with the HD-SUS approach under an UMa cell environment and about $20 \%$ improvement under a small cell environment. The results also show that besides SI attenuation, other parameters such as cell environment are affecting the performance of FD transmissions.
- When SI attenuation is not large (e.g. 80 dB ), Dual-SPCA algorithm only slightly outperforms HD-SUS algorithm. When the SI attenuation is not large, the transmit DL signal at BS creates a substantial interference to the receive signal in the UL channel. Under such circumstances, the effectiveness of FD
transmissions is reduced and using FD transmissions becomes not much beneficial.
- Among the four FD transmission algorithms, our proposed Dual-SPCA is the best. Moreover, EPA and SMUMD are the second best and third best, respectively. The results show that ignoring IUI in the optimization process (as in SMUMD) produces a larger degradation (compared with Dual-SPCA) than not optimizing the power allocation (as in EPA). Thus, pairing up UL and DL users appropriately by considering IUI is an important step in FD transmissions. Furthermore, depending on the BS transmit power, SI attenuation and channel environment, EPA and SMUMD may or may not outperform HD-SUS.
- For a given SI attenuation, RUPS algorithm always provides the lowest average sum-rate among the five algorithms. The results indicate that randomly pairing UL and DL users followed by optimized power allocation gives the worst performance - even worse than HD-SUS - and hence should never be used in practice.

Based on the above observations, we can conclude that without both appropriate user-pairing and optimized power allocation, FD transmissions may be worse than HD transmissions in an OFDMA multi-user cellular system. To gain further insights out of the system under study, we plot the percentage sum-rate gain of our proposed Dual-SPCA algorithm over the HD-SUS approach in Fig. 2.4. The results show that when SI attenuation is low (below 80 dB ), there is not much gain when using Dual-SPCA compared with HD-SUS. It means that SI is causing much interference to the UL transmissions and FD transmissions cannot be utilized effectively. When SI attenuation increases from 90 dB to 120 dB , we can observe a


Figure 2.4: Average sum-rate gain of our proposed Dual-SPCA algorithm over HDSUS approach versus SI attenuation for different BS transmit powers under both UMa cell and small cell scenarios.
steep rise in the gain. It indicates that more and more FD transmissions are being utilized and our proposed Dual-SPCA algorithm are providing substantial sum-rate improvements over HD-SUS. When SI attenuation is beyond 130 dB , the gain becomes flat but less than $100 \%$. It shows that SI has become minimal, and all FD transmissions as well as the advantage of the Dual-SPCA algorithm have been fully realized. Moreover, due to the effect of IUI, the improvement of Dual-SPCA over HD-SUS cannot reach $100 \%$. In other words, if there were no IUI, FD transmissions can be fully utilized in the system and the average sum-rates should be twice that of

HD transmissions. For the same BS transmit power, we observe that the gain of our proposed Dual-SPCA algorithm under an UMa scenario is always higher than that under a small cell scenario. It is due to the larger sum-rates achieved by HD-SUS under a small cell scenario than under an UMa scenario (see Figs. 2.2 and 2.3). For the same reason, the ultimate gain (i.e., when SI attenuation is very large) increases with BS transmit power under an UMa scenario but decreases under a small cell scenario. The above results indicate that the improvement of sum-rates achieved by Dual-SPCA not only on depends SI attenuation, but is also related to the network deployment environment. It is because other factors such as cell radius, path-loss models and maximum transmit powers are influencing the IUI which in turn affects the DL transmission rate and hence the sum-rate.

In Figs. 2.5 and 2.6, we plot the average sum-rate of our proposed Dual-SPCA algorithm and SMUMD approach under a UMa scenario and a small cell scenario, respectively. Given a BS transmit power, we observe that the average sum-rate increases with SI attenuation and reaches a maximum after the SI attenuation is above a certain threshold. When SI attenuation increases, FD transmissions become more effective and hence the sum-rate increases. Above a certain SI attenuation, the effect of SI becomes very minimal and the change in sum-rate is negligible. Figs. 2.5 and 2.6 also show that the Dual-SPCA algorithm always outperforms the SMUMD approach under the same conditions. The main reason is that IUI has been considered in the Dual-SPCA algorithm but ignored in the SMUMD algorithm. Thus, we can conclude that IUI plays a major role in determining the performance of a FD multiuser OFDMA cellular system.

Fig. 2.7 plots the average sum-rate versus number of UL/DL users $(M=N)$


Figure 2.5: Average sum-rate of our proposed Dual-SPCA algorithm and SMUMD approach versus SI attenuation for different BS transmit powers under a UMa cell scenario.
when the number of subcarriers is 32 . We find that our proposed Dual-SPCA algorithm outperforms all other algorithms. We can also observe that all algorithms except RUPS generate increasing average sum-rate as the number of UL/DL users $(M=N)$ increases. When there are more users to select from during the pairing process, it is obvious that a better solution (except RUPS) can be found so as to generate a higher sum-rate. As for RUPS which pairs users up randomly, its average sum-rate is the lowest among all algorithms. Moreover, its sum-rate quickly becomes


Figure 2.6: Average sum-rate of our proposed Dual-SPCA algorithm and SMUMD approach versus SI attenuation for different BS transmit powers under a small cell scenario.
flat when the number of UL/DL users reaches 40 . It is because when the number of UL/DL users reaches a certain threshold (40 in this case), the pool of users become sufficiently large and the selection process becomes "random" enough. Increasing the number of users further will no longer increase the randomness and the sum-rate becomes almost constant.


Figure 2.7: Average sum-rate versus number of UL/DL users $(M=N)$ under a UMa cell scenario when the BS transmit power is 25 dBm and the number of subcarriers is 32 . SI attenuation $\tau=120 \mathrm{~dB}$.

### 2.4.2 Performance Comparison of the Proposed Dual-SPCA Algorithm and Location-Aware Algorithm

In this section, we further consider the case when the BS does not receive any IUICSI information from the users. Instead, the BS makes use of the location-aware sub-optimal algorithm to estimate the IUIs and to assign the subcarriers to users. Furthermore, the IUI for each user over each subcarrier should lie below the INRT threshold with a chance-constrained probability of $1-\epsilon$. The value of $1-\epsilon$ in fact
determines the confidence level of the system sum-rate. A larger value increases the confidence probability but at the same time reduces the system sum-rate. Thus, the effect of the value of $\epsilon$ needs to be investigated.

Since we focus on the effect of IUI in this section, we evaluate the system performance at a SI attenuation of 120 dB such that the effect of SI becomes negligible. We also use the "goodput", which is defined as bits/s/Hz successfully received [100, 101], as the performance metric when comparing the location-aware algorithm with limited CSI and the Dual-SPCA algorithm with full CSI. Figs. 2.8 and 2.9 plot the goodput of the two algorithms under an UMa cell scenario and a small cell scenario, respectively. From the results, we observe that the location-aware sub-optimal algorithm can achieve close performance as the Dual-SPCA near-optimal algorithm when the value of $\epsilon$ in the location-aware algorithm is around $-20 \mathrm{~dB}(=0.01)$. In Tables 2.3 and 2.4, we further plot the performance loss when $\epsilon=-20 \mathrm{~dB}$. Results show that the performance losses under all scenarios range between $4.7 \%$ and $8.4 \%$. Thus we conclude that our proposed location-aware algorithm, which does not require precise IUI-CSI but estimates IUI-CSI based on user locations, suffers from a small degradation in goodput compared with the Dual-SPCA near-optimal algorithm. Note that when the estimated IUI in a certain pair of UL and DL users for the location-aware algorithm is higher than the actual IUI, it is easy to derive that the goodput of the location-aware algorithm is lower than the goodput of DualSPCA algorithm. In addition, when the estimated IUI in a certain pair of UL and DL users for the location-aware algorithm is lower than the actual IUI, the goodput of the location-aware algorithm would be in outage such that the goodput of the location-aware algorithm is lower than the goodput of Dual-SPCA algorithm. That


Figure 2.8: Goodput versus $\epsilon$ for Dual-SPCA near-optimal algorithm and locationaware sub-optimal algorithm under a UMa cell scenario.
is why the goodput of the location-aware algorithm is lower than that of Dual-SPCA algorithm.

### 2.4.3 Feedback Overhead and Computational Complexity Analysis

We now give a brief analysis of the overhead complexity of the proposed DualSPCA algorithm with full CSI and location-aware algorithm with limited CSI. We


Figure 2.9: Goodput versus $\epsilon$ for Dual-SPCA near-optimal algorithm and locationaware sub-optimal algorithm under a small cell scenario.
first analyze the system feedback requirement. The Dual-SPCA algorithm with full CSI requires $\mathcal{O}(K M N+K N)$ measurements fed back from the DL users in order to obtain the global CSI while the location-aware algorithm with limited CSI only requires $K N$ such measurements. Thus the sub-optimal algorithm requires much less feedback overhead than the near-optimal algorithm.

In Table 2.5, we further list the system feedback requirement of all algorithms, i.e., Dual-SPCA/location-aware/HD-SUS/EPA/RUPS/SMUND algorithms. The results indicate that (i) Dual-SPCA and EPA algorithms require the same and

Table 2.3: Goodput of Dual-SPCA algorithm and location-aware algorithm under an UMa cell scenario.

| $P_{B}(\mathrm{dBm})$ | Average goodput (bits/s/Hz) |  | Loss |
| :---: | :---: | :---: | :---: |
|  | Dual-SPCA | Location-Aware |  |
| 5 | 3.44 | 3.15 | $8.4 \%$ |
| 15 | 8.40 | 7.83 | $6.8 \%$ |
| 25 | 13.53 | 12.72 | $6 \%$ |
| 35 | 18.20 | 17.21 | $5.5 \%$ |
| 45 | 21.66 | 20.65 | $4.7 \%$ |

Table 2.4: Goodput of Dual-SPCA algorithm and location-aware algorithm under a small cell scenario.

| $P_{B}(\mathrm{dBm})$ | Average goodput (bits/s/Hz) |  | Loss |
| :---: | :---: | :---: | :---: |
|  | Dual-SPCA | Location-Aware |  |
| -15 | 9.29 | 8.54 | $8.1 \%$ |
| -5 | 13.84 | 12.89 | $6.9 \%$ |
| 5 | 17.82 | 16.68 | $6.3 \%$ |
| 15 | 21.44 | 20.26 | $5.5 \%$ |
| 25 | 24.09 | 22.88 | $5.1 \%$ |

largest amount of feedback measurements; (ii) location-aware, HD-SUS and SMUND algorithms require the same and moderate amount of feedback measurements; and (iii) RUPS algorithm requires the least feedback.

Next we analyze the computational complexity of all algorithms.

- In the Dual-SPCA algorithm with full CSI, the computational complexity for the outer iteration is $\mathcal{O}\left((M+1) T_{o}\right)$ where $T_{o}$ is the number of outer iterations; and the computational complexity for the inner iteration is $\mathcal{O}\left(K M N T_{i}\right)$ where $T_{i}$ is the number of inner iterations. Hence, the overall computational complexity of the Dual-SPCA algorithm with full CSI is $\mathcal{O}\left(K M N T_{i}((M+1)) T_{o}\right) \approx$

Table 2.5: System Feedback Requirement of Different Algorithms

| Algorithm | Feedback Requirement |
| :---: | :---: |
| Dual-SPCA | $\mathcal{O}(K M N+K N)$ |
| Location-Aware | $\mathcal{O}(K N)$ |
| HD-SUS | $\mathcal{O}(K N)$ |
| EPA | $\mathcal{O}(K M N+K N)$ |
| RUPS | $\mathcal{O}(K)$ |
| SMUND | $\mathcal{O}(K N)$ |

$\mathcal{O}\left(K M^{2} N\right)$.

- In the location-aware algorithm with limited CSI, the computational complexity for updating INRT in the outer iteration is $\mathcal{O}\left(K(N+1) T_{o}^{\prime}\right)$ where $T_{o}^{\prime}$ is the number of outer iterations. The computational complexity for solving the sub-problem in the inner iteration is $\mathcal{O}\left(K(N+1) T_{i}^{\prime}+(M+1) T_{i}^{\prime}+2(M+N) K\right)$ where $K(N+1) T_{i}^{\prime}$ is the number of updated dual variables corresponding to the INRT constraint, $(M+1) T_{i}^{\prime}$ is the number of updated dual variables corresponding to the power constraint, $2(M+N) K$ is the number of water-filling calculations and user scheduling, and $T_{i}^{\prime}$ is the number of inner iterations. Finally, the overall computational complexity of the sub-optimal algorithm is $\mathcal{O}\left(\left(K(N+1) T_{i}^{\prime}+(M+1) T_{i}^{\prime}+2 K(M+N)\right) K(N+1) T_{o}^{\prime}\right) \approx \mathcal{O}\left(2 K^{2}(M+N)\right)$.
- In the HD-SUS algorithm, the computational complexity is proportional to the number of water-filling calculations and user scheduling, i.e., $\mathcal{O}(K(M+N))$.
- In the EPA algorithm, the computational complexity is proportional to the number of user pairing without power allocations, i.e., $\mathcal{O}(K M N)$.
- In the RUPS algorithm, the computational complexity is proportional to the

Table 2.6: Computational Complexity of Different Algorithms

| Algorithm | Computational Complexity |
| :---: | :---: |
| Dual-SPCA | $\mathcal{O}\left(K M^{2} N\right)$ |
| Location-Aware | $\mathcal{O}\left(2 K^{2}(M+N)\right)$ |
| HD-SUS | $\mathcal{O}(K(M+N))$ |
| EPA | $\mathcal{O}(K M N)$ |
| RUPS | $\mathcal{O}(K)$ |
| SMUND | $\mathcal{O}(K(M+N))$ |

number of power allocation calculations in all subcarriers, i.e., $\mathcal{O}(K)$.

- In the SMUND algorithm, the computational complexity is proportional to the number of water-filling calculations and user scheduling, i.e., $\mathcal{O}(K(M+N))$

The complexities of the algorithms are further summarized in Table 2.6. We can observe that the location-aware algorithm with limited CSI has a lower computational complexity than the Dual-SPCA algorithm with full CSI when $M$ and $N$ are very large. Moreover, the Location-Aware algorithm and Dual SPCA algorithm, which can achieve higher sum-rates compared with HD-SUS/EPA/RUPS/SMUND algorithms, require higher computational complexities.

### 2.5 Summary

In this chapter, we have investigated a full-duplex multiuser OFDMA cellular system. We have optimized the system sum-rate with respect to subcarrier allocation, power allocation, and UL and DL user-pairing. By integrating the dual method and the SPCA method, we have solved the optimization problem in a two-layer iterative way. We have shown that when the self-interference attenuation is high (i.e.,
self-interference is low), using full duplex can substantially increase the system sumrate. We have also found that user-pairing can substantially reduce the inter-user interference and hence improve the system sum-rate. In addition, by considering two different network deployments, i.e., urban macro cell scenario and small cell scenario, we show that the improvement of full-duplex transmission over half-duplex transmission also depends on the cell size and channel parameters. Furthermore, we have presented a location-aware algorithm which requires less channel state information and has a lower computational complexity than the dual-SPCA algorithm.

## Appendix 2.A SPCA solution to maximize $L_{m, n, k}$

To solve the non-convex optimization problem, we apply the SPCA method in [87]. The basic principle of the SPCA method is to replace the non-convex function by its convex upper bound and to iteratively solve the resulting problem by judiciously updating the variables in the convex approximation until convergence. This convex upper bound should also have two properties [87].

Lemma 2.6. Consider a non-convex function $g(\boldsymbol{x})$. If the function $G(\boldsymbol{x}, \boldsymbol{y})$ replaces $g(\boldsymbol{x})$ in the SPCA method, $G(\boldsymbol{x}, \boldsymbol{y})$ should have the following two properties:
i) for any $\boldsymbol{x}, g(\boldsymbol{x}) \leq G(\boldsymbol{x}, \boldsymbol{y}) \quad \forall \boldsymbol{y}>0$;
ii) for a given feasible point $\boldsymbol{x}_{\mathbf{0}}$, there exists $\boldsymbol{y}=\psi\left(\boldsymbol{x}_{\mathbf{0}}\right)$ satisfying $g(\boldsymbol{x})=$ $G(\boldsymbol{x}, \boldsymbol{y})$ and $\nabla g(\boldsymbol{x})=\nabla G(\boldsymbol{x}, \boldsymbol{y})$.

Proof. Refer to [87].

Additionally, it has been proven that the convergence of the SPCA method
always exists and the convergent point satisfies the KKT conditions theoretically [87].

Now, we describe the solution process to maximize $L_{m, n, k}$. For simplicity, $p_{m, B, k}^{(n)}$ and $p_{B, n, k}^{(m)}$ are replaced by $p_{1}$ and $p_{2}$, respectively. Similarly $\alpha_{m, B, k}, \alpha_{m, n, k}$, $\alpha_{B, n, k}$ and $\alpha_{B, B, k}$ are replaced by $\alpha_{1}, \alpha_{1}^{\prime}, \alpha_{2}$ and $\alpha_{2}^{\prime}$, respectively. $\lambda_{U, m}$ and $\lambda_{B}$ are replaced by $\lambda_{1}$ and $\lambda_{2}$, respectively. We use the first-order inequality $\log (1+x) \leq$ $\log (1+y)+(x-y) /(1+y)$ for $x \geq 0$ where $y$ is an arbitrary operating point. Then, $L_{m, n, k}$ in (2.18) is lower bounded by

$$
\begin{align*}
L\left(p_{1}, p_{2}\right) & \geq \log \left(1+\alpha_{1} p_{1}+\alpha_{2}^{\prime} p_{2}\right)+\log \left(1+\alpha_{1}^{\prime} p_{1}+\alpha_{2} p_{2}\right) \\
& -\log \left(1+\alpha_{2}^{\prime} y_{2}\right)-\frac{\alpha_{2}^{\prime}\left(p_{2}-y_{2}\right)}{1+\alpha_{2}^{\prime} y_{2}} \\
& -\log \left(1+\alpha_{1}^{\prime} y_{1}\right)-\frac{\alpha_{1}^{\prime}\left(p_{1}-y_{1}\right)}{1+\alpha_{1}^{\prime} y_{1}} \\
& -\lambda_{2} p_{2}-\lambda_{1} p_{1}=L_{L B} . \tag{2.48}
\end{align*}
$$

It is not hard to verify that this inequality satisfies the two properties defined in Lemma 2.6. Also the right hand side of this inequality is a convex function [89]. According to the SPCA method, in each iteration, $y_{1}^{(l+1)}$ and $y_{2}^{(l+1)}$ is updated by $p_{1}^{(l)}$ and $p_{2}^{(l)}$, respectively, where $l$ represents the $l$-th iteration. One can use the interior-point method (or other convex optimization method) to obtain the optimal values $p_{1}^{(l)}$ and $p_{2}^{(l)}$ that maximize $L_{L B}^{(l)}$ in each iteration. However, we can give a closed-form solution of the lower-bounded optimization problem alternatively. For simplicity, we omit the superscript in the following derivation.

The partial derivative of $L_{L B}$ over $p_{1}$ and $p_{2}$ are given by, respectively,

$$
\begin{align*}
& \frac{\partial L_{L B}}{\partial p_{1}}=\alpha_{1} Q+\alpha_{1}^{\prime} T-\frac{\alpha_{1}^{\prime}}{1+\alpha_{1}^{\prime} y_{1}}-\lambda_{1}  \tag{2.49}\\
& \frac{\partial L_{L B}}{\partial p_{2}}=\alpha_{2}^{\prime} Q+\alpha_{2} T-\frac{\alpha_{2}^{\prime}}{1+\alpha_{2}^{\prime} y_{2}}-\lambda_{2} \tag{2.50}
\end{align*}
$$

where $Q=1 /\left(\left(1+\alpha_{1} p_{1}+\alpha_{2}^{\prime} p_{2}\right) \log _{e} 2\right)$ and $T=1 /\left(\left(1+\alpha_{1}^{\prime} p_{1}+\alpha_{2} p_{2}\right) \log _{e} 2\right)$.
Defining $\tilde{\lambda}_{1}=\left(\frac{\alpha_{1}^{\prime}}{1+\alpha_{1}^{\prime} y_{1}}+\lambda_{1}\right) \log _{e} 2$ and $\tilde{\lambda}_{2}=\left(\frac{\alpha_{2}^{\prime}}{1+\alpha_{2}^{\prime} y_{2}}+\lambda_{2}\right) \log _{e} 2$, we divide the original problem that maximizes $L_{L B}$ with respect to $p_{1}$ and $p_{2}$ into four cases.

Case A : When $\tilde{\lambda}_{1} \geq \alpha_{1}+\alpha_{1}^{\prime}$ and $\tilde{\lambda}_{2} \geq \alpha_{2}+\alpha_{2}^{\prime}, L_{L B}$ is a decreasing function of both $p_{1}$ and $p_{2}$. Thus, we have $p_{1}=p_{2}=0$.

Case B : When $\tilde{\lambda}_{1} \geq \alpha_{1}+\alpha_{1}^{\prime}$ and $\tilde{\lambda}_{2}<\alpha_{2}+\alpha_{2}^{\prime}, L_{L B}$ (i) is a decreasing function of $p_{1}$, and (ii) increases then decreases as $p_{2}$ increases. Thus, we obtain (i) $p_{1}=0$ and (ii) a unique solution for $p_{2}$ by letting $\partial L_{L B} / \partial p_{2}=0$, i.e.,

$$
\begin{equation*}
p_{2}=\frac{1}{2 \tilde{\lambda}_{2} \alpha_{2} \alpha_{2}^{\prime}}\left(-\tilde{\lambda}_{2}\left(\alpha_{2}+\alpha_{2}^{\prime}\right)+2 \alpha_{2} \alpha_{2}^{\prime}+\sqrt{\left(\tilde{\lambda}_{2}\left(\alpha_{2}+\alpha_{2}^{\prime}\right)+2 \alpha_{2} \alpha_{2}^{\prime}\right)^{2}+4 \tilde{\lambda}_{2}^{2} \alpha_{2} \alpha_{2}^{\prime}}\right) . \tag{2.51}
\end{equation*}
$$

Case C : When $\tilde{\lambda}_{1}<\alpha_{1}+\alpha_{1}^{\prime}$ and $\tilde{\lambda}_{2} \geq \alpha_{2}+\alpha_{2}^{\prime}, L_{L B}$ is a decreasing function of $p_{2}$. Using a similar analysis as in Case B, we obtain (i) $p_{2}=0$ and (ii) $p_{1}$ as

$$
\begin{equation*}
p_{1}=\frac{1}{2 \tilde{\lambda}_{1} \alpha_{1} \alpha_{1}^{\prime}}\left(-\tilde{\lambda}_{1}\left(\alpha_{1}+\alpha_{1}^{\prime}\right)+2 \alpha_{1} \alpha_{1}^{\prime}+\sqrt{\left(\tilde{\lambda}_{1}\left(\alpha_{1}+\alpha_{1}^{\prime}\right)+2 \alpha_{1} \alpha_{1}^{\prime}\right)^{2}+4 \tilde{\lambda}_{1}^{2} \alpha_{1} \alpha_{1}^{\prime}}\right) . \tag{2.52}
\end{equation*}
$$

Case D : When $\tilde{\lambda}_{1}<\alpha_{1}+\alpha_{1}^{\prime}$ and $\tilde{\lambda}_{2}<\alpha_{2}+\alpha_{2}^{\prime}, L_{L B}$ increases then decreases
as both $p_{1}$ and $p_{2}$ increase. However, deriving the closed-form solution in this case is not straightforward. Hence, we give an iterative solution in this case. By letting $\partial L_{L B} / \partial p_{1}=\partial L_{L B} / \partial p_{2}=0$, we obtain

$$
\begin{align*}
& p_{1}=\left[\frac{1}{\tilde{\lambda}_{1}-\alpha_{1}^{\prime} T}-\frac{\alpha_{2}^{\prime} p_{2}^{\mathrm{pre}}}{\alpha_{1}}\right]^{+}  \tag{2.53}\\
& p_{2}=\left[\frac{1}{\tilde{\lambda}_{2}-\alpha_{2}^{\prime} Q}-\frac{\alpha_{1}^{\prime} p_{1}^{\mathrm{pre}}}{\alpha_{2}}\right]^{+} \tag{2.54}
\end{align*}
$$

where $p_{1}^{\text {pre }}$ and $p_{2}^{\text {pre }}$ are the values obtained in the previous iteration. In practice, we do not have to wait for full convergence and a single ascent step is sufficient before updating.

To sum up, the entire algorithm is listed in Algorithm 1.

## Appendix 2.B Proof of Lemma 2.3

According to the constraint (2.22), only one UL user and one DL user can be scheduled over subcarrier $k$. Assuming that the scheduled UL user is $U_{m_{k}}$ and the scheduled UL user is $D_{n_{k}}$, we have $s_{m_{k}, B, k}=s_{n_{k}, B, k}=1$ and $s_{m^{\prime}, B, k}=s_{n^{\prime}, B, k}=0$ for $m^{\prime} \neq m_{k}, n^{\prime} \neq n_{k}$. In this case, the constraint (2.27) can be simplified to

$$
\begin{array}{r}
\operatorname{Pr}\left\{\alpha_{m_{k}, n, k} p_{m_{k}, B, k} \leq \Gamma_{n, k}\right\} \geq 1-\epsilon, \text { for } n=n_{k} \text { and } \forall k \\
\operatorname{Pr}\left\{0 \leq \Gamma_{n^{\prime}, k}\right\} \geq 1-\epsilon, \text { for } n \neq n_{k} \text { and } \forall k . \tag{2.56}
\end{array}
$$

It is obvious that the inequality (2.56) is always satisfied. Since the long-term fading between $U_{m}$ and $D_{n}$ is given by $\mathrm{pl}\left(d_{m, n}\right)$ and the short-term fading from $U_{m}$

```
Algorithm 1 Solution of \(L_{m, n, k}\)
    Set \(I_{\max }\) (maximum number of iterations)
        \(\epsilon_{i}>0\) (convergence tolerance)
    Set arbitrary positive values for \(\boldsymbol{y}^{(1)}\).
    \(l \leftarrow 1\).
    while \(\left\|\boldsymbol{y}^{(l)}-\boldsymbol{y}^{(l-1)}\right\|>\epsilon_{i}\) and \(l<I_{\text {max }}\) do
        if \(\tilde{\lambda}_{1} \geq \alpha_{1}+\alpha_{1}^{\prime}\) and \(\tilde{\lambda}_{2} \geq \alpha_{2}+\alpha_{2}^{\prime}\) then
        \(p_{1}^{(l)}=p_{2}^{(l)}=0\).
        else if \(\tilde{\lambda}_{1} \geq \alpha_{1}+\alpha_{1}^{\prime}\) and \(\tilde{\lambda}_{2}<\alpha_{2}+\alpha_{2}^{\prime}\) then
            \(p_{1}^{(l)}=0\) and \(p_{2}^{(l)}\) is given in (2.51).
        else if \(\tilde{\lambda}_{1}<\alpha_{1}+\alpha_{1}^{\prime}\) and \(\tilde{\lambda}_{2} \geq \alpha_{2}+\alpha_{2}^{\prime}\) then
            \(p_{2}^{(l)}=0\) and \(p_{1}^{(l)}\) is given in (2.52).
        else
            use (2.53) and (2.54) to obtain \(p_{1}^{(l)}\) and \(p_{2}^{(l)}\), respectively.
        end if
        \(\boldsymbol{y}^{(l+1)} \leftarrow\left(p_{1}^{(l)}, p_{2}^{(l)}\right)\).
        \(l \leftarrow l+1\).
    end while
    The optimal solution of maximizing \(L_{m, n, k}\) is \(\left(p_{1}^{*}, p_{2}^{*}\right)=\boldsymbol{y}^{(l)}\). The optimal value
    of \(L_{m, n, k}\) is obtained as \(L_{L B}^{(l-1)}\).
    return
```

to $D_{n}$ is assumed to be the standard Rayleigh fading, the inequality (2.55) can be expressed as

$$
\begin{equation*}
\int_{0}^{\Gamma_{n, k}} \frac{1}{\zeta} \mathrm{e}^{-x / \zeta} d x \geq 1-\varepsilon \quad \text { for } n=n_{k} \text { and } \forall k \tag{2.57}
\end{equation*}
$$

where $\zeta=1 / \operatorname{pl}\left(d_{m_{k}, n}\right) \sigma_{D_{n}}^{2}$. Then, (2.57) can be further simplified to

$$
\begin{equation*}
\tilde{\alpha}_{m_{k}, n, k} p_{m_{k}, B, k} \leq \Gamma_{n, k} \text { for } n=n_{k} \text { and } \forall k \tag{2.58}
\end{equation*}
$$

where $\tilde{\alpha}_{m_{k}, n, k}=\log \left(\frac{1}{\varepsilon}\right) / \operatorname{pl}\left(d_{m_{k}, n}\right) \sigma_{D_{n}}^{2}$. Combining (2.55), (2.56) and (2.58), we readily have Lemma 3.

## Appendix 2.C Proof of Lemma 2.4

By applying KKT conditions of the sub-problem (2.37), the partial derivative of $L_{n, k}$ over $p_{B, n, k}$ is given by

$$
\begin{equation*}
\frac{\partial L_{n, k}}{\partial p_{B, n, k}}=\frac{\alpha_{B, n, k}}{\operatorname{In} 2\left(\Gamma_{n, k}+1+\alpha_{B, n, k} p_{B, n, k}\right)}-\lambda_{B}-\mu_{B, k} \alpha_{B, B, k} . \tag{2.59}
\end{equation*}
$$

Equating (2.59) to zero and applying the positive power constraint, we obtain the optimal power for the $n$-th DL user over subcarrier $k$ as

$$
\begin{equation*}
p_{B, n, k}^{*}=\left[\frac{1}{\left(\lambda_{B}+\mu_{B, k} \alpha_{B, B, k}\right) \log _{e} 2}-\frac{\Gamma_{n, k}+1}{\alpha_{B, n, k}}\right]^{+} . \tag{2.60}
\end{equation*}
$$

The corresponding optimal value of the Lagrangian function $L_{n, k}$ for the $n$-th DL user over subcarrier $k$ is set as $L_{n, k}^{o}$. Then, we select the optimal DL user over subcarrier $k$ as $n_{k}=\arg \max _{\forall n} L_{n, k}^{o}$ and set $s_{n_{k}, k}=1$. Moreover, we set $s_{n^{\prime}, k}=0$ for $n^{\prime} \neq n_{k}$ and the power $p_{B, n^{\prime}, k}^{*}$ to zero accordingly. Hence, (2.38) and (2.39) are proved.

Similarly, by applying KKT conditions of the sub-problem (2.36), the partial derivative of $L_{m, k}$ over $p_{m, B, k}$ is given by

$$
\begin{equation*}
\frac{\partial L_{m, k}}{\partial p_{m, B, k}}=\frac{\alpha_{m, B, k}}{\left(\Gamma_{B, k}+1+\alpha_{m, B, k} p_{m, B, k}\right) \log _{e} 2}-\lambda_{U, m}-\sum_{n=1}^{N} \nu_{n, k} s_{B, n, k} \tilde{\alpha}_{m, n, k} \tag{2.61}
\end{equation*}
$$

Since $s_{B, n_{k}, k}=1$ and $s_{B, n^{\prime}, k}=0$ for $n^{\prime} \neq n_{k}$, (2.61) can be simplified to

$$
\begin{equation*}
\frac{\partial L_{m, k}}{\partial p_{m, B, k}}=\frac{\alpha_{m, B, k}}{\left(\Gamma_{B, k}+1+\alpha_{m, B, k} p_{m, B, k}\right) \log _{e} 2}-\lambda_{U, m}-\nu_{n_{k}, k} \tilde{\alpha}_{m, n_{k}, k} . \tag{2.62}
\end{equation*}
$$

Equating (2.62) to zero and applying the positive power constraint, we obtain the optimal power for the $m$-th UL user over subcarrier $k$ as

$$
\begin{equation*}
p_{m, B, k}^{*}=\left[\frac{1}{\left(\lambda_{U, m}+\nu_{n_{k}, k} \tilde{\alpha}_{m, n_{k}, k}\right) \log _{e} 2}-\frac{\Gamma_{B, k}+1}{\alpha_{m, B, k}}\right]^{+} . \tag{2.63}
\end{equation*}
$$

The corresponding optimal value of the Lagrangian function $L_{m, k}$ for the $m$-th UL user over subcarrier $k$ is set as $L_{m, k}^{o}$. We select the optimal UL user over subcarrier $k$ as $m_{k}=\arg \max _{\forall m} L_{m, k}^{o}$ and set $s_{m_{k}, k}=1$. Moreover, we set $s_{m^{\prime}, k}=0$ for $m^{\prime} \neq m_{k}$ and the power $p_{m^{\prime}, B, k}^{*}$ to zero accordingly.

Finally, we have completely proved Lemma 2.4.

## Appendix 2.D Proof of Lemma 2.5

We compute the subgradient for $\boldsymbol{\Gamma}$ from the Lagrangian dual function of the problem $\mathbf{P} 3(\boldsymbol{\Gamma})$ which is given by (2.29). The partial derivatives of $g(\boldsymbol{\lambda}, \boldsymbol{\mu}, \boldsymbol{\nu}, \boldsymbol{\Gamma})$ in (2.29) (considering $\boldsymbol{\Gamma}$ as a variable in (2.29)) with respect to $\Gamma_{B, k}$ and $\Gamma_{n, k}$ are given by

$$
\begin{align*}
\frac{\partial g}{\partial \Gamma_{B, k}} & =\max _{\boldsymbol{p}, \boldsymbol{s}}\left(\mu_{B, k}-\sum_{m=1}^{M} \frac{\alpha_{m, B, k} p_{m, B, k}}{\left(1+\Gamma_{B, k}+\alpha_{m, B, k} p_{m, B, k}\right)\left(1+\Gamma_{B, k}\right) \log _{e} 2}\right)  \tag{2.64}\\
\frac{\partial g}{\partial \Gamma_{n, k}} & =\max _{\boldsymbol{p}, \boldsymbol{s}}\left(\nu_{n, k} s_{B, n, k}-\frac{\alpha_{B, n, k} p_{B, n, k}}{\left(1+\Gamma_{n, k}+\alpha_{B, n, k} p_{B, n, k}\right)\left(1+\Gamma_{n, k}\right) \log _{e} 2}\right) \tag{2.65}
\end{align*}
$$

Combining (2.41) and (2.64), we can prove (2.44). Similarly, Combining (2.39) and (2.65), (2.45) is readily obtained.

## Chapter 3

## Resource Allocation for

## Multi-User OFDMA Hybrid Full-/Half-Duplex Relaying

## Systems With Direct Links

In this chapter, we aim to investigate the joint optimization problem of transmission mode selection (including direct transmission (DT) mode, HD relay cooperative transmission (HDRCT) mode and FD relay transmission (FDRT) mode), subcarrier assignment, relay selection, subcarrier-pairing as well as power allocation in the DL of a cooperative OFDMA system.

This joint optimization problem is sophisticated because all these factors are highly coupled with one another, leading to a mixed integer non-linear programming problem. In this chapter, we first show that the binary assignment problem of trans-
mission mode selection, subcarrier assignment, relay selection and subcarrier-pairing with fixed power allocation can be transformed into a maximum weighted bipartite matching problem which is solved by the classical Hungarian method. Then, based on the dual method, we divide the joint power allocation and binary assignment problem into multiple sub-problems. In each sub-problem, the power allocation schemes in FDRT mode, HDRCT mode and DT mode are all provided. Specifically, we design a hierarchical dual method to solve the power allocation problem in FDRT mode. In addition, unlike most previous works [37-41], we consider the joint transmission of both source and relay in HDRCT mode so as to fully utilize the transmit power of the source. (Details of this HDRCT mode will be presented in the following.)

The rest of this chapter is organized as follows. Section 3.1 describes the system model and problem formulation. Section 3.2 presents the optimal solution for the binary assignment problem with fixed power allocation, and Section 3.3 shows the solution of the joint power allocation and binary assignment problem. Section 3.4 presents the numerical results and finally Section 3.5 provides a summary.

### 3.1 System Model and Problem Formulation

### 3.1.1 System Description

We consider the single-cell multi-user DL OFDMA system shown in Fig. 3.1. The system consists of a BS, multiple decode-and-forward relays ${ }^{1}$ and multiple users.

[^5]

Figure 3.1: System Model. Illustration of three different transmission modes.

Each node (BS, relay or user) is equipped with a single antenna. In particular, each relay uses the same single antenna for simultaneous transmission and signal reception in FDRT mode. All links are assumed to be frequency selective and each is assigned with a subcarrier undergoing flat fading. For each symbol in each link, the transmission is in either FDRT mode, HDRCT mode, or DT mode. We also assume that each user decodes each subcarrier signal independently from other subcarrier signals. We further define the following symbols.

Since the relay has the ability to perform digital computations, we do not treat it as a traditional amplify-and-forward relay.

- B: BS (base station)
- $R_{m}: m$-th relay
- $U_{n}: n$-th user
- $K$ : numbers of subcarriers
- $M$ : numbers of relays
- $N$ : numbers of users
- $\mathcal{K}=\{1, \ldots, K\}$
- $\mathcal{M}=\{1, \ldots, M\}$
- $\mathcal{N}=\{1, \ldots, N\}$
- $\sigma_{0}^{2}$ : noise power at the relays and users over each subcarrier
- $k \in \mathcal{K}$ : subcarrier index
- $h_{b, m, k}$ : complex channel coefficient of the link between $B$ and $R_{m}$ over subcarrier $k$
- $h_{b, n, k}$ : complex channel coefficient of the link between $B$ and $U_{n}$ over subcarrier $k$
- $h_{m, n, k}$ : complex channel coefficient of the link between $R_{m}$ and $U_{n}$ over subcarrier $k$
- $p_{b, n, k}$ : BS transmit power for $U_{n}$ over subcarrier $k$
- $p_{m, n, k}: R_{m}$ transmit power for $U_{n}$ over subcarrier $k$
- $\sigma_{e}^{2}$ : self-interference (SI) power at the relay and is modeled as an additive white Gaussian noise (AWGN) ${ }^{2}$
- $\alpha_{b, m, k}=\left|h_{b, m, k}\right|^{2} /\left(\sigma_{0}^{2}+\sigma_{e}^{2}\right)$ : effective channel gain between $B$ and $R_{m}$ over subcarrier $k$ (we assume all subcarriers at the relays would suffer from an extra noise due to SI cancellation operations)
- $\alpha_{b, n, k}=\left|h_{b, n, k}\right|^{2} / \sigma_{0}^{2}$ : effective channel gain between $B$ and $U_{n}$ over subcarrier k
- $\alpha_{m, n, k}=\left|h_{m, n, k}\right|^{2} / \sigma_{0}^{2}$ : effective channel gain between $R_{m}$ and $U_{n}$ over subcarrier $k$

Note that we assume that the additive white noises at all nodes are independent circular symmetric complex Gaussian random variables, each having zero mean and $\sigma_{0}^{2}$ variance. Moreover, all subcarrier signals received by the relays suffer from an extra noise due to relays performing SI cancellation operations.

The DL transmission from the BS to the users is on a time-frame basis with each frame consisting of multiple OFDM symbols. Each frame is further divided into $2 L$ equal time slots, where $2 L$ represents the number of coherent time slots ${ }^{3}$. We consider three different transmission modes which are FDRT mode, HDRCT mode

[^6]and DT mode. We use $i$ to be the transmission mode index, i.e., $i=1$ represents FDRT mode, $i=2$ represents HDRCT mode, and $i=3$ represents DT mode. The subcarriers allocated in odd and even time slots are represented as $k_{1}$ and $k_{2}$, respectively. We denote the transmit power levels in the BS transmission and in the relay $R_{m}$ transmission for the user $U_{n}$ over subcarrier $k_{1}$ in the odd time slot by $p_{b, n, k_{1}}$ and $p_{m, n, k_{1}}$, respectively $\left(\forall m, n, k_{1}\right)$. Similarly, we denote those over subcarrier $k_{2}$ in even time slot by $p_{b, n, k_{2}}$ and $p_{m, n, k_{2}}$, respectively $\left(\forall m, n, k_{2}\right)$. Without loss of generality, the end-to-end transmission rate in any transmission mode is expressed in nats/s/Hz. In the following, we describe the three different transmission modes.

### 3.1.1.1 FD relay transmission (FDRT) mode

In both odd and even time slots, the BS transmits DL signals containing independent messages to the relays while the relays decode and re-transmit the signals, received from the BS in the previous time slot, to different users. For the same user, the BS and the relay transmit their signals over the same subcarrier in both odd and even time slots, i.e., $k_{1}=k_{2}=k$.

In this chapter, we treat the signals from the BS as the interference to the links between the relays and users ${ }^{4}$. Hence, the transmission rate for $U_{n}$ through

[^7]$R_{m}$ within one frame in FDRT mode is expressed as,
\[

$$
\begin{align*}
R_{n, m}^{k_{1}, k_{2}, 1} & =\frac{1}{2} \min \left\{\log \left(1+p_{b, n, k_{2}} \alpha_{b, m, k_{2}}\right), \log \left(1+\frac{p_{m, n, k_{1}} \alpha_{m, n, k_{1}}}{p_{b, n, k_{1}} \alpha_{b, n, k_{1}}+1}\right)\right\} \\
& +\frac{1}{2} \min \left\{\log \left(1+p_{b, n, k_{1}} \alpha_{b, m, k_{1}}\right), \log \left(1+\frac{p_{m, n, k_{2}} \alpha_{m, n, k_{2}}}{p_{b, n, k_{2}} \alpha_{b, n, k_{2}}+1}\right)\right\} \tag{3.1}
\end{align*}
$$
\]

where $k_{1}=k_{2}$.
Note that we do not consider subcarrier-pairing in FDRT mode. In other words, we do not consider the case where $k_{1} \neq k_{2}$. Hence, the transmission rate for $U_{n}$ through $R_{m}$ within one frame in FDRT mode is given by

$$
\begin{equation*}
R_{n, m}^{k_{1}, k_{2}, 1}=0, \quad \text { if } k_{1} \neq k_{2} \tag{3.2}
\end{equation*}
$$

### 3.1.1.2 HD relay cooperative transmission (HDRCT) mode

In an odd time slot, the BS transmits the DL signals containing independent messages for different users, while all the users and the HD relays keep silent. In an even time slot, the HD relays forward the signals received in the odd time slot to the users operating in the HDRCT mode. At the same time, the BS transmits the same information as the relay to the target user. The users then combine the signals (i) received from the BS in the odd time slot and (ii) received from the BS and the relay in the even time slot using maximal-ratio-combining (MRC) technique. The subcarrier used in the link between BS and relay can be different from the subcarrier used in the link between the relay and the user. The pairing of the subcarriers is the so-called subcarrier-pairing. More explicitly, subcarrier pairing means that the signals received by the relay on subcarrier $k_{1}$ will be forwarded on subcarrier $k_{2}$ to the destinated user, where $k_{1}$ and $k_{2}$ are not necessarily the same and they form a
subcarrier pair denoted as $\left(k_{1}, k_{2}\right)$. When the decode-and forward relaying strategy is used, the transmission rate for $U_{n}$ through $R_{m}$ within one frame is given by

$$
\begin{align*}
R_{n, m}^{k_{1}, k_{2}, 2}= & \frac{1}{2} \min \left\{\log \left(1+p_{b, n, k_{1}} \alpha_{b, m, k_{1}}\right)\right. \\
& \left.\log \left(1+p_{b, n, k_{1}} \alpha_{b, n, k_{1}}+\left(\sqrt{p_{b, n, k_{2}} \alpha_{b, n, k_{2}}}+\sqrt{p_{m, n, k_{2}} \alpha_{m, n, k_{2}}}\right)^{2}\right)\right\} \tag{3.3}
\end{align*}
$$

### 3.1.1.3 Direct Transmission (DT) Mode

In both odd and even time slots, the BS transmits DL signals containing independent messages for different users while no relay transmits signals. The BS can use two different subcarriers in the odd and even time slots, i.e., subcarrier $k_{1}$ is for the transmission in the odd time slots and $k_{2}$ is for the transmission in the even time slots. Then, the achievable rates of user $U_{n}$ over subcarrier $k_{1}$ and $k_{2}$ for DT mode within one frame are given by, respectively,

$$
\begin{align*}
R_{n}^{k_{1}} & =\frac{1}{2} \log \left(1+p_{b, n, k_{1}} \alpha_{b, n, k_{1}}\right)  \tag{3.4}\\
R_{n}^{k_{2}} & =\frac{1}{2} \log \left(1+p_{b, n, k_{2}} \alpha_{b, n, k_{2}}\right) . \tag{3.5}
\end{align*}
$$

Remark 1: In HDRCT mode, the subcarrier in the first hop can be different from the subcarrier in the second hop. In addition, in DT mode, the subcarriers in the first hop and second hop are not necessarily the same. However, in FDRT mode, we restrict that the subcarriers assigned in the first hop and second hop are the same, i.e., $k_{1}=k_{2}=k$. The reason is that if subcarriers in the first hop and the second hop are not assigned to the same relay, inter-relay interference will appear.

For example, we suppose the subcarrier $k$ is assigned in the first hop to the relay $R_{1}$ and also assigned in the second hop to the relay $R_{2}$. While $R_{1}$ is receiving signals from the BS , it will be interfered by $R_{2}$ over subcarrier $k$.

Remark 2: In summary, each given relay decodes signals from subcarriers selected for FDRT or HDRCT mode during the odd time slots, and re-transmit them in the even time slots. Similarly, the relay decodes signals from subcarriers ONLY selected for FDRT during the even time slots and re-transmit them in the odd time slots. Thus, once the subcarriers selected for FD or HD relay transmission are known, the relay can perform the decode-and retransmission accordingly. Hence, our system model can be implemented in practice.

### 3.1.2 Subcarrier and Power Constraints

### 3.1.2.1 Subcarrier Constraints

We now introduce four sets of binary assignment variables for subcarriers as follows.

- $\rho_{n}^{k_{1}, 1}$ indicates whether subcarrier $k_{1}$ in the odd (first) time slot is assigned to user $U_{n}$ in DT mode.
- $\rho_{n}^{k_{2}, 2}$ indicates whether subcarrier $k_{2}$ in the even (second) time slot is assigned to user $U_{n}$ in DT mode.
- $\rho_{n, m}^{k_{1}, k_{2}, 1}$ indicates whether subcarrier pair $\left(k_{1}, k_{2}\right)$ is assigned to relay $R_{m}$ to assist user $U_{n}$ in FDRT mode, where $\rho_{n, m}^{k_{1}, k_{2}, 1}=0$ for $k_{1} \neq k_{2}$.
- $\rho_{n, m}^{k_{1}, k_{2}, 2}$ indicates whether subcarrier pair $\left(k_{1}, k_{2}\right)$ is assigned to relay $R_{m}$ to assist user $U_{n}$ in HDRCT mode.

In this chapter, we assume that each subcarrier in each time slot can be assigned to one and only one transmission mode in order to avoid interference. Therefore, these binary variables must satisfy the following constraints:

$$
\begin{align*}
& \sum_{n=1}^{N} \rho_{n}^{k_{1}, 1}+\sum_{i=1}^{2} \sum_{n=1}^{N} \sum_{m=1}^{M} \sum_{k_{2}=1}^{K} \rho_{n, m}^{k_{1}, k_{2}, i}=1, \forall k_{1} \in \mathcal{K}  \tag{3.6}\\
& \sum_{n=1}^{N} \rho_{n}^{k_{2}, 2}+\sum_{i=1}^{2} \sum_{n=1}^{N} \sum_{m=1}^{M} \sum_{k_{1}=1}^{K} \rho_{n, m}^{k_{1}, k_{2}, i}=1, \forall k_{2} \in \mathcal{K}  \tag{3.7}\\
& \rho_{n, m}^{k_{1}, k_{2}, 1}=0, \quad \forall k_{1}, k_{2} \in \mathcal{K}, k_{1} \neq k_{2} \tag{3.8}
\end{align*}
$$

Note that each user can use FDRT, HDRCT or DT over different sets of subcarriers. Moreover, each user can be assisted by multiple relays over multiple subcarriers.

### 3.1.2.2 Individual Peak Power Constraints

Total peak power constraints have been widely assumed in the literatures [36, 43, 108]. Based on the total peak power constraints, power allocation schemes can be greatly simplified by deriving the equivalent channel gains [36, 43, 108]. However, power constraints are usually affected by the individual electronic power amplifier in a practical system. In other words, individual peak power constraints become more meaningful than total peak power constraints. Hence, in this chapter, we consider individual peak power constraints of the BS and the relays in each time
slot ${ }^{5}$. Consequently, individual power constraints are given as follows.

$$
\begin{align*}
& \sum_{n=1}^{N} \sum_{k_{1}=1}^{K} p_{b, n, k_{1}} \leq P_{b}, \quad \sum_{n=1}^{N} \sum_{k_{2}=1}^{K} p_{b, n, k_{2}} \leq P_{b}  \tag{3.9}\\
& \sum_{n=1}^{N} \sum_{k_{1}=1}^{K} p_{m, n, k_{1}} \leq P_{m}, \quad \sum_{n=1}^{N} \sum_{k_{2}=1}^{K} p_{m, n, k_{2}} \leq P_{m}, \forall m \in \mathcal{M} \tag{3.10}
\end{align*}
$$

where $P_{b}$ and $P_{m}$ denote the peak power constraints for BS and the $m$-th relay, respectively.

### 3.1.3 Problem Formulation

To avoid allocating all the resources to users closest to the BS or relays and leading to an unfair resource allocation, users who have been assigned more resource over previous time frames will be given a lower priority in the next time frame. Specifically, we denote $\tilde{r}_{n}$ as the long-term average rate for the $n$-th user, i.e., average number of transmitted bits over previous time frames. Then, a weight of $\omega_{n}=1 / \tilde{r}_{n}$ will be given to the rate $r_{n}$ of the $n$-th user in the next time frame. Our objective is therefore to maximize the weighted sum-rate by optimally selecting transmission mode, allocating subcarriers, pairing subcarriers, selecting the best relays and allocating powers. Mathematically, this can be formulated as (P1):

$$
\begin{align*}
\mathbf{P} 1: \max _{\boldsymbol{\rho}, \boldsymbol{p}} & R_{t o t}=\sum_{n=1}^{N} \omega_{n} r_{n}  \tag{3.11}\\
\text { s.t. } & (3.6),(3.7),(3.8),(3.9) \text { and }(3.10)
\end{align*}
$$

[^8]where
\[

$$
\begin{aligned}
r_{n} & =\sum_{k_{1}=1}^{K} \rho_{n}^{k_{1}, 1} R_{n}^{k_{1}}+\sum_{k_{2}=1}^{K} \rho_{n}^{k_{2}, 2} R_{n}^{k_{2}}+\sum_{i=1}^{2} \sum_{m=1}^{M} \sum_{k_{1}=1}^{K} \sum_{k_{2}=1}^{K} \rho_{n, m}^{k_{1}, k_{2}, i} R_{n, m}^{k_{1}, k_{2}, i} \\
\boldsymbol{\rho} & =\left\{\rho_{n}^{k_{1}, 1}, \rho_{n}^{k_{2}, 2}, \rho_{n, m}^{k_{1}, k_{2}, 1}, \rho_{n, m}^{k_{1}, k_{2}, 2}\right\} \\
\boldsymbol{p} & =\left\{p_{\left.b, n, k_{1}, p_{b, n, k_{2}}, p_{m, n, k_{1}}, p_{m, n, k_{2}}\right\}, \forall k_{1}, k_{2}, m, n .}\right.
\end{aligned}
$$
\]

Note that (3.6), (3.7) and (3.8) indicate the mode selection, relay selection, user selection and subcarrier-pairing constraints; while (3.9) and (3.10) indicate the individual power constraints of the BS and the relays.

We assume that the BS collects all the channel state information and performs the scheduling. In particular, the relay transmits the channel state information of the relay-to-user link to the BS , and the BS informs all the relays the scheduling results ${ }^{6}$. Hence, our approach is a centralized one.

### 3.2 Optimal Binary Assignment

In this section, we fix the power allocation, and propose a solution for joint optimal subcarrier assignment, relay selection, subcarrier pairing and transmission mode

[^9]selection ${ }^{7}$. For a given power allocation, $\mathbf{P} 1$ can be transformed into (P2):
\[

$$
\begin{align*}
& \text { P2 : } \max _{\rho} R_{t o t}  \tag{3.12}\\
& \text { s.t. (3.6) to (3.8) }
\end{align*}
$$
\]

where $R_{\text {tot }}$ is given in (3.11). Problem $\mathbf{P} 2$ is a combinatorial optimization problem and the optimal solution can be obtained by exhaustive search. However, the complexity is exponential and thus prohibitive when $K, M$, and $N$ are large. Here, we propose a graph-based approach to solve the problem optimally in polynomial time. While we can easily prove that the problem $\mathbf{P} 2$ is a minimum cost network flow problem by using a method similar to that in [37], we alternatively transform problem P2 into a maximum weighted bipartite matching problem. It is because the maximum weighted bipartite matching solution requires a lower computational complexity than the minimum cost network flow one.

Referring to the first summation term of (3.11), i.e., $\sum_{n=1}^{N} \omega_{n} \sum_{k_{1}=1}^{K} \rho_{n}^{k_{1}, 1} R_{n}^{k_{1}}$, there is at most one non-zero element for a given subcarrier $k_{1}$ because of constraint (3.6). It implies that among the $N$ users, at most one user can utilize the subcarrier $k_{1}$ for DT in the odd time slot. Similarly, in the second summation term of (3.11), there is at most one non-zero element for a given subcarrier $k_{2}$ because of constraint (3.7). It means that at most one user can utilize the subcarrier $k_{2}$ for DT mode in the even time slot. In the third summation term of (3.11), there is also at most one non-zero element for a given subcarrier pair $\left(k_{1}, k_{2}\right)$ because of constraints (3.6), (3.7) and

[^10](3.8). In summary, the subcarrier pair $\left(k_{1}, k_{2}\right)$ can only be assigned to assist one user in (i) FDRT mode, (ii) HDRCT mode with one relay, or (iii) DT mode without relay.

Based on the above observations, in FDRT mode, we define

$$
\begin{equation*}
\mathcal{R}^{1}\left(k_{1}, k_{2}\right)=\max _{n \in \mathcal{N}, m \in \mathcal{M}} \omega_{n} R_{n, m}^{k_{1}, k_{2}, 1} \tag{3.13}
\end{equation*}
$$

for each possible subcarrier pair $\left(k_{1}, k_{2}\right)$. In HDRCT mode, we define

$$
\begin{equation*}
\mathcal{R}^{2}\left(k_{1}, k_{2}\right)=\max _{n \in \mathcal{N}, m \in \mathcal{M}} \omega_{n} R_{n, m}^{k_{1}, k_{2}, 2} \tag{3.14}
\end{equation*}
$$

for each possible subcarrier pair $\left(k_{1}, k_{2}\right)$. In DT mode, we define

$$
\begin{align*}
& \mathcal{R}^{3}\left(k_{1}\right)=\max _{n \in \mathcal{N}} \omega_{n} R_{n}^{k_{1}}  \tag{3.15}\\
& \mathcal{R}^{3}\left(k_{2}\right)=\max _{n \in \mathcal{N}} \omega_{n} R_{n}^{k_{2}} \tag{3.16}
\end{align*}
$$

which are the maximal weighted transmission rates over subcarrier $k_{1}$ in the odd time slot and $k_{2}$ in the even time slot, respectively. Then, we define

$$
\begin{equation*}
\mathcal{R}^{3}\left(k_{1}, k_{2}\right)=\mathcal{R}^{3}\left(k_{1}\right)+\mathcal{R}^{3}\left(k_{2}\right) \tag{3.17}
\end{equation*}
$$

which is the maximal weighted transmission rate for DT mode over subcarrier-pair $\left(k_{1}, k_{2}\right)$. As a result, the maximal transmission rate for a given subcarrier-pair $\left(k_{1}, k_{2}\right)$ is given by

$$
\begin{equation*}
\mathcal{R}\left(k_{1}, k_{2}\right)=\max _{i=1,2,3} \mathcal{R}^{i}\left(k_{1}, k_{2}\right) \tag{3.18}
\end{equation*}
$$

We further denote the associated user nodes, relay node, and selected transmission mode that take the maximum in (3.18) for the subcarrier pair $\left(k_{1}, k_{2}\right)$ as $\left(n_{1}^{*}, n_{2}^{*}\right), m^{*}$ and $i^{*}$, respectively. Specifically, $n_{1}^{*}$ and $n_{2}^{*}$ are defined as the selected users in the odd time slot and even time slot, respectively. If either FDRT mode or HDRCT mode has been adopted, the selected users will be identical, i.e., $n_{1}^{*}=n_{2}^{*}$. When DT mode is adopted, $m^{*}=0$ (no relay used) and $n_{1}^{*}$ is not necessarily the same as $n_{2}^{*}$. We therefore introduce a new binary variable $\rho_{n_{1}, n_{2}, m}^{k_{1}, k_{2}, 3}$. When $m=0$, the value of $\rho_{n_{1}, n_{2}, m}^{k_{1}, k_{2}, 3}$ indicates whether $k_{1}$ in the first time slot is assigned to user $n_{1}$ AND $k_{2}$ in the second time slot is assigned to user $n_{2}$ for DT mode. Thus, if $\rho_{n_{1}}^{k_{1}, 1}=1$ AND $\rho_{n_{2}}^{k_{2}, 2}=1$, then $\rho_{n_{1}, n_{2}, 0}^{k_{1}, k_{2}, 3}=1$; otherwise $\rho_{n_{1}, n_{2}, 0}^{k_{1}, k_{2}, 3}=0$. Consequently, using $\rho_{n_{1}^{*}, n_{2}^{*}, m^{*}}^{k_{1}, k_{2}^{*}}$ to indicate that the subcarrier pair $\left(k_{1}, k_{2}\right)$ is assigned with the associated user nodes $\left(n_{1}^{*}, n_{2}^{*}\right)$, relay node $m^{*}$, and selected transmission mode $i^{*}$, we can transform the problem P2 to the following simplified problem P3 without loss of optimality:

$$
\begin{align*}
\text { P3 : } \max & \sum_{k_{1}=1}^{K} \sum_{k_{2}=1}^{K} \mathcal{R}\left(k_{1}, k_{2}\right) \rho_{n_{1}^{*}, n_{2}^{*}, m^{*}}^{k_{1}, k_{2}, i^{*}}  \tag{3.19}\\
\text { s.t. } & \sum_{k_{1}=1}^{K} \rho_{n_{1}^{*}, n_{2}^{*}, m^{*}}^{k_{1}, k_{2}, i^{*}}=1, \forall k_{1} \in \mathcal{K} \\
& \sum_{k_{2}=1}^{K} \rho_{n_{1}^{*}, n_{2}^{*}, m^{*}}^{k_{1}, k_{2}, i^{*}}=1, \forall k_{2} \in \mathcal{K} .
\end{align*}
$$

In the following, we show that the simplified problem P3 is equivalent to a standard maximum weighted bipartite matching problem [110].

A balanced bipartite graph $\mathcal{G}=\left(\mathcal{V}_{1} \times \mathcal{V}_{2}, \xi, \mathcal{W}\right)$ is constructed, where the two set of vertices, $\mathcal{V}_{1}$ and $\mathcal{V}_{2}$ are the set of subcarriers $\mathcal{K}$ in the odd time slot and the
even time slot, respectively. $\xi$ is the set of edges that connect all possible pairs of vertices in the two set of vertices. Note that $\mathcal{K}$ is shared in both odd and even time slots, and thus $\left|\mathcal{V}_{1}\right|=\left|\mathcal{V}_{2}\right|=|\mathcal{K}|=K$, where $|\cdot|$ is the cardinality of a set. $\mathcal{W}$ is the weighting function such that $\xi \rightarrow \mathbb{R}_{+}$. Specifically, each edge is assigned a weight, representing the maximum achievable rate over the two connected vertices (i.e., subcarriers), namely,

$$
\begin{equation*}
\mathcal{W}_{\left(k_{1}, k_{2}\right)}=\mathcal{R}\left(k_{1}, k_{2}\right) \tag{3.20}
\end{equation*}
$$

where $\mathcal{R}\left(k_{1}, k_{2}\right)$ is defined in (3.18). The weighting process is done across all edges. According to (3.13)-(3.18), the complexity of the weighting process is $\mathcal{O}(M N K+$ $\left.M N K^{2}+2 N K+4 K^{2}\right)$, which is polynomial.

Consequently, the binary assignment problem of subcarrier-pairing based subcarrier assignment, relay selection, user selection and transmission mode selection for the weighted sum-rate maximization is equivalent to finding a perfect matching $\xi^{*} \subseteq \xi$ in $\mathcal{G}$ so that the sum weights of $\xi^{*}$ is maximum. This is the so-called maximum weighted bipartite matching problem P 4 :

$$
\begin{equation*}
\mathbf{P 4}: \max _{\xi^{*} \subseteq \xi} \sum_{\left(k_{1}, k_{2}\right) \in \xi^{*}} \mathcal{W}_{\left(k_{1}, k_{2}\right)} \tag{3.21}
\end{equation*}
$$

The key of the proposed algorithm is the mapping from the original problem $\mathbf{P} 2$ to the simplified problem P3 and then to the maximum weighted bipartite matching problem P 4 without loss of optimality. Once the mapping is done, the classic Hungarian method can be adopted to solve P 4 optimally with a computational complexity of $\mathcal{O}\left(K^{3}\right)$ [111]. By combining the two aforementioned complexities, the total complexity of our proposed algorithm is $\mathcal{O}\left(M N K+M N K^{2}+2 N K+4 K^{2}+K^{3}\right)$,
which is polynomial and lower than that for solving the minimum cost network flow problem [37].

### 3.3 Joint Power Allocation and Binary Assignment

In the previous section, we have proposed a solution for the binary assignment problem, i.e., joint optimal subcarrier assignment, relay selection, subcarrier pairing and transmission mode selection with a given power allocation scheme. In this section, we further take power allocation into account, and solve the joint power allocation and binary assignment problem which is a mixed integer non-linear programming problem. The large number of binary assignment possibilities $\left((3 M N)^{K}\right)$ significantly complicates the problem when $K, M$, and $N$ are large. Recently, it has been shown in [86] that in multicarrier systems, the duality gap of a non-convex resource allocation problem is negligible when the number of subcarriers becomes sufficiently large. Since our optimization problem is obviously a multiple subcarriers allocation problem, it can be solved by using the dual method and the solution is asymptotically optimal when $K$ is large. The solution procedure includes three main steps: (i) problem transformation; (ii) optimizing the dual function at given primal variables; and (iii) optimizing primal variables at a given dual point.

### 3.3.1 Problem Transformation

The problem P1 under consideration is a mixed combinatorial and non-convex optimization problem. The combinatorial nature comes from the binary integer constraints. In general, a brute force approach is needed to obtain the global optimal solution. Here, we propose handling the integer constraints in (3.6), (3.7), and (3.8) using the following process.

To facilitate binary assignment variables $\rho_{n}^{k_{1}, 1}, \rho_{n}^{k_{2}, 2}$, and $\rho_{n, m}^{k_{1}, k_{2}, i}$, we introduce a series of "virtual power" variables:

$$
\begin{align*}
& p_{b, n, k_{1}}^{m, k_{2}, i}=\rho_{n, m}^{k_{1}, k_{2}, i} p_{b, n, k_{1}},  \tag{3.22a}\\
& p_{m, n, k_{2}}^{k_{1}, i}=\rho_{n, m}^{k_{1}, k_{2}, i} p_{m, n, k_{2}}  \tag{3.22b}\\
& p_{b, n, k_{2}}^{m, k_{1}, i}=\rho_{n, m}^{k_{1}, k_{2}, i} p_{b, n, k_{2}}  \tag{3.22c}\\
& p_{m, n, k_{1}}^{k_{2}, 1}=\rho_{n, m}^{k_{1}, k_{2}, 1} p_{m, n, k_{1}},  \tag{3.22~d}\\
& p_{b, n, k_{1}}^{3}=\rho_{n}^{k_{1}, 1} p_{b, n, k_{1}}, p_{b, n, k_{2}}^{3}=\rho_{n}^{k_{2}, 2} p_{b, n, k_{2}} \tag{3.22e}
\end{align*}
$$

for $i=\{1,2\}, \forall k_{1}, k_{2} \in \mathcal{K}, \forall m \in \mathcal{M}$, and $\forall n \in \mathcal{N}$.

- $p_{b, n, k_{1}}^{m, k_{2}, i}$ in (3.22a) indicates the transmit power of the BS assigned to the user $U_{n}$ through the relay $R_{m}$ over subcarrier $k_{1}$ paired with subcarrier $k_{2}$ in transmission mode $i$.
- $p_{m, n, k_{2}}^{k_{1}, i}$ in (3.22b) indicates the transmit power of the relay $R_{m}$ assigned to the user $U_{n}$ over subcarrier $k_{2}$ paired with subcarrier $k_{1}$ in transmission mode $i$.
- $p_{b, n, k_{2}}^{m, k_{1}, i}$ in (3.22c) indicates the transmit power of the BS assigned to the user $U_{n}$ through the relay $R_{m}$ over subcarrier $k_{2}$ paired with subcarrier $k_{1}$ in trans-

$$
\begin{align*}
\text { P5 : } \max _{\rho, \hat{\boldsymbol{p}}} & \hat{R}_{t o t}=\sum_{n=1}^{N} \omega_{n}\left(\sum_{k_{1}=1}^{K} \hat{R}_{n}^{k_{1}}+\sum_{k_{2}=1}^{K} \hat{R}_{n}^{k_{2}}+\sum_{i=1}^{2} \sum_{m=1}^{M} \sum_{k_{1}=1}^{K} \sum_{k_{2}=2}^{K} \hat{R}_{n, m}^{k_{1}, k_{2}, i}\right)  \tag{3.27}\\
\text { s.t. } & (3.6)-(3.8), \text { and }(3.23)-(3.26)
\end{align*}
$$

mission mode $i$.

- $p_{m, n, k_{1}}^{k_{2}, 1}$ in (3.22d) indicates the transmit power of the relay $R_{m}$ assigned to the user $U_{n}$ over subcarrier $k_{1}$ paired with subcarrier $k_{2}$ in FDRT mode.
- $p_{b, n, k_{1}}^{3}$ and $p_{b, n, k_{2}}^{3}$ in (3.22e) indicate the transmit power of the BS assigned to the user $U_{n}$ over subcarrier $k_{1}$ and $k_{2}$, respectively, in DT mode.

As a result, the power constraints in (3.9) and (3.10) should be transformed into

$$
\begin{gather*}
\sum_{n=1}^{N} \sum_{k_{1}=1}^{K} p_{b, n, k_{1}}^{3}+\sum_{i=1}^{2} \sum_{n=1}^{N} \sum_{m=1}^{M} \sum_{k_{2}=1}^{K} \sum_{k_{1}=1}^{K} p_{b, n, k_{1}}^{m, k_{2}, i} \leq P_{b}  \tag{3.23}\\
\sum_{n=1}^{N} \sum_{k_{2}=1}^{K} p_{b, n, k_{2}}^{3}+\sum_{i=1}^{2} \sum_{n=1}^{N} \sum_{m=1}^{M} \sum_{k_{2}=1}^{K} \sum_{k_{1}=2}^{K} p_{b, n, k_{2}}^{m, k_{1}, 1} \leq P_{b}  \tag{3.24}\\
\sum_{n=1}^{N} \sum_{m=1}^{M} \sum_{k_{2}=1}^{K} \sum_{k_{1}=1}^{K} p_{m, n, k_{1}}^{k_{2}, 1} \leq P_{m}, \forall m \in \mathcal{M}  \tag{3.25}\\
\sum_{i=1}^{2} \sum_{n=1}^{N} \sum_{m=1}^{M} \sum_{k_{2}=1}^{K} \sum_{k_{1}=1}^{K} p_{m, n, k_{2}}^{k_{1}, i} \leq P_{m}, \forall m \in \mathcal{M} \tag{3.26}
\end{gather*}
$$

Thus, the problem P1 is transformed into the problem P5 where $\hat{R}_{n, m}^{k_{1}, k_{2}, 1}, \hat{R}_{n, m}^{k_{1}, k_{2}, 2}$,
$\hat{R}_{n}^{k_{1}}$ and $\hat{R}_{n}^{k_{2}}$ are given in (3.28), (3.29) and (3.30), respectively.

$$
\begin{align*}
\hat{R}_{n, m}^{k_{1}, k_{2}, 1} & =\frac{1}{2} \min \left\{\log \left(1+p_{b, n, k_{2}}^{m, k_{1}, 1} \alpha_{b, m, k_{2}}\right), \log \left(1+\frac{p_{m, n, k_{1}}^{k_{2}, 1} \alpha_{m, n, k_{1}}^{p_{b, n, k_{1}}^{m, k_{2}} \alpha_{b, n, k_{1}}+1}}{p_{b}}\right)\right\} \\
& +\frac{1}{2} \min \left\{\log \left(1+p_{b, n, k_{1}}^{m, k_{2}, 1} \alpha_{b, m, k_{1}}\right), \log \left(1+\frac{p_{m, n, k_{2}}^{k_{1}} \alpha_{m, n, k_{2}}^{m}}{p_{b, n, k_{2}}^{m, k_{1}, 1} \alpha_{b, n, k_{2}}+1}\right)\right\}  \tag{3.28}\\
\hat{R}_{n, m}^{k_{1}, k_{2}, 2}= & \frac{1}{2} \min \left\{\log \left(1+p_{b, n, k_{1}}^{m, k_{1}, 2} \alpha_{b, m, k_{1}}\right),\right. \\
& \left.\log \left(1+p_{b, n, k_{1}}^{m, k_{2}, 2} \alpha_{b, n, k_{1}}+\left(\sqrt{p_{b, n, k_{2}}^{m, k_{1}, 2} \alpha_{b, n, k_{2}}}+\sqrt{p_{m, n, k_{2}}^{k_{1}, 2} \alpha_{m, n, k_{2}}}\right)^{2}\right)\right\}  \tag{3.29}\\
\hat{R}_{n}^{k_{1}}= & \frac{1}{2} \log \left(1+p_{b, n, k_{1}}^{3} \alpha_{b, n, k_{1}}\right), \quad \hat{R}_{n}^{k_{2}}=\frac{1}{2} \log \left(1+p_{b, n, k_{2}}^{3} \alpha_{b, n, k_{2}}\right) . \tag{3.30}
\end{align*}
$$

In addition, $\hat{\boldsymbol{p}}=\left\{p_{b, n, k_{1}}^{m, k_{2}, i}, p_{m, n, k_{2}}^{k_{1}, i}, p_{b, n, k_{2}}^{m, k_{1}, i}, p_{m, n, k_{1}}^{k_{2}, 1}, p_{b, n, k_{1}}^{3}, p_{b, n, k_{2}}^{3}\right\}$. The binary assignment can be obtained after allocating the powers based on the objective function $\hat{R}_{\text {tot }}$. In other words, with known power allocations, the problem P5 is evolved into a binary assignment problem. Thus, we can firstly optimize the power allocation, and then optimize the binary assignment problem by using a similar method provided in Section 3.2.

We introduce a Lagrangian multiplier vector $\boldsymbol{\lambda}=\left\{\lambda_{b, i}, \lambda_{1, i}, \lambda_{2, i}, \cdots, \lambda_{m, i}, \ldots, \lambda_{M, i}\right\}$ $(i=1,2)$ associated with the individual power constraints. We also define $\mathcal{I}$ as the set of possible binary assignments $\boldsymbol{\rho}$ satisfying (3.6)-(3.8). In addition, we define $\mathcal{P}(\boldsymbol{\rho})$ as the set of possible power allocations $\hat{\boldsymbol{p}}$ under the given $\boldsymbol{\rho}$. Then, the dual problem of problem P5 can be readily written as

$$
\begin{equation*}
g(\boldsymbol{\lambda}) \triangleq \max _{\hat{\boldsymbol{p}} \in \mathcal{P}(\boldsymbol{\rho}), \boldsymbol{\rho} \in \mathcal{I}} L(\hat{\boldsymbol{p}}, \boldsymbol{\rho}, \boldsymbol{\lambda}) \tag{3.31}
\end{equation*}
$$

where the Lagrangian is given in (3.32). In (3.32), the first term (3.32a) represents the profit expression of FDRT mode in the dual domain; the second term (3.32b) is the profit expression of HDRCT mode; and the third and fourth terms together (3.32c) represent the profit expression of DT mode. Computing the dual function $g(\boldsymbol{\lambda})$ requires determining the optimal $\left(\hat{\boldsymbol{p}}^{*}, \boldsymbol{\rho}^{*}\right)$ for the given dual vector $\boldsymbol{\lambda}$. In the following we present the derivations in detail. It is worth mentioning that we set $\boldsymbol{\lambda}$ to be sufficiently large and $\hat{\boldsymbol{p}}$ to be zeros in the initialization process.

### 3.3.2 Optimizing Dual Function at Given Primal Variables

The dual optimization problem is given by

$$
\begin{array}{ll}
\min _{\boldsymbol{\lambda} \succeq 0} & g(\boldsymbol{\lambda})  \tag{3.34}\\
\text { s.t. } & \boldsymbol{\lambda} \succeq \mathbf{0} .
\end{array}
$$

Since a dual function is always convex by definition [89], gradient- or subgradientbased methods can be used to minimize $g(\boldsymbol{\lambda})$ with guaranteed convergence. We denote $\left(\hat{\boldsymbol{p}}^{*}, \boldsymbol{\rho}^{*}\right)$ as the optimal power allocation and binary assignment pair at a given dual point (to be discussed in the next subsection). Then a subgradient of $g(\boldsymbol{\lambda})$ can be derived using a similar method as in [86] such that the dual variables $\boldsymbol{\lambda}$ are updated as in (3.33), where $[\star]^{+}$denotes $\max (0, \star)$, the superscript ${ }^{(l)}$ denotes the iteration number, and $\pi^{(l)}$ represents the step size. When the step size $\pi^{(l)}$ follows the diminishing policy in [90], the subgradient method above is guaranteed to converge to the optimal dual variables. Here, we just take the simple diminishing

$$
\begin{align*}
& L(\hat{\boldsymbol{p}}, \boldsymbol{\rho}, \boldsymbol{\lambda})= \sum_{n=1}^{N} \omega_{n} \sum_{m=1}^{M} \sum_{k_{1}=1}^{K} \sum_{k_{2}=2}^{K}\left(\hat{R}_{n, m}^{k_{1}, k_{2}, 1}-\lambda_{b, 1} p_{b, n, k_{1}}^{m, k_{2}, 1}-\lambda_{b, 2} p_{b, n, k_{2}}^{m, k_{1}, 1}-\lambda_{m, 1} p_{m, n, k_{1}}^{k_{2}, 1}-\lambda_{m, 2} p_{m, n, k_{2}}^{k_{1}, 1}\right) \\
&+\sum_{n=1}^{N} \omega_{n} \sum_{m=1}^{M} \sum_{k_{1}=1}^{K} \sum_{k_{2}=2}^{K}\left(\hat{R}_{n, m}^{k_{1}, k_{2}, 2}-\lambda_{b, 1} p_{b, n, k_{1}}^{m, k_{2}, 2}-\lambda_{b, 2} p_{b, n, k_{2}}^{m, k_{1}, 2}-\lambda_{m, 2} p_{m, n, k_{2}}^{k_{1}, 2}\right)  \tag{3.32a}\\
&+\sum_{n=1}^{N} \omega_{n} \sum_{k_{1}=1}^{K}\left(\hat{R}_{n}^{k_{1}}-\lambda_{b, 1} p_{b, n, k_{1}}^{3}\right)+\sum_{n=1}^{N} \omega_{n} \sum_{k_{2}=1}^{K}\left(\hat{R}_{n}^{k_{2}}-\lambda_{b, 2} p_{b, n, k_{2}}^{3}\right)  \tag{3.32c}\\
& \lambda_{b, 1}^{(l+1)}= {\left[\lambda_{b, 1}^{(l)}-\pi^{(l)}\left(P_{b}-\sum_{n=1}^{N} \sum_{k_{1}=1}^{K} p_{b, n, k_{2}}^{3}-\sum_{n=1}^{N} \sum_{m=1}^{M} \sum_{k_{2}=1}^{K} \sum_{k_{1}=1}^{K} p_{b, n, k_{1}}^{m, k_{2}, 1}\right)\right]^{+} }  \tag{3.32d}\\
& \lambda_{b, 2}^{(l+1)}= {\left[\lambda_{b, 2}^{(l)}-\pi^{(l)}\left(P_{b}-\sum_{n=1}^{N} \sum_{k_{1}=1}^{K} p_{b, n, k_{2}}^{3}-\sum_{n=1}^{N} \sum_{m=1}^{M} \sum_{k_{2}=1}^{K} \sum_{k_{1}=1}^{K} p_{b, n, k_{1}}^{m, k_{2}, 1}\right)\right]^{+} }  \tag{3.33a}\\
& \lambda_{m=1}^{(l+1)}= {\left[\lambda_{m, 1}+\lambda_{m, 2}^{(l)}-P_{m}\right.}  \tag{3.33b}\\
&\left.\lambda_{m, 1}^{(l)}-\pi^{(l)}\left(P_{m}-\sum_{n=1}^{N} \sum_{m=1}^{M} \sum_{k_{2}=1}^{K} \sum_{k_{1}=1}^{K} p_{m, n, k_{1}}^{k_{2}, 1}\right)\right]^{+}  \tag{3.33c}\\
& \lambda_{m, 2}^{(l+1)}= {\left[\lambda_{m, 2}^{(l)}-\pi^{(l)}\left(P_{m}-\sum_{i=1}^{2} \sum_{n=1}^{N} \sum_{m=1}^{M} \sum_{k_{2}=1}^{K} \sum_{k_{1}=1}^{K} p_{m, n, k_{2}}^{k_{1, i}}\right)\right]^{+} } \tag{3.33d}
\end{align*}
$$

step, i.e., $\pi^{(l)}=\pi^{(0)} / \sqrt{l}$, where $\pi^{(0)}>0$ is the initial step size ${ }^{8}$. The computational complexity of such an updating method is polynomial in the number of dual variables $2(M+1)[86]$.
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### 3.3.3 Optimizing Primal Variables at a Given Dual Point

Computing the dual function $g(\boldsymbol{\lambda})$ involves determining the optimal $\left(\hat{\boldsymbol{p}}^{*}, \boldsymbol{\rho}^{*}\right)$ at the given dual point $\boldsymbol{\lambda}$. In this subsection, we present the detailed derivation of the optimal primal variables in two phases. We first find the optimal power variables $\hat{\boldsymbol{p}}$ by fixing the integer variables $\boldsymbol{\rho}$. Then we search the optimal $\boldsymbol{\rho}$ by eliminating $\hat{\boldsymbol{p}}$ in the objective function. Also, we optimize the power in the three different transmission modes sequentially.

### 3.3.3.1 Optimizing Power Allocation in FDRT Mode

In FDRT mode, i.e., $i=1$, the corresponding objective function is in (3.32a). Based on (3.32a), the problem can be decomposed into $M N K^{2}$ subproblems. With given dual variables, the power allocation can be performed by solving the corresponding sub-primal problem. The optimal power allocation that maximizes (3.32a) does not have a closed-form solution in general, and we introduce a hierarchical dual method to solve the power allocation problem. Details can be found in Appendix 3.A.

### 3.3.3.2 Optimizing Power Allocation in HDRCT Mode

In HDRCT mode, i.e., $i=2$, the corresponding objective function is in (3.32b).
Given $m, n, k_{1}$ and $k_{2}$, a slight change of (3.32b) gives

$$
\begin{align*}
L_{m, n}^{k_{1}, k_{2}, 2}= & \frac{1}{2} \log \left(1+\gamma_{m, n}^{k_{1}, k_{2}}\right)+\nu\left(p_{b, n, k_{1}}^{m, k_{2}, 2} \alpha_{b, m, k_{1}}-\gamma_{m, n}^{k_{1}, k_{2}}\right) \\
& -\lambda_{b, 1} p_{b, n, k_{1}}^{m, k_{2}, 2}-\lambda_{b, 2} p_{b, n, k_{2}}^{m, k_{1}, 2}-\lambda_{m, 2} p_{m, n, k_{2}}^{k_{1}, 2} \tag{3.35}
\end{align*}
$$

where

$$
\begin{equation*}
\gamma_{m, n}^{k_{1}, k_{2}}=p_{b, n, k_{1}, k_{1}, 2}^{\alpha_{b, n, k_{1}}}+\left(\sqrt{p_{b, n, k_{2}}^{m, k_{1}, 2} \alpha_{b, n, k_{2}}}+\sqrt{p_{m, n, k_{2}}^{k_{1}, 2} \alpha_{m, n, k_{2}}}\right)^{2} . \tag{3.36}
\end{equation*}
$$

The second term on the right hand side of (3.35) is associated with the Lagrange multiplier $\nu \geq 0$, corresponding to the condition

$$
\begin{equation*}
p_{b, n, k_{1}}^{m, k_{2}, 2} \alpha_{b, m, k_{1}} \geq \gamma_{m, n}^{k_{1}, k_{2}} \tag{3.37}
\end{equation*}
$$

for relay transmission mode rather than DT mode [43]. If (3.37) is not valid, the power of the given relay can be reallocated, without reducing its rate to other subcarriers, or simply be conserved. We aim at maximizing the Lagrange function (3.35) subject to the individual powers for given $m, n, k_{1}$ and $k_{2}$. The referred problem is obviously a convex optimization problem. To derive the convex optimization problem, one may formulate and solve a set of equations based on the KKT conditions and the method in [43]. The method, however, is effective only when the objective function (3.35) and all the constraints are differentiable at the optimum solution. However, $\gamma_{m, n}^{k_{1}, k_{2}}$ is not differentiable at $p_{b, n, k_{2}}^{m, k_{1}, 2}=0$ or $p_{m, n, k_{2}}^{k_{1}, 2}=0$. As a result, the KKT-conditions-based method cannot be applied to finding the optimum solution. In this chapter, we provide a much simpler analysis to solve this problem.

We define the optimal powers as $p_{b, n, k_{1}}^{m, k_{2}, 2 *}, p_{b, n, k_{2}}^{m, k_{1}, 2 *}$ and $p_{m, n, k_{2}}^{k_{1}, 2 *}$. Then the power allocation scheme can be analyzed under the following three cases.

- Case $1 p_{m, n, k_{2}}^{k_{1}, 2 *}=0$ : It means that the relay does not transmit any information. As a result, $p_{b, n, k_{1}}^{m, k_{2}, 2 *}=0$ and $p_{b, n, k_{2}}^{m, k_{1}, 2 *}=0$. Note that (3.35) may not be optimal under $p_{b, n, k_{1}}^{m, k_{2}, 2 *}=p_{b, n, k_{2}}^{m, k_{1}, 2 *}=0$ and $p_{m, n, k_{2}}^{k_{1}, 2 *}=0$. However, in this chapter, we also
have taken into account the DT mode. In DT mode, we can have a better achievable rate than that of HDRCT mode when $p_{m, n, k_{2}}^{k_{1}, 2 *}=0$. Thus, we directly give the results following the definition of HDRCT mode.
- Case $2 p_{m, n, k_{2}}^{k_{1}, 2 *}>0$ and $p_{b, n, k_{2}}^{m, k_{1}, 2 *}=0$ : By substituting $p_{b, n, k_{2}}^{m, k_{1}, 2 *}=0$ into (3.35), and equating the partial derivatives of $L_{m, n}^{k_{1}, k_{2}, 2}$ in (3.35) over $p_{b, n, k_{1}}^{m, k_{2}, 2}$ and $p_{m, n, k_{2}}^{k_{1}, 2}$ to zeros, the closed-forms of the optimal power allocations $p_{b, n, k_{1}}^{m, k_{2}, 2 *}$ and $p_{m, n, k_{2}}^{k_{1}, 2 *}$ can be readily obtained as follows.

If $\alpha_{b, m, k_{1}}>\alpha_{b, n, k_{1}}$, and $1 / 2\left(\beta_{k_{1}, k_{2}} \lambda_{b, 1}+\lambda_{m, 2}\right)-1 / \alpha_{b, m, k_{1}} \beta_{k_{1}, k_{2}}>0$, where $\beta_{k_{1}, k_{2}}=\alpha_{m, n, k_{2}} /\left(\alpha_{b, m, k_{1}}-\alpha_{b, n, k_{1}}\right)$, then

$$
\begin{align*}
p_{b, n, k_{1}}^{m, k_{2}, 2 *} & =\frac{1}{2\left(\lambda_{b, 1}+\lambda_{m, 2} / \beta_{k_{1}, k_{2}}\right)}-\frac{1}{\alpha_{b, m, k_{1}}}  \tag{3.38}\\
p_{m, n, k_{2}}^{k_{1}, 2 *} & =\frac{1}{2\left(\beta_{k_{1}, k_{2}} \lambda_{b, 1}+\lambda_{m, 2}\right)}-\frac{1}{\alpha_{b, m, k_{1}} \beta_{k_{1}, k_{2}}} \tag{3.39}
\end{align*}
$$

otherwise, Case 2 is not feasible.
Note that the condition $\alpha_{b, m, k_{1}}>\alpha_{b, n, k_{1}}$ for selecting HDRCT mode is based on the fact that in this situation, the relay will receive more information than the destination. Otherwise, there is no need to use the relay and we should go back to Case 1. The other condition $1 / 2\left(\beta_{k_{1}, k_{2}} \lambda_{b, 1}+\lambda_{m, 2}\right)-1 / \alpha_{b, m, k_{1}} \beta_{k_{1}, k_{2}}>0$ is used to guarantee $p_{m, n, k_{2}}^{k_{1}, 2 *}>0$ and hence to satisfy the condition of Case 2.

- Case $3 p_{m, n, k_{2}}^{k_{1}, 2 *}>0$ and $p_{b, n, k_{2}}^{m, k_{1}, 2 *}>0$ : By equating the partial derivatives of $L_{m, n}^{k_{1}, k_{2}, 2}$ in (3.35) over $p_{b, n, k_{1}}^{m, k_{2}, 2}, p_{b, n, k_{2}}^{m, k_{1}, 2}$ and $p_{m, n, k_{2}}^{k_{1}, 2}$ to zeros and after some manipulations, the closed-forms of the optimal power allocations $p_{b, n, k_{1}}^{m, k_{2}, 2 *}, p_{b, n, k_{2}}^{m, k_{1}, 2 *}$ and $p_{m, n, k_{2}}^{k_{1}, 2 *}$ can be readily obtained as follows. If $\alpha_{b, m, k_{1}}-\alpha_{b, n, k_{1}}>0$ and

$$
\gamma_{m, n}^{k_{1}, k_{2} *}>0, \text { then }
$$

$$
\begin{align*}
p_{b, n, k_{1}}^{m, k_{2}, 2 *} & =\gamma_{m, n}^{k_{1}, k_{2} *} / \alpha_{b, m, k_{1}}  \tag{3.40}\\
p_{b, n, k_{2}}^{m, k_{1}, 2 *} & =\frac{\gamma_{m, n}^{k_{1}, k_{2} *} \eta^{*}\left(\alpha_{b, m, k_{1}}-\alpha_{b, n, k_{1}}\right)}{\alpha_{b, m, k_{1}}\left(\alpha_{b, n, k_{2}}+\eta^{*} \alpha_{c}\right)^{2}}  \tag{3.41}\\
p_{m, n, k_{2}}^{k_{1}, 2 *} & =\frac{\gamma_{m, n}^{k_{1}, k_{2} *} \alpha_{b, m, k_{1}}-\alpha_{b, n, k_{1}}}{\alpha_{b, m, k_{1}}\left(\alpha_{b, n, k_{2}}+\eta^{*} \alpha_{c}\right)^{2}} \tag{3.42}
\end{align*}
$$

where

$$
\begin{align*}
\eta^{*}= & \frac{1}{2 \lambda_{m, 2} \alpha_{c}}\left(-\left(\lambda_{m, 2} \alpha_{b, n, k_{2}}-\lambda_{b, 2} \alpha_{m, n, k_{2}}\right)\right. \\
& \left.+\sqrt{\left(\lambda_{m, 2} \alpha_{b, n, k_{2}}-\lambda_{b, 2} \alpha_{m, n, k_{2}}\right)^{2}+\lambda_{m, 2} \lambda_{b, 2} \alpha_{c}^{2}}\right),  \tag{3.43}\\
\gamma_{m, n}^{k_{1}, k_{2} *}= & \frac{\left(\alpha_{b, n, k_{2}}+\eta \alpha_{c}\right) / 2}{\lambda_{b, 2}\left(\alpha_{b, n, k_{1}}-\alpha_{b, m, k_{1}}\right)-\lambda_{b, 1}\left(\alpha_{b, n, k_{2}}+\eta^{*} \alpha_{c}\right)}-1,  \tag{3.44}\\
\alpha_{c}= & \sqrt{\alpha_{b, n, k_{2}} \alpha_{m, n, k_{2}}} ; \tag{3.45}
\end{align*}
$$

otherwise, Case 3 is not feasible. Details of the proof are shown in Appendix 3.B.

Subsequently, we evaluate the Lagrangian function (3.35) under the above three power allocation schemes. Then we select the power allocation scheme corresponding to the largest Lagrangian function as the optimal one ${ }^{9}$.
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### 3.3.3.3 Optimizing Power Allocation in DT Mode

In DT mode, i.e., $i=3$, the corresponding objective function is (3.32c). By applying KKT conditions, the closed-forms of optimal power allocations $p_{b, n, k_{1}}^{3}$ and $p_{b, n, k_{2}}^{3}$ for a given set of $n, k_{1}$ and $k_{2}$ can be easily obtained

$$
\begin{align*}
& p_{b, n, k_{1}}^{3}=\left[\frac{1}{2 \lambda_{b, 1}}-\frac{1}{\alpha_{b, n, k_{1}}}\right]^{+}  \tag{3.46}\\
& p_{b, n, k_{2}}^{3}=\left[\frac{1}{2 \lambda_{b, 2}}-\frac{1}{\alpha_{b, n, k_{2}}}\right]^{+} \tag{3.47}
\end{align*}
$$

### 3.3.3.4 Optimizing binary assignment

Following a similar procedure as in [37], our proposed algorithm in Section 3.2 can be applied to solve the problem in (3.31) by replacing the rate expressions with the profit expressions. Specifically, we have

$$
\begin{align*}
\overline{\mathcal{R}}^{1}\left(k_{1}, k_{2}\right) & =\max _{n \in \mathcal{N}, m \in \mathcal{M}} \omega_{n}\left(\hat{R}_{n, m}^{k_{1}, k_{2}, 1}-\lambda_{b, 1} p_{b, n, k_{1}}^{m, k_{2}, 1}-\lambda_{b, 2} p_{b, n, k_{2}}^{m, k_{1}, 1}-\lambda_{m, 1} p_{m, n, k_{1}}^{k_{2}, 1}-\lambda_{m, 2} p_{m, n, k_{2}}^{k_{1}, 1}\right)  \tag{3.48}\\
\overline{\mathcal{R}}^{2}\left(k_{1}, k_{2}\right) & =\max _{n \in \mathcal{N}, m \in \mathcal{M}} \omega_{n}\left(\hat{R}_{n, m}^{k_{1}, k_{2}, 2}-\lambda_{b, 1} p_{b, n, k_{1}}^{m, k_{2}, 2}-\lambda_{m, 2} p_{m, n, k_{2}}^{k_{1}, 2}\right)  \tag{3.49}\\
\overline{\mathcal{R}}^{3}\left(k_{1}\right) & =\max _{n \in \mathcal{N}} \omega_{n}\left(\hat{R}_{n}^{k_{1}}-\lambda_{b, 1} p_{b, n, k_{1}}^{3}\right)  \tag{3.50}\\
\overline{\mathcal{R}}^{3}\left(k_{2}\right) & =\max _{n \in \mathcal{N}} \omega_{n}\left(\hat{R}_{n}^{k_{2}}-\lambda_{b, 2} p_{b, n, k_{2}}^{3}\right)  \tag{3.51}\\
\overline{\mathcal{R}}^{3}\left(k_{1}, k_{2}\right) & =\overline{\mathcal{R}}^{3}\left(k_{1}\right)+\overline{\mathcal{R}}^{3}\left(k_{2}\right) . \tag{3.52}
\end{align*}
$$

Then, the maximal transmission rate for a given subcarrier-pair is given by

$$
\begin{equation*}
\overline{\mathcal{R}}\left(k_{1}, k_{2}\right)=\max _{i=1,2,3} \overline{\mathcal{R}}^{i}\left(k_{1}, k_{2}\right) \tag{3.53}
\end{equation*}
$$

Replacing $\mathcal{R}\left(k_{1}, k_{2}\right)$ in (3.19) by $\overline{\mathcal{R}}\left(k_{1}, k_{2}\right)$, the problem becomes a maximum weighted bipartite matching problem and can be solved by the classic Hungarian algorithm.

### 3.3.4 Computation Complexity

In our joint power allocation and binary assignment problem, the computation complexity is determined by the complexity of the dual method, power allocation and binary assignment jointly. It has been shown in Section 3.3.2 that the computational complexity of updating the dual variables is $\mathcal{O}(2(M+1))$. In each dual problem, the computational complexity of the binary assignment problem has been shown in Section 3.2 to be $\mathcal{O}\left(M N K+M N K^{2}+2 N K+4 K^{2}+K^{3}\right)$. For each binary assignment, the power allocation scheme in DT mode has a closed form solution, and thus its computational complexity is $\mathcal{O}(1)$; that in the HD relay cooperative transmission mode has three cases of which each has a closed form solution, and thus its computational complexity is $\mathcal{O}(3)$; that in FD relay transmission mode has four cases among which the first three have closed form solutions and the fourth case needs a further dual-based computation, and thus its computational complexity is $\mathcal{O}(3+2 *(2+1))=\mathcal{O}(9)$. Thus, the overall computation complexity of our joint optimization problem is $\mathcal{O}\left(26(M+1)\left(M N K+M N K^{2}+2 N K+4 K^{2}+K^{3}\right)\right)$.

### 3.4 Simulation Results

In this section, we evaluate the system performance of our proposed algorithm by simulations. We consider the 3GPP ITU-R urban macro (UMa) cell in Fig. 3.1 where the BS locates at the center of the cell [96]. We assume a cell radius of 2 km
and a total of $N=32$ users. We adopt the path loss model from [96], i.e., path loss equals $122.5+35 \log _{10} d$ (in dB ), where $d$ denotes the distance in km and the path loss exponent is set to be 3.5 for the height of BS as 31 meters over the ground. The small-scale fading is modeled as a multipath time-delay model following ITU-R M. 1225 PedA [96]. The center frequency is 2 GHz and the bandwidth is 10 MHz , within which there are 64 subcarriers. The noise spectral density is $-174 \mathrm{dBm} / \mathrm{Hz}$ and the noise figure is set to 9 dB . The number of the relays is $M=4$ and they are located at $[0,1],[0,-1],[1,0]$ and $[-1,0](\mathrm{km})$. A total of 50000 different channel realizations are conducted in the simulation. For each channel realization, the locations of the users are randomly and uniformly distributed. The peak power constraints for all relay nodes are the same and set to be 5 dB lower than the peak power constraint of the BS. In addition to our proposed algorithm, the following benchmark approaches are simulated for comparison ${ }^{10}$.

1) No Subcarrier Pairing (NSP) : The operation is in either DT mode, FDRT mode or HDRCT mode. When operating in the HDRCT mode, however, the same subcarrier is used in the two time slots of the cooperative transmission. The joint optimization is performed with respect to power allocation, subcarrier assignment, relay selection, and transmission mode selection; and can be solved by per-subcarrier basis using the greedy policy.
2) $D T$ only: The operation is in DT mode only. All users transmit directly without the assistance of the relays. In this case, the greedy policy is optimal for throughput maximization. The joint optimization is performed with respect to power allocation

[^13]and subcarrier assignment.
3) No $D T$ ( $N D T$ ): In the NDT mode, the operation is in either FDRT mode or HDRCT mode, and all users require the assistance of the relays. The joint optimization is performed with respect to power allocation, relay selection, subcarrier pairing and assignment.
4) FDRT: The operation is in FDRT mode only and all users require the assistance of the relays. The joint optimization is performed with respect to power allocation, relay selection and subcarrier assignment.
5) HDRCT: The operation is in HDRCT mode only and all users require the assistance of the relays. The joint optimization is performed with respect to power allocation, relay selection, subcarrier pairing and assignment.

For the ease of notation, we define the interference-to-noise ratio (INR) as the self-interference power over noise power, i.e., $\sigma_{e}^{2} / \sigma_{0}^{2}$.

### 3.4.1 Convergence of the Proposed Algorithm

Fig. 3.2 plots the average sum-rate of the primal problem and the dual problem versus the number of iterations when the maximum BS transmit power equals 20 dBm and $\mathrm{INR}=3 \mathrm{~dB}$. The results in Fig. 3.2 show that the proposed hybrid FD transmission algorithm converges very fast and becomes very close to the optimal value in 5 iterations. In other words, the duality gap between the solutions of the primal and the dual of the joint optimization problem is negligible. The main reason is that the number of subcarriers (i.e., 64) is sufficiently large.


Figure 3.2: Average sum-rate for primal problem and dual problem versus number of iterations when the maximum BS transmit power equals 20 dBm and $\mathrm{INR}=3$ dB.

### 3.4.2 Comparison with Benchmark Approaches

In this subsection, we evaluate the performance of our proposed algorithm and compare it with those of the benchmark approaches. In Fig. 3.3(a) and Fig. 3.3(b), we plot the average sum-rates of the different approaches under $\mathrm{INR}=3 \mathrm{~dB}$ and INR $=10 \mathrm{~dB}$, respectively. Firstly, among all the algorithms, our proposed algorithm achieves the highest average sum-rate. Compared with the NSP scheme, our proposed algorithm can provide about $8 \%$ and $10 \%$ throughput improvements at


Figure 3.3: Performance comparison between our proposed algorithm and five other benchmark approaches. (a) INR $=3 \mathrm{~dB}$; (b) $\operatorname{INR}=10 \mathrm{~dB}$.


Figure 3.4: Transmission mode selection probability versus BS transmit power for $\mathrm{INR}=3 \mathrm{~dB}$ and $\mathrm{INR}=10 \mathrm{~dB}$.

INR $=3 \mathrm{~dB}$ and $\mathrm{INR}=10 \mathrm{~dB}$, respectively, when the BS transmit power equals 30 dBm . The results reveal that the use of subcarrier pairing can indeed increase the throughput. Moreover, we observe that our proposed algorithm can improve the system sum-rate significantly (even above 100\%) compared with the FDRT, HDRCT, NDT and DT schemes. From Fig. 3.3(a) and Fig. 3.3(b), we also find that the HDRCT scheme achieves better performance than the FDRT scheme when the BS transmit power is high, and vice versa. The reason is that when the BS transmit power increases, the users under the FDRT scheme suffer from a higher interference from the BS. While the overall sum-rate of the FDRT scheme still improves with the BS transmit power, the improvement is relatively smaller compared with that achieved by the HDRCT scheme, in which the users are benefited by the stronger signals from the BS.


Figure 3.5: Transmission mode selection probability versus the effective radius $r_{u}$ with given transmit power $P_{B}=10 \mathrm{dBm}$ and $\mathrm{INR}=3 \mathrm{~dB}$, in which the users in the circle area $0<d<r_{u}$ and the two concentric ring-shaped discs area $r_{u}-0.1<d<r_{u}$ are considered as effective users in (a) and (b), respectively.

### 3.4.3 Transmission Mode Selection Probability

To gain more insightful results, we analyze the different transmission mode selection probabilities under our proposed hybrid transmission protocol. In Fig. 3.4, we plot the selection probability of DT, HDRCT and FDRT modes versus BS transmit power under $\mathrm{INR}=3 \mathrm{~dB}$ and $\mathrm{INR}=10 \mathrm{~dB}$. Firstly, the results show that the DT mode selection probability and the HDRCT mode selection probability increase whereas the FDRT mode selection probability decreases with the BS transmit power. The phenomenon is reasonable because a stronger BS transmit power (a) introduces a higher interference to the user in FDRT mode and (ii) provides a stronger signal to users in HDRCT or DT mode. Hence, both HDRCT and DT modes will be selected with an increasing probability as BS transmit power increases; and consequently, the probability of selecting FDRT mode will be reduced. Secondly, FDRT mode selection probability decreases with self-interference power, which is expected.

Next, we study the transmission mode selection probability of users in different locations. Fig. 3.5 illustrates the transmission mode selection probability versus the effective radius $r_{u}$ under a BS transmit power $P_{B}=10 \mathrm{dBm}$ and $\mathrm{INR}=3 \mathrm{~dB}$. Users located within a distance of $r_{u}$ from the BS are considered as effective users in Fig. 3.5(a); while users located further than $r_{u}-0.1$ but within $r_{u}$ from the BS are considered as effective users in Fig. 3.5(b).

Referring to Fig. 3.5(b), when users are located very near the BS (up to $r_{u}=$ 0.6 ), they can receive very strong signals from the BS and almost all of them select DT mode. Under this condition, DT mode can provide significant gain compared to HDRCT mode because DT uses only one time slot to transmit information. It also performs better than FDRT mode in this scenario since the strong direct link is considered as interference. As users move away from the $\mathrm{BS}\left(0.8 \leq r_{u} \leq 1.4\right)$ and become close to the relays (located at $[0,1],[0,-1],[1,0]$ and $[-1,0]$ ), users begin to receive not-so-strong signals from the BS but stronger ones from the relays. The advantage of DT diminishes and DT becomes less likely to be selected. The combined signals from the BS and the relay favor the selection of the HDRCT mode within this range. The probability of FDRT mode being selected is still small because of the relatively strong interference signal from the BS. When users move further away from both the BS and relays $\left(1.6 \leq r_{u} \leq 2.0\right)$, the signal from the BS becomes very weak. The selection probability of DT mode continues to decline. HDRCT mode also begins to lose its advantage compare to FDRT mode. It is because FDRT mode uses only one time slot to transmit information and the users far from the BS receive very little interference from it.

### 3.4.4 Effect of Power Allocation

Next, we evaluate the effectiveness of the power allocation (PA) algorithm in our proposed scheme. In the top-left sub-figure of Fig. 3.6, we plot the sum-rate versus BS transmit power when $\mathrm{INR}=3 \mathrm{~dB}$. The upper bound obtained by searching the optimal power allocation exhaustively in the dual domain under a given binary assignment is provided as a comparison. We also plot the results for the equal power allocation (EPA) scheme in which the transmit powers of BS and relays are equally shared among all subcarriers. In particular, the proposed EPA scheme optimizes the binary assignment problem by using the Hungarian algorithm directly with EPA.

The results show that our proposed algorithm approaches the upper bound very closely. It verifies that the duality gap is negligible when the number of subcarriers is large. Moreover, the performance improvement of our proposed algorithm compared to the proposed EPA scheme is larger in low and moderate BS transmit power regimes but limited when the BS transmit power is high.

In a previous work [37], it has been shown the EPA scheme has nearly the same performance as the optimal power allocation at the high signal-to-noise-ratio (SNR) region (i.e., high BS transmit power) in a HD relaying system. In this work, we show that a similar conclusion can be obtained in the hybrid relaying system. In other sub-figures of Fig. 3.6, we plot the sum-rates of using DT mode, HDRCT mode and FDRT mode under optimized PA scheme and equal PA scheme. The results indicate that PA scheme has a small effect on the sum-rates of DT mode and HDRCT mode, and it has a large effect on the sum-rates of FDRT mode. A first glance at the very large difference of the sum-rate achieved by FDRT mode (lowerright sub-figure of Fig. 3.6) at the high SNR regime under the optimized PA scheme
and the EPA scheme would suggest that there should also be a large difference of our proposed hybrid scheme under the optimized PA scheme and the EPA scheme in the same regime (top-left sub-figure of Fig. 3.6). However, as the results in Fig. 3.4 have shown, the probability of FDRT mode being selected is relatively small at the high SNR region. Thus the difference in the sum-rate achieved by the optimized PA scheme and the EPA scheme under FDRT mode at the high SNR region has a small effect on the our proposed hybrid scheme.

### 3.4.5 Fairness to Users

Finally, we look at the average transmission rate of each user under our proposed scheme (i.e., maximizing weighted sum-rate). For comparison, we also show the average transmission rate when all weights are equal, i.e., $\omega_{n}=1$ and the sumrate is maximized. Fig. 3.7 plots the average individual user transmission rate in a descending order when the maximum BS transmit power equals 20 dBm and $\mathrm{INR}=3 \mathrm{~dB}$. The results indicate that our proposed algorithm can provide a more balanced transmission rate (ranging from $3 \mathrm{bits} / \mathrm{s} / \mathrm{Hz}$ to $6 \mathrm{bits} / \mathrm{s} / \mathrm{Hz}$ ) to all users while the maximizing sum-rate scheme gives a very diverse transmission rate (ranging from $1 \mathrm{bits} / \mathrm{s} / \mathrm{Hz}$ to $11.7 \mathrm{bits} / \mathrm{s} / \mathrm{Hz}$ ) to users. In other words, our proposed scheme is fairer to all users in terms of resource allocation.

### 3.5 Summary

In this chapter, we have investigated resource allocation in OFDMA DL cooperative networks. We have formulated the combinatorial binary assignment optimization
problem of optimizing the subcarrier pairing, subcarrier assignment, relay selection, and transmission mode selection. We have transformed the binary assignment problem into an equivalent maximum weighted bipartite matching problem which can be solved by the classic Hungarian algorithm. Subsequently, we have considered the joint power allocation and binary assignment problem which is solved by the dual-based iterative algorithm. Specifically, the power allocation schemes of FD relay transmission mode and HD relay cooperative transmission mode are solved in semi-closed forms. Simulation results have shown that our proposed algorithm can achieve significant throughput gain compared to the other benchmark approaches.

## Appendix 3.A Power Allocation in FDRT Mode

For simplicity, $p_{b, n, k_{1}}^{m, k_{2}, 1}, p_{b, n, k_{2}}^{m, k_{1}, 1}, p_{m, n, k_{1}}^{k_{2}, 1}$, and $p_{m, n, k_{2}}^{k_{1}, 1}$ are replaced by $p_{b, 1}, p_{b, 2}, p_{m, 1}$, and $p_{m, 2}$, respectively. In addition, $\alpha_{b, m, k_{1}}, \alpha_{b, m, k_{2}}, \alpha_{m, n, k_{1}}, \alpha_{m, n, k_{2}}, \alpha_{b, n, k_{1}}$, and $\alpha_{b, n, k_{2}}$ are replaced by $\alpha_{b, 1}, \alpha_{b, 2}, \alpha_{m, 1}, \alpha_{m, 2}, \alpha_{b, 1}^{\prime}$, and $\alpha_{b, 2}^{\prime}$, respectively. Then, for a given set of ( $m, n, k_{1}, k_{2}$ ), we transform the problem of maximizing (3.32a) into the following equivalent problem

$$
\begin{array}{ll}
\max _{\overline{\bar{p}}} & R_{1}+R_{2}-\Psi \\
\text { s.t. } & R_{1} \leq \frac{1}{2} \log \left(1+p_{b, 2} \alpha_{b, 2}\right) \\
& R_{1} \leq \frac{1}{2} \log \left(1+\frac{p_{m, 1} \alpha_{m, 1}}{p_{b, 1} \alpha_{b, 1}^{\prime}+1}\right) \\
& R_{2} \leq \frac{1}{2} \log \left(1+p_{b, 1} \alpha_{b, 1}\right) \\
& R_{2} \leq \frac{1}{2} \log \left(1+\frac{p_{m, 2} \alpha_{m, 2}}{p_{b, 2} \alpha_{b, 2}^{\prime}+1}\right) \tag{3.58}
\end{array}
$$

where $\overline{\boldsymbol{p}}=\left\{p_{b, 1}, p_{b, 2}, p_{m, 1}, p_{m, 2}\right\} \succeq 0$, and $\Psi=\lambda_{b, 1} p_{b, 1}+\lambda_{b, 2} p_{b, 2}+\lambda_{m, 1} p_{m, 1}+\lambda_{m, 2} p_{m, 2}$.
We first introduce non-negative Lagrangian multipliers $\mu_{1,1}, \mu_{1,2}, \mu_{2,1}$, and $\mu_{2,2}$ associated with the rate constraints (3.55), (3.56), (3.57), and (3.58), respectively. All of them are denoted as $\boldsymbol{\mu} \succeq \mathbf{0}$. Then the dual function of problem (3.54) can be defined as

$$
\begin{equation*}
\bar{g}(\boldsymbol{\mu}) \triangleq \max _{\bar{p}} \quad L(\overline{\boldsymbol{p}}) \tag{3.59}
\end{equation*}
$$

where the Lagrangian is given by

$$
\begin{align*}
& L(\overline{\boldsymbol{p}})=R_{1}\left(1-\mu_{1,1}-\mu_{1,2}\right)+R_{2}\left(1-\mu_{2,1}-\mu_{2,2}\right)-\Psi \\
& +\frac{\mu_{1,1}}{2} \log \left(1+p_{b, 2} \alpha_{b, 2}\right)+\frac{\mu_{1,2}}{2} \log \left(1+\frac{p_{m, 1} \alpha_{m, 1}}{p_{b, 1} \alpha_{b, 1}^{\prime}+1}\right) \\
& +\frac{\mu_{2,1}}{2} \log \left(1+p_{b, 1} \alpha_{b, 1}\right)+\frac{\mu_{2,2}}{2} \log \left(1+\frac{p_{m, 2} \alpha_{m, 2}}{p_{b, 2} \alpha_{b, 2}^{\prime}+1}\right) . \tag{3.60}
\end{align*}
$$

To make sure the dual function is bounded, we have $\mu_{1,1}+\mu_{1,2}=1$ and $\mu_{2,1}+\mu_{2,2}=1$. By substituting these results into (3.60), the Lagrangian can be rewritten as

$$
\begin{align*}
L(\overline{\boldsymbol{p}})= & \frac{\mu_{1,1}}{2} \log \left(1+p_{b, 2} \alpha_{b, 2}\right)+\frac{\mu_{2,1}}{2} \log \left(1+p_{b, 1} \alpha_{b, 1}\right)-\Psi \\
& +\frac{1-\mu_{1,1}}{2} \log \left(1+\frac{p_{m, 1} \alpha_{m, 1}}{p_{b, 1} \alpha_{b, 1}^{\prime}+1}\right)+\frac{1-\mu_{2,1}}{2} \log \left(1+\frac{p_{m, 2} \alpha_{m, 2}}{p_{b, 2} \alpha_{b, 2}^{\prime}+1}\right) . \tag{3.61}
\end{align*}
$$

By applying Karush-Kuhn-Tucker (KKT) conditions [89], i.e., equating the partial
derivatives of (3.60) over all the power variables $\overline{\boldsymbol{p}}$ to zeros, we can obtain

$$
\begin{align*}
& \frac{\partial L}{\partial p_{b, 1}}=\frac{\mu_{2,1} \alpha_{b, 1}}{2\left(1+p_{b, 1} \alpha_{b, 1}\right)}+\frac{\left(1-\mu_{1,1}\right) \alpha_{b, 1}^{\prime}}{2\left(1+p_{b, 1} \alpha_{b, 1}^{\prime}+p_{m, 1} \alpha_{m, 1}\right)} \frac{\left(1-\mu_{1,1}\right) \alpha_{b, 1}^{\prime}}{2\left(1+p_{b, 1} \alpha_{b, 1}^{\prime}\right)}-\lambda_{b, 1}=0  \tag{3.62}\\
& \frac{\partial L}{\partial p_{m, 1}}=\frac{\left(1-\mu_{1,1}\right) \alpha_{m, 1}}{2\left(1+p_{b, 1} \alpha_{b, 1}^{\prime}+p_{m, 1} \alpha_{m, 1}\right)}-\lambda_{m, 1}=0  \tag{3.63}\\
& \frac{\partial L}{\partial p_{b, 2}}=\frac{\mu_{1,1} \alpha_{b, 2}}{2\left(1+p_{b, 2} \alpha_{b, 2}\right)}+\frac{\left(1-\mu_{2,1}\right) \alpha_{b, 2}^{\prime}}{2\left(1+p_{b, 2} \alpha_{b, 2}^{\prime}+p_{m, 2} \alpha_{m, 2}\right)}-\frac{\left(1-\mu_{2,1}\right) \alpha_{b, 2}^{\prime}}{2\left(1+p_{b, 2} \alpha_{b, 2}^{\prime}\right)}-\lambda_{b, 2}=0  \tag{3.64}\\
& \frac{\partial L}{\partial p_{m, 2}}=\frac{\left(1-\mu_{2,1}\right) \alpha_{m, 2}}{2\left(1+p_{b, 2} \alpha_{b, 2}^{\prime}+p_{m, 2} \alpha_{m, 2}\right)}-\lambda_{m, 2}=0 . \tag{3.65}
\end{align*}
$$

To derive the power allocation scheme, one may formulate and solve a set of equations based on the KKT conditions, i.e., (3.62) to (3.65). This method is effective only when the objective function (3.61) and all the constraints are differentiable at all the feasible regions. However, the differentiations of the constraints are not unique in zero value. It means that the KKT-conditions-based method is not capable of finding the optimum solution in general.

We denote the optimal powers as $p_{b, 1}^{*}, p_{b, 2}^{*}, p_{m, 1}^{*}$, and $p_{m, 2}^{*}$. In order to derive the allocated powers, we firstly give the following lemma.

Lemma 3.1. If $p_{m, 1}^{*}=0$, then $p_{b, 2}^{*}=0$. Similarly, $p_{b, 1}^{*}=0$ when $p_{m, 2}^{*}=0$.

Proof. According to the expression of rate for FDRT mode in (3.1), it is easy to verify that the rate would be maximized when $p_{b, 2}^{*}=0$ if $p_{m, 1}^{*}=0$. Similar result can be applied into the fact that $p_{b, 1}^{*}=0$ when $p_{m, 2}^{*}=0$.

Then, we give the explicit analysis of the power allocation scheme in four different cases:

- Case 1: $p_{m, 1}^{*}=0$ and $p_{m, 2}^{*}=0$. According to lemma 3.1, we can obtain $p_{b, 1}^{*}=p_{b, 2}^{*}=0$.
- Case 2: $p_{m, 1}^{*}>0$ and $p_{m, 2}^{*}=0$. According to lemma 3.1, $p_{b, 1}=0$. Then, we examine the feasibility of Case 2 . By substituting $p_{b, 1}^{*}=0$ into (3.63) and combining the fact that $p_{m, 1}^{*}>0$, we can conclude that Case 2 is feasible if $\frac{1-\mu_{1,1}}{2 \lambda_{m, 1}}-\frac{1}{\alpha_{m, 1}}>0$ and vice versa. If Case 2 is feasible, the exact value of $p_{m, 1}^{*}$ is given by

$$
\begin{equation*}
p_{m, 1}^{*}=\frac{1-\mu_{1,1}}{2 \lambda_{m, 1}}-\frac{1}{\alpha_{m, 1}} . \tag{3.66}
\end{equation*}
$$

By substituting $p_{m, 2}^{*}=0$ into (3.64), $p_{b, 2}^{*}$ can be derived as

$$
\begin{equation*}
p_{b, 2}^{*}=\left[\frac{\mu_{1,1}}{2 \lambda_{b, 2}}-\frac{1}{\alpha_{b, 2}}\right]^{+} . \tag{3.67}
\end{equation*}
$$

- Case 3: $p_{m, 1}^{*}=0$ and $p_{m, 2}^{*}>0$. Similar to Case 2, we have $p_{b, 2}^{*}=0$. By substituting $p_{b, 2}=0$ into (3.65) and combining the fact that $p_{m, 2}>0$, we can conclude that Case 3 is feasible if $\frac{1-\mu_{2,1}}{2 \lambda_{m, 2}}-\frac{1}{\alpha_{m, 2}}>0$ and vice versa. If Case 3 is feasible, the exact value of $p_{m, 2}$ is given by

$$
\begin{equation*}
p_{m, 2}^{*}=\frac{1-\mu_{2,1}}{2 \lambda_{m, 2}}-\frac{1}{\alpha_{m, 2}} . \tag{3.68}
\end{equation*}
$$

By substituting $p_{m, 1}^{*}=0$ into (3.62), $p_{b, 1}^{*}$ can be derived as

$$
\begin{equation*}
p_{b, 1}^{*}=\left[\frac{\mu_{2,1}}{2 \lambda_{b, 1}}-\frac{1}{\alpha_{b, 1}}\right]^{+} \tag{3.69}
\end{equation*}
$$

- Case 4: $p_{m, 1}^{*}>0$ and $p_{m, 2}^{*}>0$. Since $p_{m, 1}^{*}>0$ and $p_{m, 2}^{*}>0,(3.63)$ and (3.65) are satisfied. Then (3.62) and (3.64) can be simplified to (3.70) and (3.71), where $\chi_{1}=2 \lambda_{m, 1} \alpha_{b, 1}^{\prime} / \alpha_{m, 1}-2 \lambda_{b, 1}$ and $\chi_{2}=2 \lambda_{m, 2} \alpha_{b, 2}^{\prime} / \alpha_{m, 2}-2 \lambda_{b, 2}$. Thus, the allocated powers $p_{b, 1}^{*}$ and $p_{b, 2}^{*}$ are the non-negative real roots of equations (3.70) and (3.71), respectively. After obtaining the allocated BS powers, according to (3.63) and (3.65), we can allocate the relay powers as follows

$$
\begin{align*}
& p_{m, 1}^{*}=\frac{1-\mu_{1,1}}{2 \lambda_{m, 1}}-\frac{1+p_{b, 1} \alpha_{b, 1}^{\prime}}{\alpha_{m, 1}}  \tag{3.72}\\
& p_{m, 2}^{*}=\frac{1-\mu_{2,1}}{2 \lambda_{m, 2}}-\frac{1+p_{b, 2} \alpha_{b, 2}^{\prime}}{\alpha_{m, 2}} . \tag{3.73}
\end{align*}
$$

It is also necessary to check the feasibility of Case 4. If both (3.70) and (3.71) have non-negative real roots, and $\frac{1-\mu_{1,1}}{2 \lambda_{m, 1}}-\frac{1+p_{b, 1}^{*} \alpha_{b, 1}^{\prime}}{\alpha_{m, 1}}>0$ and $\frac{1-\mu_{2,1}}{2 \lambda_{m, 2}}-\frac{1+p_{b, 2}^{*} \alpha_{b, 2}^{\prime}}{\alpha_{m, 2}}>0$ under the given source powers $p_{b, 1}^{*}$ and $p_{b, 2}^{*}$, Case 4 is feasible; otherwise, Case 4 is not feasible.

We compare the Lagrangian function (3.61) with different power allocation schemes in four cases, and choose the one with largest value of the Lagrangian function as the optimal power allocation scheme.

The allocated powers depend on the dual variables $\boldsymbol{\mu}$. The dual optimization problem is given by

$$
\begin{array}{ll}
\min _{\mu \succeq 0} & \bar{g}(\boldsymbol{\mu})  \tag{3.74}\\
\text { s.t. } & \boldsymbol{\mu} \succeq \mathbf{0}
\end{array}
$$

As described in Section 3.3.2, a dual function is always convex. Hence, subgradient-

```
Algorithm 2 Algorithm for Power Allocation in FDRT mode
    Initialize \(\boldsymbol{\mu}\)
            \(\epsilon_{\mu}>0\) (convergence tolerance of iterations)
    while \(\boldsymbol{\mu}^{(l)}-\boldsymbol{\mu}^{(l-1)} \leq \epsilon_{\mu}\) do
        Compare the Lagrangian function (3.61) with different power allocation
        schemes in four cases. Choose the ones with largest value of the Lagrangian
        function as the optimal powers \(p_{b, 1}^{(l)}, p_{b, 2}^{(l)}, p_{m, 1}^{(l)}\), and \(p_{m, 2}^{(l)}\).
        Update \(\boldsymbol{\mu}\) using ellipsoid method with gradient of the constraints (3.75) and
        (3.76).
        \(l \leftarrow l+1\).
    end while
    The optimal powers are given by \(p_{b, 1}^{(l-1)}, p_{b, 2}^{(l-1)}, p_{m, 1}^{(l-1)}\), and \(p_{m, 2}^{(l-1)}\).
    return
```

based methods, e.g., ellipsoid method, can be used to minimize $\bar{g}(\boldsymbol{\mu})$ with guaranteed convergence [89]. In this chapter, we use ellipsoid method to update $\boldsymbol{\mu}$ based on the following subgradient vectors:

$$
\begin{align*}
\Delta \mu_{1,1} & =\log \left(1+p_{b, 2} \alpha_{b, 2}\right)-\log \left(1+\frac{p_{m, 1} \alpha_{m, 1}}{p_{b, 1} \alpha_{b, 1}^{\prime}+1}\right)  \tag{3.75}\\
\Delta \mu_{2,1} & =\log \left(1+p_{b, 1} \alpha_{b, 1}\right)-\log \left(1+\frac{p_{m, 2} \alpha_{m, 2}}{p_{b, 2} \alpha_{b, 2}^{\prime}+1}\right) \tag{3.76}
\end{align*}
$$

We note that the duality gap between the dual problem (3.59) and primary problem (3.54) is non-zero due to the non-convexity of rate constraints (3.56) and (3.58). However, according to the results in [86], the duality gap goes to zero as the number of subcarrier tends to infinity. It is also worth to mention that for given dual variables $\boldsymbol{\lambda}$, we introduce new dual variables $\boldsymbol{\mu}$ to decompose the problem (3.54) into a solvable problem. Hence, we named this method as hierarchical dual method. To sum up, the entire algorithm for power allocation in FDRT mode is given in Algorithm 1.

## Appendix 3.B Derivations for (3.40) to (3.42)

By equating the partial derivative of $L_{m, n}^{k_{1}, k_{2}, 2}$ in (3.35) over $p_{b, n, k_{1}}^{m, k_{2}, 2}, p_{b, n, k_{2}}^{m, k_{1}, 2}$ and $p_{m, n, k_{2}}^{k_{1}, 2}$ to zeros, and after some manipulations, the closed-forms of optimal power allocations $p_{b, n, k_{1}}^{m, k_{2}, 2 *}, p_{b, n, k_{2}}^{m, k_{1}, 2 *}$ and $p_{m, n, k_{2}}^{k_{1}, 2 *}$ can be readily obtained as

$$
\begin{align*}
\frac{\alpha_{b, n, k_{1}}}{2\left(1+\gamma_{m, n}^{k_{1}, k_{2}}\right)} & =\lambda_{b, 1}+\nu\left(\alpha_{b, n, k_{1}}-\alpha_{b, m, k_{1}}\right)  \tag{3.77}\\
\frac{\left(\alpha_{b, n, k_{2}}+\eta \alpha_{c}\right)}{2\left(1+\gamma_{m, n}^{k_{1}, k_{2}}\right)} & =\lambda_{b, 2}+\nu\left(\alpha_{b, n, k_{2}}+\eta \alpha_{c}\right)  \tag{3.78}\\
\frac{\left(\alpha_{m, n, k_{2}}+\alpha_{c} / \eta\right)}{2\left(1+\gamma_{m, n}^{k_{1}, k_{2}}\right)} & =\lambda_{m, 2}+\nu\left(\alpha_{m, n, k_{2}}+\alpha_{c} / \eta\right) \tag{3.79}
\end{align*}
$$

where

$$
\begin{align*}
\eta & =p_{b, n, k_{2}}^{m, k_{1}, 2} / p_{m, n, k_{2}}^{k_{1}, 2}  \tag{3.80}\\
\alpha_{c} & =\sqrt{\alpha_{b, n, k_{2}} \alpha_{m, n, k_{2}}} . \tag{3.81}
\end{align*}
$$

Eliminating $\gamma_{m, n}^{k_{1}, k_{2}}$ and $\nu$ by using (3.77) to (3.79), we obtain

$$
\begin{equation*}
\lambda_{m, 2} \alpha_{c} \eta^{2}+\left(\lambda_{m, 2} \alpha_{b, n, k_{2}}-\lambda_{b, 2} \alpha_{m, n, k_{2}}\right) \eta-\lambda_{b, 2} \alpha_{c}=0 \tag{3.82}
\end{equation*}
$$

Based on the solution for a quadratic equation, it is easy to obtain that (3.82) has one and only one positive root, which is

$$
\begin{align*}
\eta^{*}= & \frac{1}{2 \lambda_{m, 2} \alpha_{c}}\left(-\left(\lambda_{m, 2} \alpha_{b, n, k_{2}}-\lambda_{b, 2} \alpha_{m, n, k_{2}}\right)\right. \\
& \left.+\sqrt{\left(\lambda_{m, 2} \alpha_{b, n, k_{2}}-\lambda_{b, 2} \alpha_{m, n, k_{2}}\right)^{2}+\lambda_{m, 2} \lambda_{b, 2} \alpha_{c}^{2}}\right) . \tag{3.83}
\end{align*}
$$

By substituting (3.83) into (3.77) and (3.78) and eliminating $\nu, \gamma_{m, n}^{k_{1}, k_{2}}$ can be derived as

$$
\begin{equation*}
\gamma_{m, n}^{k_{1}, k_{2} *}=\frac{\left(\alpha_{b, n, k_{2}}+\eta \alpha_{c}\right) / 2}{\lambda_{b, 2}\left(\alpha_{b, n, k_{1}}-\alpha_{b, m, k_{1}}\right)-\lambda_{b, 1}\left(\alpha_{b, n, k_{2}}+\eta \alpha_{c}\right)}-1 \tag{3.84}
\end{equation*}
$$

Since $\nu$ is the Lagrange multiplier of (3.37), based on the KKT conditions, we have to guarantee

$$
\begin{equation*}
\nu\left(p_{b, n, k_{1}}^{m, k_{2}, 2 *} \alpha_{b, m, k_{1}}-\gamma_{m, n}^{k_{1}, k_{2} *}\right)=0 . \tag{3.85}
\end{equation*}
$$

Since $\nu$ cannot be guaranteed to be zero, we have

$$
\begin{equation*}
p_{b, n, k_{1}}^{m, k_{2}, 2 *} \alpha_{b, m, k_{1}}-\gamma_{m, n}^{k_{1}, k_{2} *}=0 . \tag{3.86}
\end{equation*}
$$

As a result, we obtain $p_{b, n, k_{1}}^{m, k_{2}, 2 *}$ in (3.40). Then, according to (3.40), (3.84) and (3.80), $p_{b, n, k_{2}}^{m, k_{1}, 2 *}$ and $p_{m, n, k_{2}}^{k_{1}, 2 *}$ are given in (3.41) and (3.42), respectively. We also have to evaluate the feasible region. In order to ensure that all the powers be positive, we have $\gamma_{m, n}^{k_{1}, k_{2} *}>0$ and $\alpha_{b, m, k_{1}}-\alpha_{b, n, k_{1}}>0$. Thus, we readily have the results.


Figure 3.6: Average sum-rate versus BS transmit power of the proposed PA scheme compared with EPA scheme for $\operatorname{INR}=3 \mathrm{~dB}$.


Figure 3.7: Average individual user transmission rate in a descending order when the maximum BS transmit power equals 20 dBm and $\mathrm{INR}=3 \mathrm{~dB}$.

$$
\begin{align*}
& \chi_{1} \alpha_{b, 1} \alpha_{b, 1}^{\prime} p_{b, 1}^{2}+\left(\chi_{1}\left(\alpha_{b, 1}+\alpha_{b, 1}^{\prime}\right)+\left(\mu_{2,1}+\mu_{1,1}-1\right) \alpha_{b, 1} \alpha_{b, 1}^{\prime}\right) p_{b, 1}+\chi_{1}+\mu_{2,1} \alpha_{b, 1}+\left(1-\mu_{1,1}\right) \alpha_{b, 1}^{\prime}=0  \tag{3.70}\\
& \chi_{2} \alpha_{b, 2} \alpha_{b, 2}^{\prime} p_{b, 2}^{2}+\left(\chi_{2}\left(\alpha_{b, 2}+\alpha_{b, 2}^{\prime}\right)+\left(\mu_{1,1}+\mu_{2,1}-1\right) \alpha_{b, 2} \alpha_{b, 2}^{\prime}\right) p_{b, 2}+\chi_{2}+\mu_{1,1} \alpha_{b, 2}+\left(1-\mu_{2,1}\right) \alpha_{b, 2}^{\prime}=0 \tag{3.71}
\end{align*}
$$

## Chapter 4

## Max-Min Weighted downlink SINR with uplink SINR Constraints for full-duplex MIMO

## Systems

In this chapter, we investigate the max-min weighted SINR problem in a FD multiuser MIMO system, where each user is equipped with a single antenna. Instead of optimizing the joint UL and DL max-min weighted SINR, we consider a more practical scenario in which the DL minimum weighted SINR is maximized under some target SINR constraints for UL users. Specifically, the system should first guarantee the quality of service (QoS) of UL users before sharing the spectrum resources to the DL users. We consider jointly (i) the transmit beamforming at the BS, (ii) the receive beamforming at the BS, (iii) the transmit powers at the

BS, and (iv) the transmit powers at the UL users, such that the UL users can be provided with specific SINRs and the SINRs of the DL users should be balanced and maximized. Since the additional SINR constraints are not non-negative power constraints, the problem cannot be solved directly or with trivial transformations by the Perron-Frobenius theory or other existing algorithms.

To tackle the aforementioned problem, we propose an iterative optimization algorithm which is proved to be convergent. The proposed algorithm iteratively optimizes (i) the power control and receive beamforming, and then (ii) the power control and transmit beamforming. By fixing the transmit and receive beamforming at the BS, we first transform the original problem into a standard SISO max-min weighted SINR problem with multiple SINR constraints and multiple power constraints. Under the single power constraint scenario, we also derive the network duality of the optimization problem. Based on the network duality principle, we show that the optimization problem with multiple power constraints can be decoupled into subproblems each with a single power constraint. Subsequently, we apply the PerronFrobenius theory and subgradient projection-based method to solve the transformed SISO max-min weighted SINR problem with multiple power constraints and multiple SINR constraints. By using network duality and minimum-mean-squared-error (MMSE) criterion, the transmit and receive beamforming can be iteratively derived accordingly.

The remaining chapter is organized as follows. In Section 4.1, we describe the system model and problem formulation. In Section 4.2, we derive the optimization algorithm when the transmit and receive beamforming are fixed. In Section 4.3, we propose optimization algorithms for the max-min weighted SINR problem by consid-
ering both power and beamforming and prove their convergence. The performance of the proposed algorithm is compared with that of other optimization techniques in Section 4.4. Finally, a summary is given in Section 4.5.

### 4.1 System Model and Problem Formulation

Referring to Fig. 4.1, we consider a single-cell FD wireless communication system in which a FD BS is designed to communicate with $K_{d}$ single-antenna users in the DL transmission and $K_{u}$ single-antenna users in the UL transmission at the same time and frequency band. The total number of users is denoted as $K=K_{d}+K_{u}$. Furthermore, there is a total of $N_{T}+N_{R}$ antennas at the BS, where $N_{T}$ represents the number of transmit antennas for DL data transmissions and $N_{R}$ represents the number of receive antennas for UL data receptions.

We generalize the FD system into a MIMO network where $K$ independent data streams are transmitted over a common frequency band. We denote the transmitter and receiver of the $k$-th stream by $t_{k}$ and $r_{k}$, respectively. We also define the following sets: $\mathcal{K}=\{1, \ldots, K\}, \mathcal{K}_{d}=\left\{1, \ldots, K_{d}\right\}$ and $\mathcal{K}_{u}=\left\{K_{d}+1, \ldots, K\right\}$. When $k \in \mathcal{K}_{d}$, (i) $t_{k}$ represents the transmitter at the BS for the $k$-th DL user and $N_{t_{k}}=N_{T}$; and (ii) $r_{k}$ represents the DL user and $N_{r_{k}}=1$. However, when $k \in \mathcal{K}_{u}$, (i) $t_{k}$ represents the transmitter of the $k$-th UL user and $N_{t_{k}}=1$; and (ii) $r_{k}$ represents the receiver at the BS for the $k$-th user and $N_{r_{k}}=N_{R}$. We further assume that the channels suffer from flat fading but channel state information (CSI) is perfectly known at both the BS and users.

We model the equivalent MIMO network as a Gaussian broadcast channel
which is given by

$$
\begin{equation*}
\mathbf{y}_{k}=\sum_{l=1}^{K} \mathbf{H}_{k l} \mathbf{x}_{l}+\mathbf{z}_{k}, \quad k \in \mathcal{K} \tag{4.1}
\end{equation*}
$$

where $\mathbf{y}_{k} \in \mathbb{C}^{N_{r_{k}}}$ is the received signal vector at $r_{k}, \mathbf{x}_{l} \in \mathbb{C}^{N t_{l}}$ is the transmitted signal vector of the transmitter $t_{l}$, i.e., $l$-th stream, $\mathbf{H}_{k l} \in \mathbb{C}^{N_{r_{k}} \times N_{t_{l}}}$ is the channel vector between $t_{l}$ and $r_{k}, \mathbf{z}_{k} \sim \mathcal{C N}\left(\mathbf{0}, n_{k} \mathbf{I}\right)$ is the circularly symmetric Gaussian noise vector at $r_{k}$ with covariance $n_{k} \mathbf{I}$ and $n_{k} \in \mathbb{R}_{>0}$. Specifically, when $l \in \mathcal{K}_{d}$ and $k \in \mathcal{K}_{u}, \mathbf{H}_{k l}$ represents the SI channel between the transmit antennas and the receive antennas at the FD BS , and its entries are determined by the capability of the SI cancellation techniques. When $l \in \mathcal{K}_{u}$ and $k \in \mathcal{K}_{d}, \mathbf{H}_{k l}$ represents the IUI channel between the UL $t_{l}$ and the DL $r_{k}$.

We assume linear transmit and receive beamforming. The transmitted signal vector of the $l$-th stream $(l \in \mathcal{K})$ can be written as $\mathbf{x}_{l}=\sqrt{p_{l}} \mathbf{w}_{l} s_{l}$, where $\mathbf{w}_{l} \in \mathbb{C}^{N t_{l} \times 1}$ is the normalized transmit beamformer, and $s_{l}$ and $p_{l}$ are the information signal and transmit power, respectively. The $k$-th received stream $\mathbf{y}_{k}(k \in \mathcal{K})$ is decoded using a normalized receive beamformer $\mathbf{v}_{k} \in \mathbb{C}^{N_{r_{k}} \times 1}$. We denote $\mathbf{p}=\left[p_{1}, \ldots, p_{K}\right]^{T}$ as the power vector and $\mathbf{n}=\left[n_{1}, \ldots, n_{K}\right]^{T}$ as the noise covariance vector. We also denote $\mathbb{W}=\left(\mathbf{w}_{1}, \ldots, \mathbf{w}_{K}\right)$ as the tuples of transmit beamformers and $\mathbb{V}=\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{K}\right)$ as the tuples of receive beamformers. Recall that each user is equipped with a single antenna. Therefore, we have

$$
\begin{array}{rccc}
\mathbf{w}_{k} \in \mathbb{C}^{N_{T} \times 1} & \text { and } & \mathbf{v}_{k}=1, & \forall k \in \mathcal{K}_{d} ; \\
\mathbf{w}_{k}=1 & \text { and } & \mathbf{v}_{k} \in \mathbb{C}^{N_{R} \times 1}, & \forall k \in \mathcal{K}_{u} . \tag{4.3}
\end{array}
$$

We define a matrix $\mathbf{G} \in \mathbb{R}_{\geq \mathbf{0}}^{\mathbf{K} \times \mathbf{K}}$ in which the $(k, l)$-th element $G_{k l}$ represents
the effective link gain between $t_{l}$ and $r_{k}$, i.e.,

$$
\begin{equation*}
G_{k l}=\left|\mathbf{v}_{k}^{\dagger} \mathbf{H}_{k l} \mathbf{w}_{l}\right|^{2} \tag{4.4}
\end{equation*}
$$

Applying (4.2) and (4.3) to (4.4), we obtain

$$
G_{k l}= \begin{cases}\left|\mathbf{H}_{k l} \mathbf{w}_{l}\right|^{2} & \text { if } k, l \in \mathcal{K}_{d}  \tag{4.5}\\ \left|\mathbf{v}_{k}^{\dagger} \mathbf{H}_{k l}\right|^{2} & \text { if } k, l \in \mathcal{K}_{u} \\ \left|\mathbf{H}_{k l}\right|^{2} & \text { if } k \in \mathcal{K}_{d} \text { and } l \in \mathcal{K}_{u} \\ \left|\mathbf{v}_{k}^{\dagger} \mathbf{H}_{k l} \mathbf{w}_{l}\right|^{2} & \text { if } k \in \mathcal{K}_{u} \text { and } l \in \mathcal{K}_{d}\end{cases}
$$

The SINR of the $k$-th received stream can hence be expressed as

$$
\begin{align*}
\operatorname{SINR}_{k}(\mathbf{p}, \mathbb{W}, \mathbb{V}) & =\frac{p_{k} G_{k k}}{\left(\sum_{l \in \mathcal{K}, l \neq k} p_{l} G_{k l}\right)+n_{k}}, \quad \forall k \in \mathcal{K}  \tag{4.6}\\
& = \begin{cases}\frac{p_{k}\left|\mathbf{H}_{k k} \mathbf{w}_{k}\right|^{2}}{\left(\sum_{l \in \mathcal{K}, l \neq k} p_{l}\left|\mathbf{H}_{k l} \mathbf{w}_{l}\right|^{2}\right)+n_{k}} & \triangleq \operatorname{SINR}_{k}^{\mathrm{DL}}(\mathbf{p}, \mathbb{W}) \\
\frac{p_{k}\left|\mathbf{v}_{k}^{\dagger} \mathbf{H}_{k k}\right|^{2}}{\left(\sum_{l \in \mathcal{K}, l \neq k} p_{l}\left|\mathbf{v}_{k}^{\dagger} \mathbf{H}_{k l} \mathbf{w}_{l}\right|^{2}\right)+n_{k}} \triangleq{\text { if } k \in \mathcal{K}_{d}} \triangleq \operatorname{SINR}_{k}^{\mathrm{UL}}(\mathbf{p}, \mathbb{W}, \mathbb{V}) & \text { if } k \in \mathcal{K}_{u}\end{cases} \tag{4.7}
\end{align*}
$$

where (4.2)-(4.5) have been applied in arriving at the second equality, and $\operatorname{SINR}_{k}^{D L}(\mathbf{p}, \mathbb{W})$ and $\operatorname{SINR}_{k}^{\mathrm{UL}}(\mathbf{p}, \mathbb{W}, \mathbb{V})$ are defined as the DL (DL) and UL (UL) SINR, respectively. Applying (4.5) again, we can re-write $\operatorname{SINR}_{k}^{D L}(\mathbf{p}, \mathbb{W})$ and $\operatorname{SINR}_{k}^{\mathrm{UL}}(\mathbf{p}, \mathbb{W}, \mathbb{V})$ as fol-
lows.

$$
\begin{aligned}
& \operatorname{SINR}_{k}^{\mathrm{DL}}(\mathbf{p}, \mathbb{W})=\frac{p_{k}\left|\mathbf{H}_{k k} \mathbf{w}_{k}\right|^{2}}{\left(\sum_{l \in \mathcal{K}_{d}, l \neq k} p_{l}\left|\mathbf{H}_{k l} \mathbf{w}_{l}\right|^{2}\right)+\left(\sum_{l \in \mathcal{K}_{u}} p_{l}\left|\mathbf{H}_{k l}\right|^{2}\right)+n_{k}} \quad \forall k \in\left\langle\notin \mathbb{Q}_{d} 8\right) \\
& \operatorname{SINR}_{k}^{\mathrm{UL}}(\mathbf{p}, \mathbb{W}, \mathbb{V})=\frac{p_{k}\left|\mathbf{v}_{k}^{\dagger} \mathbf{H}_{k k}\right|^{2}}{\left(\sum_{l \in \mathcal{K}_{d}} p_{l}\left|\mathbf{v}_{k}^{\dagger} \mathbf{H}_{k l} \mathbf{w}_{l}\right|^{2}\right)+\left(\sum_{l \in \mathcal{K}_{u}, l \neq k} p_{l}\left|\mathbf{v}_{k}^{\dagger} \mathbf{H}_{k l}\right|^{2}\right)+n_{k}} \\
& \forall k \in \mathbb{\mathcal { Q } q _ { l } )}
\end{aligned}
$$

Our target is to maximize the minimum weighted SINR of the DL streams when the UL streams have to satisfy certain SINR constraints. We therefore formulate the problem as

$$
\begin{align*}
\mathcal{P}: \max _{\mathbf{p}, \mathbb{W}, \mathbb{V}} & \min _{k_{d} \in \mathcal{K}_{d}} \frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}(\mathbf{p}, \mathbb{W})}{\beta_{k_{d}}}  \tag{4.10a}\\
\text { s.t. } & \operatorname{SINR}_{k_{u}}^{\mathrm{UL}}(\mathbf{p}, \mathbb{W}, \mathbb{V}) \geq \beta_{k_{u}}, \quad \forall k_{u} \in \mathcal{K}_{u}  \tag{4.10b}\\
& \mathbf{t}_{i}^{T} \mathbf{p} \leq P_{i}, \quad \mathbf{p} \geq \mathbf{0}, \quad \forall i=0,1, \ldots, K_{u}  \tag{4.10c}\\
& \left\|\mathbf{w}_{k}\right\|=1, \quad\left\|\mathbf{v}_{k}\right\|=1, \quad \forall k \in \mathcal{K} \tag{4.10d}
\end{align*}
$$

where $1 / \beta_{k_{d}}$ is the weight assigned to the $k_{d}$-th DL user; $\beta_{k_{u}}$ is the pre-assigned SINR constraint for the UL user corresponding to $k_{u}$ (i.e., the $\left(k_{u}-K_{d}\right)$-th UL user) ; $\mathbf{t}_{0}=[\overbrace{1, \ldots, 1}^{K_{d}}, \overbrace{0, \ldots, 0}^{K_{u}}]^{T}, \mathbf{t}_{i}=[\overbrace{0, \ldots, 0}^{K_{d}}, \overbrace{\underbrace{0, \ldots, 0}_{i-1}}^{K_{u}}, 1, \underbrace{0, \ldots, 0}_{K_{u}-i}]^{T}$ for $i=1, \ldots, K_{u}$; $P_{0}$ is the total power constraint at the $\mathrm{BS} ; P_{i}$ is the individual power constraint of the $i$-th UL user $\left(i=1, \ldots, K_{u}\right)$; and $\mathbf{0}$ is an all-zero vector of appropriate size. We also define $\boldsymbol{\beta}=\left[\beta_{1}, \ldots, \beta_{K}\right]$ in which the $k$-th element is related to the weight or constraint assigned to the SINR of the $k$-th stream.

### 4.2 Power optimization with Fixed Beamforming

In this section, we fix the transmit and receive beamforming vectors and aim to optimize the power vector $\mathbf{p}$. The problem $\mathcal{T}$, under the problem $\mathcal{P}$ with fixed beamforming vectors, is defined as

$$
\begin{align*}
\mathcal{T}: \max _{\mathbf{p}} & \min _{k_{d} \in \mathcal{K}_{d}} \frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}(\mathbf{p})}{\beta_{k_{d}}}  \tag{4.11a}\\
\text { s.t. } & \operatorname{SINR}_{k_{u}}^{\mathrm{UL}}(\mathbf{p}) \geq \beta_{k_{u}}, \quad \forall k_{u} \in \mathcal{K}_{u}  \tag{4.11b}\\
& \mathbf{t}_{i}^{T} \mathbf{p} \leq P_{i}, \quad \mathbf{p} \geq \mathbf{0}, \quad \forall i=0,1, \ldots, K_{u} \tag{4.11c}
\end{align*}
$$

where $\operatorname{SINR}_{k}(\mathbf{p})=\operatorname{SINR}_{k}(\mathbf{p}, \mathbb{W}, \mathbb{V})$ with fixed $\mathbb{W}$ and $\mathbb{V}$. It can be seen that $\mathcal{T}$ is a max-min power optimization problem (refer to (4.11a) with multiple power constraints $\left(P_{0}, P_{1}, \ldots, P_{K_{u}}\right.$ in (4.11c) and multiple SINR constraints $\left(\beta_{K_{d}+1}, \beta_{K_{d}+2}, \ldots, \beta_{K_{d}+K_{u}}\right.$ in (4.11b). Next, we consider $\mathcal{T}$ under a certain $i$ and formulate the new problem as

$$
\begin{align*}
\mathcal{T}^{i}: \max _{\mathbf{p}} & \min _{k_{d} \in \mathcal{K}_{d}} \frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}(\mathbf{p})}{\beta_{k_{d}}}  \tag{4.12a}\\
\text { s.t. } & \operatorname{SINR}_{k_{u}}^{\mathrm{UL}}(\mathbf{p}) \geq \beta_{k_{u}}, \quad \forall k_{u} \in \mathcal{K}_{u}  \tag{4.12b}\\
& \mathbf{t}_{i}^{T} \mathbf{p} \leq P_{i}, \quad \mathbf{p} \geq \mathbf{0} . \tag{4.12c}
\end{align*}
$$

Due to the fixed $i, \mathcal{T}^{i}$ is a problem with a single power constraint ( $P_{i}$ in (4.12c) and multiple SINR constraints $\left(\beta_{K_{d}+1}, \beta_{K_{d}+2}, \ldots, \beta_{K_{d}+K_{u}}\right.$ in (4.12b)). $\mathcal{T}^{i}$ can also be re-formulated as

$$
\begin{array}{ll}
\mathcal{T}^{i}: \max _{\tau^{i}, \mathbf{p}} & \tau^{i} \\
\text { s.t. } & \tau^{i} \leq \frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}(\mathbf{p})}{\beta_{k_{d}}}, \quad \forall k_{d} \in \mathcal{K}_{d} \\
& \operatorname{SINR}_{k_{u}}^{\mathrm{UL}}(\mathbf{p}) \geq \beta_{k_{u}}, \quad \forall k_{u} \in \mathcal{K}_{u} \\
& \mathbf{t}_{i}^{T} \mathbf{p} \leq P_{i}, \quad \mathbf{p} \geq \mathbf{0} \tag{4.13d}
\end{array}
$$

where $\tau^{i}$ is simply an auxiliary variable.

Lemma 4.1. Under the optimal solutions of $\mathcal{T}^{i}$, the constraints in (4.13b), (4.13c) and (4.13d) must be satisfied with equality for all $k_{d} \in \mathcal{K}_{d}$ and $k_{u} \in \mathcal{K}_{u}$. That is to say,

$$
\begin{align*}
& \hat{\tau}^{i}=\frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}\left(\hat{\mathbf{p}}^{i}\right)}{\beta_{k_{d}}}, \quad \forall k_{d} \in \mathcal{K}_{d}  \tag{4.14a}\\
& \operatorname{SINR}_{k_{u}}^{\mathrm{UL}}\left(\hat{\mathbf{p}}^{i}\right)=\beta_{k_{u}}, \quad \forall k_{u} \in \mathcal{K}_{u}  \tag{4.14b}\\
& \mathbf{t}_{i}^{T} \hat{\mathbf{p}}^{i}=P_{i}, \quad \hat{\mathbf{p}}^{i} \geq \mathbf{0} \tag{4.14c}
\end{align*}
$$

where $\hat{\tau}^{i}$ and $\hat{\mathbf{p}}^{i}$ are the optimal solutions.

Proof. Refer to Appendix 4.A.

Theorem 4.1. Let $\hat{\mathbf{p}}^{i}$ denote the unique solution and $\hat{\tau}^{i}$ be the optimal value of $\mathcal{T}^{i}$. Also, let $s=\arg \min _{i=0, \ldots, K_{u}} \hat{\tau}^{i}$. Then the optimal value and unique solution of the original problem $\mathcal{T}$ are given by $\hat{\tau}=\hat{\tau}^{s}$ and $\hat{\mathbf{p}}=\hat{\mathbf{p}}^{s}$, respectively.

Proof. Refer to Appendix 4.B.

### 4.2.1 Solving the Single-Power-and-Multiple-SINR-Constraint Problem

Theorem 4.1 shows that $\mathcal{T}$ can be solved by separately solving $K_{u}+1$ single-power-and-multiple-SINR-constraint sub-problems $\mathcal{T}^{i}$. In the following, we describe the way to solving these sub-problems $\mathcal{T}^{i}$.

We define a cross-channel interference matrix $\mathbf{F} \in \mathbb{R}_{\geq 0}^{K \times K}$ and a weighted vector $\tilde{\boldsymbol{\beta}} \in \mathbb{R}_{\geq 0}^{1 \times K}$ as follows:

$$
\begin{gather*}
F_{k l}=\left\{\begin{array}{cl}
0, & \text { if } l=k \\
G_{k l}, & \text { if } l \neq k
\end{array} \quad l, k \in \mathcal{K}\right.  \tag{4.15}\\
\tilde{\boldsymbol{\beta}}=\left(\frac{\beta_{1}}{G_{11}}, \cdots, \frac{\beta_{K}}{G_{K K}}\right) . \tag{4.16}
\end{gather*}
$$

Then, the weighted SINR of the $k$-th stream can be rewritten as

$$
\begin{equation*}
\frac{\operatorname{SINR}_{k}\left(\hat{\mathbf{p}}^{i}\right)}{\beta_{k}}=\frac{p_{k}}{\left[\operatorname{diag}(\tilde{\boldsymbol{\beta}})\left(\mathbf{F} \hat{\mathbf{p}}^{i}+\mathbf{n}\right)\right]_{k}}, \quad k \in \mathcal{K} \tag{4.17}
\end{equation*}
$$

where the subscript $k$ in $\left[\operatorname{diag}(\tilde{\boldsymbol{\beta}})\left(\mathbf{F} \hat{\mathbf{p}}^{i}+\mathbf{n}\right)\right]_{k}$ denotes the $k$-th element of the vector $\left[\operatorname{diag}(\tilde{\boldsymbol{\beta}})\left(\mathbf{F} \hat{\mathbf{p}}^{i}+\mathbf{n}\right)\right]$. We further decompose the cross-channel interference matrix $\mathbf{F}$ into

$$
\mathbf{F}=\left[\begin{array}{ll}
\mathbf{F}_{d d} & \mathbf{F}_{d u}  \tag{4.18}\\
\mathbf{F}_{u d} & \mathbf{F}_{u u}
\end{array}\right]
$$

where $\mathbf{F}_{d d}$ is a matrix of size $K_{d} \times K_{d}, \mathbf{F}_{d u}$ of size $K_{d} \times K_{u}, \mathbf{F}_{u d}$ of size $K_{u} \times K_{d}$,
and $\mathbf{F}_{u u}$ of size $K_{u} \times K_{u}$. We split $\tilde{\boldsymbol{\beta}}$ into

$$
\begin{equation*}
\tilde{\boldsymbol{\beta}}=\left[\boldsymbol{\beta}_{d}, \boldsymbol{\beta}_{u}\right] \tag{4.19}
\end{equation*}
$$

where $\boldsymbol{\beta}_{d}$ is a vector of length $K_{d}$ and $\boldsymbol{\beta}_{u}$ is of length $K_{u}$. Then $\operatorname{diag}(\tilde{\boldsymbol{\beta}})$ can be written as

$$
\operatorname{diag}(\tilde{\boldsymbol{\beta}})=\left[\begin{array}{cc}
\mathbf{B}_{\mathrm{d}} & \mathbf{0}  \tag{4.20}\\
\mathbf{0} & \mathbf{B}_{\mathbf{u}}
\end{array}\right]
$$

where $\mathbf{B}_{\mathbf{d}}=\operatorname{diag}\left(\tilde{\boldsymbol{\beta}}_{\mathbf{d}}\right)$ and $\mathbf{B}_{\mathbf{u}}=\operatorname{diag}\left(\tilde{\boldsymbol{\beta}}_{\mathbf{u}}\right)$.
In Lemma 4.1, we have proved that under the optimal solutions of $\mathcal{T}^{i}$, (4.14a), (4.14b) and (4.14c) become valid. We divide $\hat{\mathbf{p}}^{i}, \mathbf{n}$ and $\mathbf{t}_{i}$ into

$$
\begin{align*}
& \hat{\mathbf{p}}^{i}=\left[\begin{array}{l}
\hat{\mathbf{p}}_{d}^{i} \\
\hat{\mathbf{p}}_{u}^{i}
\end{array}\right]  \tag{4.21}\\
& \mathbf{n}=\left[\begin{array}{l}
\mathbf{n}_{d} \\
\mathbf{n}_{u}
\end{array}\right]  \tag{4.22}\\
& \mathbf{t}_{i}=\left[\begin{array}{l}
\mathbf{t}_{i, d} \\
\mathbf{t}_{i, u}
\end{array}\right] \tag{4.23}
\end{align*}
$$

where $\hat{\mathbf{p}}_{d}^{i}, \mathbf{n}_{d}$ and $\mathbf{t}_{i, d}$ are vectors of size $K_{d}$; and $\hat{\mathbf{p}}_{u}^{i}, \mathbf{n}_{u}$ and $\mathbf{t}_{i, u}$ are of size $K_{u}$. We then re-write (4.14a), (4.14b) and (4.14c) as follows.

$$
\begin{align*}
\frac{1}{\hat{\tau}^{i}} \hat{\mathbf{p}}_{d}^{i} & =\mathbf{B}_{d} \mathbf{F}_{d d} \hat{\mathbf{p}}_{d}^{i}+\mathbf{B}_{d} \mathbf{n}_{d}+\mathbf{B}_{d} \mathbf{F}_{d u} \hat{\mathbf{p}}_{u}^{i}  \tag{4.24}\\
\hat{\mathbf{p}}_{u}^{i} & =\mathbf{B}_{u} \mathbf{F}_{u u} \hat{\mathbf{p}}_{u}^{i}+\mathbf{B}_{u} \mathbf{n}_{u}+\mathbf{B}_{u} \mathbf{F}_{u d} \hat{\mathbf{p}}_{d}^{i}  \tag{4.25}\\
P_{i} & =\mathbf{t}_{i, d}^{T} \hat{\mathbf{p}}_{d}^{i}+\mathbf{t}_{i, u}^{T} \hat{\mathbf{p}}_{u}^{i} \tag{4.26}
\end{align*}
$$

Using (4.25) and assuming that $\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}\right)$ is invertible, we have

$$
\begin{equation*}
\hat{\mathbf{p}}_{u}^{i}=\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}\right)^{-1} \mathbf{B}_{u} \mathbf{n}_{u}+\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}\right)^{-1} \mathbf{B}_{u} \mathbf{F}_{u d} \hat{\mathbf{p}}_{d}^{i} . \tag{4.27}
\end{equation*}
$$

By substituting (4.27) into (4.24), we further obtain

$$
\begin{equation*}
\frac{1}{\hat{\tau}^{i}} \hat{\mathbf{p}}_{d}^{i}=\mathbf{E} \hat{\mathbf{p}}_{d}^{i}+\mathbf{e} \tag{4.28}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{E} & =\mathbf{B}_{d} \mathbf{F}_{d d}+\mathbf{B}_{d} \mathbf{F}_{d u}\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}\right)^{-1} \mathbf{B}_{u} \mathbf{F}_{u d}  \tag{4.29}\\
\mathbf{e} & =\mathbf{B}_{d} \mathbf{n}_{d}+\mathbf{B}_{d} \mathbf{F}_{d u}\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}\right)^{-1} \mathbf{B}_{u} \mathbf{n}_{u} \tag{4.30}
\end{align*}
$$

Similarly, we substitute (4.27) into (4.26) and obtain

$$
\begin{equation*}
P_{i}^{\prime}=\mathrm{g}_{i} \hat{\mathbf{p}}_{d}^{i} \tag{4.31}
\end{equation*}
$$

where

$$
\begin{align*}
P_{i}^{\prime} & =P_{i}-\mathbf{t}_{i, u}^{T}\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}\right)^{-1} \mathbf{B}_{u} \mathbf{n}_{u}  \tag{4.32}\\
\mathbf{g}_{i} & =\mathbf{t}_{i, d}^{T}+\mathbf{t}_{i, u}^{T}\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}\right)^{-1} \mathbf{B}_{u} \mathbf{F}_{u d} . \tag{4.33}
\end{align*}
$$

Combining (4.28) and (4.31), we have

$$
\begin{equation*}
\frac{1}{\hat{\tau}^{i}}=\frac{1}{P_{i}^{\prime}} \mathbf{g}_{i} \mathbf{E} \hat{\mathbf{p}}_{d}^{i}+\frac{1}{P_{i}^{\prime}} \mathbf{g}_{i} \mathbf{e} \tag{4.34}
\end{equation*}
$$

We can therefore conclude that the sub-problem $\mathcal{T}^{i}$ can be converted into the determination of power allocation for only the DL transmission, i.e., (4.28) and (4.34). These two equations can also be formulated into the following eigensystem

$$
\begin{equation*}
\frac{1}{\hat{\tau}^{i}} \dot{\mathbf{p}}_{d}^{i}=\mathbf{\Upsilon}^{i} \dot{\mathbf{p}}_{d}^{i} \tag{4.35}
\end{equation*}
$$

where

$$
\begin{align*}
& \dot{\mathbf{p}}_{d}^{i}=\left[\begin{array}{c}
\hat{\mathbf{p}}_{d}^{i} \\
1
\end{array}\right]  \tag{4.36}\\
& \mathbf{\Upsilon}^{i}=\left[\begin{array}{cc}
\mathbf{E} & \mathbf{e} \\
\frac{1}{P_{i}^{\prime}} \mathbf{g}_{i} \mathbf{E} & \frac{1}{P_{i}^{i}} \mathbf{g}_{i} \mathbf{e}
\end{array}\right] . \tag{4.37}
\end{align*}
$$

The optimal DL power allocation then corresponds to the unique positive eigenvector of the matrix $\boldsymbol{\Upsilon}^{i}$ [55]. In order to solve the eigensystem (4.35), we apply the PerronFrobenious theory which requires the matrix of the eigensystem to be non-negative [55]. If the requirement is satisfied, the eigenvector corresponding to the largest eigenvalue of the non-negative matrix is always non-negative and unique. To this end, the following Lemma is sufficient and necessary to ensure the matrix $\boldsymbol{\Upsilon}^{i}$ in (4.37) is non-negative.

Lemma 4.2. The matrix $\mathbf{\Upsilon}^{i}$ in (4.37) is a non-negative matrix if and only if

$$
\begin{align*}
& \rho\left(\mathbf{B}_{u} \mathbf{F}_{u u}\right)<1  \tag{4.38}\\
& \mathbf{t}_{i, u}^{T}\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}\right)^{-1} \mathbf{B}_{u} \mathbf{n}_{u}<P_{i} \tag{4.39}
\end{align*}
$$

where $\rho\left(\mathbf{B}_{u} \mathbf{F}_{u u}\right)$ is the Perron-Frobenius eigenvalue of the non-negative matrix $\mathbf{B}_{u} \mathbf{F}_{u u}$.

Proof. Refer to Appendix 4.C.

Result 1: The optimal value of the sub-problem $\mathcal{T}^{i}$ is given by

$$
\begin{equation*}
\hat{\tau}^{i}=\frac{1}{\lambda_{\max }\left(\mathbf{\Upsilon}^{i}\right)} \tag{4.40}
\end{equation*}
$$

where $\lambda_{\max }\left(\Upsilon^{i}\right)$ is the maximal eigenvalue of $\Upsilon^{i}$. By scaling the dominant eigenvector of $\Upsilon^{i}$ such that the last element equals unity, the first $K_{d}$ elements of the dominant eigenvector become the optimal power vector $\hat{\mathbf{p}}_{d}^{i}$ for the DL transmission. Subsequently, the optimal power vector $\hat{\mathbf{p}}_{u}^{i}$ for the UL transmission can be computed using (4.27).

By solving the $K_{u}+1$ sub-problems $\mathcal{T}^{i}\left(i=0,1, \ldots, K_{u}\right)$ using the aforementioned procedures, the problem $\mathcal{T}$ can be solved based on Theorem 4.1.

### 4.2.2 Solving $\mathcal{T}$ with subgradient projection-based method

Corollary 4.1. We define a function $\mathcal{T}(\boldsymbol{\theta})$ as

$$
\begin{align*}
\mathcal{T}(\boldsymbol{\theta}): \max _{\mathbf{p}} & \min _{k_{d} \in \mathcal{K}_{d}} \frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}(\mathbf{p})}{\beta_{k_{d}}}  \tag{4.41a}\\
\text { s.t. } & \operatorname{SINR}_{k_{u}}^{\mathrm{UL}}(\mathbf{p}) \geq \beta_{k_{u}}, \quad \forall k_{u} \in \mathcal{K}_{u}  \tag{4.41b}\\
& \sum_{i} \theta_{i} \mathbf{t}_{i}^{T} \mathbf{p} \leq \sum_{i} \theta_{i} P_{i}, \quad \mathbf{p} \geq \mathbf{0} \tag{4.41c}
\end{align*}
$$

Then, the optimal solution $\hat{\tau}$ of $\mathcal{T}$ is equal to

$$
\begin{equation*}
\hat{\tau}=\min \{\mathcal{T}(\boldsymbol{\theta}): \boldsymbol{\theta} \geq \mathbf{0}\} \tag{4.42}
\end{equation*}
$$

Proof. Refer to Appendix 4.D.

Corollary 4.2. $\mathcal{T}(\boldsymbol{\theta})$ is a quasi-convex function with respect to (w.r.t.) $\boldsymbol{\theta}$.

Proof. Refer to Appendix 4.E.

Result 2: By replacing (i) $\mathbf{t}_{i}^{T}$ in (4.12c) with $\sum_{i} \theta_{i} \mathbf{t}_{i}^{T}$ and (ii) $P_{i}$ with $\sum_{i} \theta_{i} P_{i}$, we can obtain (4.41c). Thus the method described in Sect. 4.2.1 can also be applied to find the solution of $\mathcal{T}(\boldsymbol{\theta})$ for a given $\boldsymbol{\theta}$.

It is also well known that the optimal point of a quasi-convex function can be found by using subgradient projection-based method. Based on Corollaries 4.1 and 4.2, we can therefore solve the minimum of $\mathcal{T}(\boldsymbol{\theta})$ with the subgradient projectionbased method and obtain the optimal solution $\hat{\tau}$ of $\mathcal{T}$. To this end, the explicit solution of the multiple-power-and-multiple-SINR-constraint problem is given explicitly in Algorithm 1.

### 4.3 Joint Power and Beamforming Optimization

In this section, we optimize the max-min weighted SINR problem by considering both power and beamforming, i.e., the problem $\mathcal{P}$ in (4.10a) to (4.10d). In general, the global optimization of $\mathcal{P}$ is an open problem because its non-convexity. Moreover, the mutual coupling between the transmit beamformers and receive beamformers make it very difficult to jointly optimize the beamformers. Here, we propose a suboptimal algorithm for solving the problem $\mathcal{P}$. The flowchart of the proposed

[^14]```
Algorithm 1 Solution of the multiple-power-and-multiple-SINR-constraint problem
without beamforming
    : Define \(I=K_{u}+1\) and \(\boldsymbol{\theta} \in \mathbb{R}_{\geq 0}^{I}\).
    Initialization: Set stopping criterion \(\varepsilon=0.01 ; \boldsymbol{\theta}^{(0)}>\mathbf{0}\); subgradient-projection-
    method step size \(\alpha_{0}>0 ; \Delta \tau=1\); and \(\hat{\tau}^{(0)}=-1000\).
    \(n \leftarrow 0\).
    while \(\Delta \tau>\varepsilon\) do
        Solve \(\mathcal{T}\left(\boldsymbol{\theta}^{(n+1)}\right)\) by using Result 2 and Result 1. The optimal value of
        \(\mathcal{T}\left(\boldsymbol{\theta}^{(n+1)}\right)\) is denoted as \(\hat{\tau}^{(n+1)}\) and the optimal power allocation vector is
        denoted as \(\hat{\mathbf{p}}^{(n+1)}\).
    6: Update \(\boldsymbol{\theta}^{(n+1)}\) using the subgradient projection method with \(\alpha_{n}=\alpha_{0} /(n+1)^{1}\),
        i.e.,
            \(\boldsymbol{\theta}^{(n+1)}=\boldsymbol{\theta}^{(n)}-\alpha_{n} \boldsymbol{f}\left(\hat{\mathbf{p}}^{(n+1)}\right)\)
        where \(\boldsymbol{f}\left(\hat{\mathbf{p}}^{(n+1)}\right)=\left[P_{0}-\mathbf{t}_{0} \hat{\mathbf{p}}^{(n+1)}, P_{1}-\mathbf{t}_{1}^{T} \hat{\mathbf{p}}^{(n+1)}, \ldots, P_{K_{u}}-\mathbf{t}_{K_{u}}^{T} \hat{\mathbf{p}}^{(n+1)}\right]\).
    7: \(\quad\) Set \(\Delta \tau=\hat{\tau}^{(n+1)}-\hat{\tau}^{(n)}\).
        \(n \leftarrow n+1\).
    end while
    Set \(\hat{\mathbf{p}}=\hat{\mathbf{p}}^{(n-1)}\) and the optimal value of the problem \(\mathcal{T}\) as \(\hat{\tau}^{(n-1)}\).
```

algorithm is shown in Fig. 4.2. As in the last section, we consider the power constraints individually and then jointly optimize power and beamforming. Finally, we select the optimized system that achieves the minimum objective function value.

In the following, we again focus on the single-power-and-multiple-SINR-constraint problem $\mathcal{T}^{i}$. We first prove the network duality for the problem, and then describe the solutions for (i) receive beamforming optimization with fixed power vector and transmit beamforming and (ii) transmit beamforming optimization with fixed power vector and receive beamforming. Afterwards, we describe the ways to obtain solutions for the problem $\mathcal{P}$.

### 4.3.1 Network Duality for the Single-Power-and-Multiple-SINR-Constraint Problem

In this section, we derive the network duality for the single-power-and-multiple-SINR-constraint problem. We re-write the single-power-and-multiple-SINR-constraint problem $\mathcal{T}^{i}$ in (4.13a) to (4.13d) as

$$
\begin{align*}
\mathcal{T}^{i}: \max _{\tau^{i}, \mathbf{p}} & \tau^{i}  \tag{4.43a}\\
\text { s.t. } & \tau^{i} \leq \frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}\left(\mathbf{p}^{i}\right)}{\beta_{k_{d}}}, \quad \forall k_{d} \in \mathcal{K}_{d}  \tag{4.43b}\\
& \operatorname{SINR}_{k_{u}}^{\mathrm{UL}}\left(\mathbf{p}^{i}\right) \geq \beta_{k_{u}}, \quad \forall k_{u} \in \mathcal{K}_{u}  \tag{4.43c}\\
& \mathbf{t}_{i}^{T} \mathbf{p}^{i} \leq P_{i}, \quad \mathbf{p}^{i} \geq \mathbf{0} \tag{4.43d}
\end{align*}
$$

Theorem 4.2. The single-power-and-multiple-SINR-constraint problem $\mathcal{T}^{i}$ in (4.43a) to (4.43d) is equivalent to following power optimization problem $\mathcal{S}^{i}$

$$
\begin{align*}
\mathcal{S}^{i}: \max _{\tau^{i}, \mathbf{q}^{i}} & \tau^{i}  \tag{4.44a}\\
\text { s.t. } & \tau^{i} \leq \frac{\operatorname{SiNR}_{k_{d}}^{\mathrm{UL}, \mathrm{D}}\left(\mathbf{q}^{i}\right)}{\beta_{k_{d}}}, \quad \forall k_{d} \in \mathcal{K}_{d}  \tag{4.44b}\\
& \operatorname{SINR}_{k_{u}}^{\mathrm{DLL}, \mathrm{D}}\left(\mathbf{q}^{i}\right) \geq \beta_{k_{u}}, \quad \forall k_{u} \in \mathcal{K}_{u}  \tag{4.44c}\\
& \mathbf{n}^{T} \mathbf{q}^{i} \leq P_{i}, \quad \mathbf{q}^{i} \geq \mathbf{0} \tag{4.44d}
\end{align*}
$$

where

$$
\begin{array}{ll}
\frac{\operatorname{SINR}_{k_{d}}^{\mathrm{UL}, \mathrm{D}}\left(\mathbf{q}^{i}\right)}{\beta_{k_{d}}}=\frac{q_{k_{d}} G_{k_{d} k_{d}}}{\sum_{l \in \mathcal{K}, l \neq k_{d}} q_{l} G_{k_{d} l}+t_{i, k_{d}}}, & \forall k_{d} \in \mathcal{K}_{d} \\
\frac{\operatorname{SINR}_{k_{u}, \mathrm{D}}^{\mathrm{DL}}\left(\mathbf{q}^{i}\right)}{\beta_{k_{u}}}=\frac{q_{k_{u}} G_{k_{u} k_{u}}}{\sum_{l \in \mathcal{K}, l \neq k_{u}} q_{l} G_{k_{u} l}+t_{i, k_{u}}}, & \forall k_{u} \in \mathcal{K}_{u} \tag{4.46}
\end{array}
$$

are the dual weighted UL SINR and weighted DL SINR, respectively.

Proof. Making the logarithmic change of variables $\tilde{\tau}^{i}=\log \tau^{i}$ in (4.43a) and $\tilde{p}_{k}^{i}=$ $\log p_{k}^{i}$ for the problem $\mathcal{T}^{i}$, and applying (4.15)-(4.17), we arrive at the following equivalent convex problem:

$$
\begin{align*}
\min _{\tilde{\tau}^{i}, \tilde{\mathbf{p}}^{i}} & -\tilde{\tau}^{i}  \tag{4.47}\\
& \text { s.t. } \\
& \log \left(\frac{\left[\left(e^{\tilde{\tau}} \operatorname{diag}(\tilde{\boldsymbol{\beta}})\right)\left(\mathbf{F} \mathbf{p}^{i}+\mathbf{n}\right)\right]_{k_{d}}}{e^{\tilde{p}_{k_{d}}^{i}}}\right) \leq 0, \quad \forall k_{d} \in \mathcal{K}_{d} \\
& \log \left(\frac{\left[(\operatorname{diag}(\tilde{\boldsymbol{\beta}}))\left(\mathbf{F} \mathbf{p}^{i}+\mathbf{n}\right)\right]_{k_{u}}}{e^{\tilde{p}_{k_{k u}}}}\right) \leq 0, \quad \forall k_{u} \in \mathcal{K}_{u} \\
& \log \left(\frac{1}{P_{i}} \mathbf{t}_{i}^{T} e^{\tilde{\mathbf{p}}^{i}}\right) \leq 0 .
\end{align*}
$$

where $\mathbf{F}$ and $\tilde{\boldsymbol{\beta}}$ have defined in (4.15) and (4.16), respectively; and the subscript $k$ in $[\cdot]_{k}$ denotes the $k$-the element of [•]. Furthermore, the Lagrangian function
associated with (4.47) equals

$$
\begin{align*}
L\left(\tilde{\tau}^{i}, \tilde{\mathbf{p}}^{i}, \mu, \boldsymbol{\lambda}\right) & =-\tilde{\tau}^{i}+\mu \log \left(\frac{1}{P_{i}} \mathbf{t}_{i}^{T} e^{\tilde{\mathbf{p}}^{i}}\right) \\
& +\sum_{k_{d} \in \mathcal{K}_{d}} \lambda_{k_{d}} \log \left(\frac{\left[\left(e^{\tilde{\tau}^{i}} \operatorname{diag}(\tilde{\boldsymbol{\beta}})\right)\left(\mathbf{F p}^{i}+\mathbf{n}\right)\right]_{k_{d}}}{e^{\tilde{p}_{k_{d}}^{i}}}\right) \\
& +\sum_{k_{u} \in \mathcal{K}_{u}} \lambda_{k_{u}} \log \left(\frac{\left[(\operatorname{diag}(\tilde{\boldsymbol{\beta}}))\left(\mathbf{F p}^{i}+\mathbf{n}\right)\right]_{k_{u}}}{e^{\tilde{p}_{k_{u}}^{i}}}\right) \tag{4.48}
\end{align*}
$$

where $\mu$ and $\lambda_{k}$ are the non-negative Lagrange dual variables. It is easy to check that the convex problem given by (4.47) satisfies Slater's condition. Hence, the Karush-Kuhn-Tucker (KKT) conditions are necessary and sufficient conditions for the optimality of (4.47). Adding the symbol "^" to the optimal solutions, the KKT
conditions are represented as follows.

$$
\begin{align*}
\hat{\tau}^{i} & =\frac{\hat{p}_{k_{d}}^{i}}{\left[(\operatorname{diag}(\tilde{\boldsymbol{\beta}}))\left(\mathbf{F} \hat{\mathbf{p}}^{i}+\mathbf{n}\right)\right]_{k_{d}}}, \quad \forall k_{d} \in \mathcal{K}_{d}  \tag{4.49}\\
1 & =\frac{\hat{p}_{k_{u}}^{i}}{\left[(\operatorname{diag}(\tilde{\boldsymbol{\beta}}))\left(\mathbf{F} \hat{\mathbf{p}}^{i}+\mathbf{n}\right)\right]_{k_{u}}}, \quad \forall k_{u} \in \mathcal{K}_{u}  \tag{4.50}\\
\mathbf{t}_{i}^{T} \hat{\mathbf{p}}^{i} & =P_{i}  \tag{4.51}\\
\hat{\tau}^{i} & =\frac{\hat{q}_{k_{d}}^{i}}{\left[(\operatorname{diag}(\tilde{\boldsymbol{\beta}}))\left(\mathbf{F}^{T} \hat{\mathbf{q}}^{i}+\mathbf{t}_{i}\right)\right]_{k_{d}}}, \quad \forall k_{d} \in \mathcal{K}_{d}  \tag{4.52}\\
1 & =\frac{\hat{q}_{k_{u}}^{i}}{\left[(\operatorname{diag}(\tilde{\boldsymbol{\beta}}))\left(\mathbf{F}^{T} \hat{\mathbf{q}}^{i}+\mathbf{t}_{i}\right)\right]_{k_{u}}}, \quad \forall k_{u} \in \mathcal{K}_{u}  \tag{4.53}\\
\sum_{k_{d} \in \mathcal{K}_{d}} \lambda_{k_{d}} & =1, \quad \hat{\mathrm{q}}^{i}  \tag{4.54}\\
\hat{\mathbf{q}}^{i} & =\frac{P_{i}}{\hat{\mu}} \cdot\left(\frac{\hat{\tau}^{i} \hat{\lambda_{1}} \tilde{\beta}_{1}}{\hat{p}_{1}^{i}}, \cdots, \frac{\hat{\tau}^{i} \hat{\lambda}_{K_{d}} \tilde{\beta}_{K_{d}}}{\hat{p}_{K_{d}}^{i}}, \frac{\hat{\lambda}_{K_{d}+1} \tilde{\beta}_{K_{d}+1}}{\hat{p}_{K_{d}+1}^{i}}, \cdots, \frac{\hat{\lambda}_{K} \tilde{\beta}_{K}}{\hat{p}_{K}^{i}}\right)^{T}  \tag{4.55}\\
\hat{\lambda}_{k} & >0, \quad \forall k \in \mathcal{K}  \tag{4.56}\\
\hat{\mu} & >0 \tag{4.57}
\end{align*}
$$

Here, (4.49), (4.50) and (4.51) are the transformations of (4.14a), (4.14b) and (4.14c), respectively; (4.52) and (4.53) follow from $\partial L / \partial p_{k}=0 ;(4.54)$ follows from $\partial L / \partial \tau=0$; and (4.56) and (4.57) follow from the fact that $\hat{\lambda}_{k}$ and $\hat{\mu}$ must be strictly positive to satisfy the constraints (4.49), (4.50) and (4.51). We can see that $\mathbf{F}^{T}$ becomes the channel matrix in the dual network. Hence, from (4.52) and (4.53), we conclude that $\hat{\mathbf{q}}^{i}$ is the optimal dual power vector and $\mathbf{t}_{i}$ is the noise covariance vector in the dual network [55]. To obtain the equivalent power constraint in the
dual network, we rewrite (4.52) and (4.53), respectively, in vector form as

$$
\begin{align*}
{\left[\mathbf{F}^{T} \hat{\mathbf{q}}^{i}+\mathbf{t}_{i}\right]_{k_{d}} } & =\left[\frac{1}{\hat{\tau}^{i}} \operatorname{diag}(\tilde{\boldsymbol{\beta}})^{-1} \hat{\mathbf{q}}^{i}\right]_{k_{d}}, \quad \forall k_{d} \in \mathcal{K}_{d}  \tag{4.58}\\
{\left[\mathbf{F}^{T} \hat{\mathbf{q}}^{i}+\mathbf{t}_{i}\right]_{k_{u}} } & =\left[\operatorname{diag}(\tilde{\boldsymbol{\beta}})^{-1} \hat{\mathbf{q}}^{i}\right]_{k_{u}}, \quad \forall k_{u} \in \mathcal{K}_{u} \tag{4.59}
\end{align*}
$$

Substituting (4.49) and (4.50) into (4.58) and (4.59), respectively, we can obtain a unified equation, i.e.,

$$
\begin{equation*}
\left[\mathbf{F}^{T} \hat{\mathbf{q}}^{i}+\mathbf{t}_{i}\right]_{k} \hat{p}_{k}^{i}=\left[\mathbf{F} \hat{\mathbf{p}}^{i}+\mathbf{n}\right]_{k} \hat{q}_{k}^{i}, \quad \forall k \in \mathcal{K} . \tag{4.60}
\end{equation*}
$$

Applying (4.51) and

$$
\begin{equation*}
\left(\mathbf{F}^{T} \hat{\mathbf{q}}^{i}\right)^{T} \hat{\mathbf{p}}^{i}=\left(\hat{\mathbf{q}}^{i}\right)^{T} \mathbf{F} \hat{\mathbf{p}}^{i}=\left(\hat{\mathbf{p}}^{i}\right)^{T} \mathbf{F}^{T} \hat{\mathbf{q}}^{i}=\left(\mathbf{F} \hat{\mathbf{p}}^{i}\right)^{T} \hat{\mathbf{q}}^{i} \tag{4.61}
\end{equation*}
$$

to (4.60), we have

$$
\left.\begin{array}{rl} 
& {\left[\mathbf{F}^{T} \hat{\mathbf{q}}^{i}+\mathbf{t}_{i}\right]_{k} \hat{p}_{k}^{i}}
\end{array}=\left[\mathbf{F} \hat{\mathbf{p}}^{i}+\mathbf{n}\right]_{k} \hat{q}_{k}^{i}, \quad \forall k \in \mathcal{K}\right] .
$$

Therefore, (4.49)-(4.57) are equivalent to the following conditions.

$$
\begin{align*}
\hat{\tau}^{i} & =\frac{\hat{q}_{k_{d}}^{i}}{\left[(\operatorname{diag}(\tilde{\boldsymbol{\beta}}))\left(\mathbf{F}^{T} \hat{\mathbf{q}}^{i}+\mathbf{t}_{i}\right)\right]_{k_{d}}}, \quad \forall k_{d} \in \mathcal{K}_{d}  \tag{4.63}\\
1 & =\frac{\hat{q}_{k_{u}}^{i}}{\left[(\operatorname{diag}(\tilde{\boldsymbol{\beta}}))\left(\mathbf{F}^{T} \hat{\mathbf{q}}^{i}+\mathbf{t}_{i}\right)\right]_{k_{u}}}, \quad \forall k_{u} \in \mathcal{K}_{u}  \tag{4.64}\\
\mathbf{n}^{T} \hat{\mathbf{q}}^{i} & =P_{i}  \tag{4.65}\\
\hat{\tau}^{i} & =\frac{\hat{p}_{k_{d}}^{i}}{\left[(\operatorname{diag}(\tilde{\boldsymbol{\beta}}))\left(\mathbf{F} \hat{\mathbf{p}}^{i}+\mathbf{n}\right)\right]_{k_{d}}}, \quad \forall k_{d} \in \mathcal{K}_{d}  \tag{4.66}\\
1 & =\frac{\hat{p}_{k_{u}}^{i}}{\left[(\operatorname{diag}(\tilde{\boldsymbol{\beta}}))\left(\mathbf{F} \hat{\mathbf{p}}^{i}+\mathbf{n}\right)\right]_{k_{u}}}, \quad \forall k_{u} \in \mathcal{K}_{u}  \tag{4.67}\\
\sum_{k_{d} \in \mathcal{K}_{d}} \lambda_{k_{d}} & =1 \quad  \tag{4.68}\\
\hat{\mathbf{p}}^{i} & =\frac{P_{i}}{\hat{\mu}} \cdot\left(\frac{\hat{\tau}^{i} \hat{\lambda}_{1} \tilde{\beta}_{1}}{\hat{q}_{1}}, \cdots, \frac{\hat{\tau}^{i} \hat{\lambda}_{K_{d}} \tilde{\beta}_{K_{d}}}{\hat{q}_{K_{d}}^{i}}, \frac{\hat{\lambda}_{K_{d}+1} \tilde{\beta}_{K_{d}+1}}{\hat{q}_{K_{d}+1}^{i}}, \cdots, \frac{\hat{\lambda}_{K} \tilde{\beta}_{K}}{\hat{q}_{K}^{i}}\right)^{T}  \tag{4.69}\\
\hat{\lambda}_{k} & >0, \quad \forall k \in \mathcal{K}  \tag{4.70}\\
\hat{\mu} & >0 \tag{4.71}
\end{align*}
$$

Here, we replace the power constraint (4.51) with the dual power constraint (4.65). We can also observe that (4.63)-(4.67) can be obtained from (4.49)-(4.53) via the following substitutions:

$$
\begin{align*}
\mathbf{p}^{i} & \leftrightarrow \mathbf{q}^{i} \\
\mathbf{t}^{i} & \leftrightarrow \mathbf{n}  \tag{4.72}\\
\mathbf{n} & \leftrightarrow \mathbf{t}^{i} \\
\mathbf{F} & \leftrightarrow \mathbf{F}^{T}
\end{align*}
$$

Hence, (4.63)-(4.71) are necessary and sufficient conditions to achieve the optimal
solution of $\mathcal{S}^{i}$ where the parameters and variables in $\mathcal{S}^{i}$ are defined by the mappings in (4.72). Thus, Theorem 4.2 is proved.

Theorem 4.2 shows the problem $\mathcal{T}^{i}$ has a network duality relationship with the problem $\mathcal{S}^{i}$. In the following, we also provide the solution to the problem $\mathcal{S}^{i}$.

Result 3: The optimal value of the problem $\mathcal{S}^{i}$ is given by

$$
\begin{equation*}
\hat{\tau}^{i}=\frac{1}{\lambda_{\max }\left(\overline{\mathbf{\Upsilon}}^{i}\right)} \tag{4.73}
\end{equation*}
$$

where $\lambda_{\text {max }}\left(\overline{\mathbf{\Upsilon}}^{i}\right)$ is the maximal eigenvalue of $\overline{\mathbf{\Upsilon}}^{i}$ and

$$
\begin{align*}
\overline{\mathbf{\Upsilon}}^{i} & =\left[\begin{array}{cc}
\overline{\mathbf{E}} & \overline{\mathbf{e}} \\
\frac{1}{\bar{P}_{i}^{i}} \overline{\mathbf{g}}_{i} \overline{\mathbf{E}} & \frac{1}{\bar{P}_{i}} \overline{\mathbf{g}}_{i} \overline{\mathbf{e}}
\end{array}\right]  \tag{4.74}\\
\frac{1}{\hat{\tau}^{i}} \hat{\mathbf{q}}_{d}^{i} & =\mathbf{B}_{d} \mathbf{F}_{d d}^{T} \hat{\mathbf{q}}_{d}^{i}+\mathbf{B}_{d} \mathbf{t}_{i, d}+\mathbf{B}_{d} \mathbf{F}_{u d}^{T} \hat{\mathbf{q}}_{u}^{i}  \tag{4.75}\\
\hat{\mathbf{q}}_{u}^{i} & =\mathbf{B}_{u} \mathbf{F}_{u u}^{T} \hat{\mathbf{q}}_{u}^{i}+\mathbf{B}_{u} \mathbf{t}_{i, u}+\mathbf{B}_{u} \mathbf{F}_{d u}^{T} \hat{\mathbf{q}}_{d}^{i}  \tag{4.76}\\
P_{i} & =\mathbf{n}_{d}^{T} \hat{\mathbf{q}}_{d}^{i}+\mathbf{n}_{u}^{T} \hat{\mathbf{q}}_{u}^{i}  \tag{4.77}\\
\overline{\mathbf{E}} & =\mathbf{B}_{d} \mathbf{F}_{d d}^{T}+\mathbf{B}_{d} \mathbf{F}_{u d}^{T}\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}^{T}\right)^{-1} \mathbf{B}_{u} \mathbf{F}_{d u}^{T}  \tag{4.78}\\
\overline{\mathbf{e}} & =\mathbf{B}_{d} \mathbf{t}_{i, d}+\mathbf{B}_{d} \mathbf{F}_{u d}^{T}\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}^{T}\right)^{-1} \mathbf{B}_{u} \mathbf{t}_{i, u} .  \tag{4.79}\\
\bar{P}_{i}^{\prime} & =P_{i}-\mathbf{n}_{u}^{T}\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}^{T}\right)^{-1} \mathbf{B}_{u} \mathbf{t}_{i, u}  \tag{4.80}\\
\overline{\mathbf{g}}_{i} & =\mathbf{n}_{d}^{T}+\mathbf{n}_{u}^{T}\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}^{T}\right)^{-1} \mathbf{B}_{u} \mathbf{F}_{d u}^{T}  \tag{4.81}\\
\hat{\mathbf{q}}^{i} & =\left[\begin{array}{c}
\hat{\mathbf{q}}_{d}^{i} \\
\hat{\mathbf{q}}_{u}^{i}
\end{array}\right] \tag{4.82}
\end{align*}
$$

with $\hat{\mathbf{q}}_{d}^{i}$ and $\hat{\mathbf{q}}_{u}^{i}$ being vectors of size $K_{d}$ and $K_{u}$, respectively. By scaling the dominant eigenvector of $\overline{\mathbf{\Upsilon}}^{i}$ such that the last element equals unity, the first $K_{d}$ elements
of the dominant eigenvector become the optimal dual power vector $\hat{\mathbf{q}}_{d}^{i}$ for the DL transmission. Subsequently, the optimal dual power vector $\hat{\mathbf{q}}_{u}^{i}$ for the UL transmission can be computed using (4.76).

Note that the necessary and sufficient conditions to guarantee that $\bar{\Upsilon}^{i}$ being a non-negative matrix are given by

$$
\begin{align*}
& \rho\left(\mathbf{B}_{u} \mathbf{F}_{u u}^{T}\right)<1  \tag{4.83}\\
& \mathbf{n}_{u}^{T}\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}^{T}\right)^{-1} \mathbf{B}_{u} \mathbf{t}_{i, u}<P_{i} . \tag{4.84}
\end{align*}
$$

The proof is similar to that of Lemma 4.2 and is thus omitted here.

By considering both transmit and receive beamforming, we can re-write the dual UL SINR $\operatorname{SINR}_{k}^{\mathrm{UL}, \mathrm{D}}\left(\mathbf{q}^{i}, \mathbb{W}, \mathbb{V}\right)$ and dual $\operatorname{DL} \operatorname{SINR} \operatorname{SINR}_{k}^{\mathrm{DL}, \mathrm{D}}\left(\mathbf{q}^{i}, \mathbb{V}\right)$ as follows.

$$
\begin{aligned}
& \operatorname{SINR}_{k}^{\mathrm{UL}, \mathrm{D}}\left(\mathbf{q}^{i}, \mathbb{W}, \mathbb{V}\right)=\frac{q_{k}^{i}\left|\mathbf{w}_{k}^{\dagger} \mathbf{H}_{k k}\right|^{2}}{\left(\sum_{l \in \mathcal{K}_{d}, l \neq k} q_{l}^{i}\left|\mathbf{w}_{k}^{\dagger} \mathbf{H}_{k l}\right|^{2}\right)+\left(\sum_{l \in \mathcal{K}_{u}, l \neq k} q_{l}^{i}\left|\mathbf{w}_{k}^{\dagger} \mathbf{H}_{k l} \mathbf{v}_{l}\right|^{2}\right)+t_{i, k}} \\
& \forall k \in(\mathbb{\mathcal { L }}(\varnothing 5)
\end{aligned}
$$

### 4.3.2 Optimizing Receive Beamforming with Fixed Power and Transmit Beamforming

Assuming that the power vector $\mathbf{p}^{i}$ and transmit beamforming $\mathbb{W}$ are fixed, we optimize the receive beamforming $\mathbb{V}$ in the primal domain. For a given power constraint,
i.e., $\mathbf{t}_{i}^{T} \mathbf{p} \leq P_{i}$, the receive beamforming problem can be written as follows.

$$
\begin{align*}
\mathcal{P}^{i}(\mathbb{V}): \max _{\mathbb{V}} & \min _{k_{d} \in \mathcal{K}_{d}} \frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}\left(\mathbf{p}^{i}, \mathbb{W}\right)}{\beta_{k_{d}}},  \tag{4.87}\\
\text { s.t. } & \operatorname{SINR}_{k_{u}}^{\mathrm{UL}}\left(\mathbf{p}^{i}, \mathbb{W}, \mathbb{V}\right) \geq \beta_{k_{u}}, \quad \forall k_{u} \in \mathcal{K}_{u} \\
& \mathbf{t}_{i}^{T} \mathbf{p}^{i} \leq P_{i}, \quad \mathbf{p}^{i} \geq \mathbf{0} \\
& \left\|\mathbf{v}_{k}\right\|=1, \quad \forall k \in \mathcal{K}
\end{align*}
$$

The receive beamforming only appears in the UL SINR constraints because $\mathbf{v}_{k}=1$ when $k \in \mathcal{K}_{d}$. If the receive beamforming $\mathbb{V}$ is optimized, we will be able to reduce the UL transmit power vector $\mathbf{p}_{u}^{i}$ to meet the SINR constraints. Then the weighted DL SINRs can be increased subsequently. Therefore, for a given power vector $\mathbf{p}^{i}$ and transmit beamforming $\mathbb{W}$, we can optimize the receive beamforming $\mathbb{V}$ as follows.

$$
\begin{align*}
& \mathcal{P}^{i}(\mathbb{V}): \max _{\mathbb{V}}  \tag{4.88}\\
& \min _{k_{u} \in \mathcal{K}_{u}} \operatorname{SINR}_{k_{u}}^{\mathrm{UL}}(\mathbb{V}), \\
& \text { s.t. }\left\|\mathbf{v}_{k_{u}}\right\|=1, \quad \forall k_{u} \in \mathcal{K}_{u}
\end{align*}
$$

As a result, the receive beamforming should be designed to maximize its SINR, i.e.,

$$
\begin{align*}
& \hat{\mathbf{v}}_{k}=\arg \max _{\mathbf{v}_{k}} \frac{\mathbf{v}_{k}^{T} \mathbf{U}_{k k} \mathbf{v}_{k}}{\mathbf{v}_{k}^{T}\left(\sum_{l \in \mathcal{K}, l \neq k} \hat{\mathbf{p}}_{l}^{i} \mathbf{U}_{k l} \mathbf{v}_{l}+n_{k} \mathbf{I}\right) \mathbf{v}_{k}}, \quad \forall k \in \mathcal{K}_{u}  \tag{4.89}\\
& \text { s.t. }\left\|\mathbf{v}_{k}\right\|=1, \quad \forall k \in \mathcal{K}_{u}
\end{align*}
$$

where $\mathbf{U}_{k l}=\mathbf{H}_{k l} \mathbf{w}_{l},(l, k \in \mathcal{K})$. The solution can be obtained by finding the dominant generalized eigenvector of the matrix pairs $\left[\mathbf{U}_{k k}, \sum_{l \in \mathcal{K}, l \neq k} \hat{\mathbf{p}}_{l}^{i} \mathbf{U}_{k l}+n_{k} \mathbf{I}\right]$.

### 4.3.3 Optimizing Transmit Beamforming with Fixed Power and Receive Beamforming

Assuming that the power vector $\mathbf{p}^{i}$ and receive beamforming $\mathbb{V}$ are fixed, we optimize the transmit beamforming $\mathbb{W}$ in the dual domain. For a given power constraint, i.e., $\mathbf{t}_{i}^{T} \mathbf{p}^{i} \leq P_{i}$, the transmit beamforming problem in the primal domain can be written as follows.

$$
\begin{align*}
\mathcal{P}^{i}(\mathbb{W}): \max _{\mathbb{W}} & \min _{k_{d} \in \mathcal{K}_{d}} \frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}\left(\mathbf{p}^{i}, \mathbb{W}\right)}{\beta_{k_{d}}},  \tag{4.90}\\
\text { s.t. } \quad & \operatorname{SINR}_{k_{u}}^{\mathrm{UL}}\left(\mathbf{p}^{i}, \mathbb{W}, \mathbb{V}\right) \geq \beta_{k_{u}}, \quad \forall k_{u} \in \mathcal{K}_{u} \\
& \mathbf{t}_{i}^{T} \mathbf{p}^{i} \leq P_{i}, \quad \mathbf{p}^{i} \geq \mathbf{0} \\
& \left\|\mathbf{w}_{k}\right\|=1, \quad \forall k \in \mathcal{K}
\end{align*}
$$

We can observe that it is very difficult to solve the problem in the primal domain. However, the problem becomes much simpler in the dual domain. By using network duality, the dual problem of $\mathcal{P}^{i}(\mathbb{W})$ is given by

$$
\begin{align*}
\mathcal{S}^{i}(\mathbb{W}): \max _{\mathbb{W}} & \min _{k_{d} \in \mathcal{K}_{d}} \frac{\operatorname{SINR}_{k_{d}}^{\mathrm{UL}, \mathrm{D}}\left(\mathbf{q}^{i}, \mathbb{W}, \mathbb{V}\right)}{\beta_{k_{d}}},  \tag{4.91}\\
\text { s.t. } & \operatorname{SINR}_{k_{u}}^{\mathrm{DLL}, \mathrm{D}}\left(\mathbf{q}^{i}, \mathbb{V}\right) \geq \beta_{k_{u}}, \quad \forall k_{u} \in \mathcal{K}_{u} \\
& \mathbf{n}^{T} \mathbf{q}^{i} \leq P_{i}, \quad \mathbf{q}^{i} \geq \mathbf{0} \\
& \left\|\mathbf{w}_{k}\right\|=1, \quad \forall k \in \mathcal{K}
\end{align*}
$$

where $\operatorname{SINR}_{k_{d}}^{\mathrm{UL}, \mathrm{D}}\left(\mathbf{q}^{i}, \mathbb{W}, \mathbb{V}\right)$ and $\operatorname{SINR}_{k_{d}}^{\mathrm{DL}, \mathrm{D}}\left(\mathbf{q}^{i}, \mathbb{V}\right)$ are given in (4.85) and (4.86), respectively. From the expression of $\operatorname{SINR}_{k_{d}}^{\mathrm{DL}, \mathrm{D}}(\mathbf{q}, \mathbb{V})$, we can see that the transmit
beamforming $\mathbb{W}$ does not affect the SINR constraints of dual DL because $\mathbf{w}_{k}=1$ when $k \in \mathcal{K}_{u}$. Therefore, for a given dual power vector $\mathbf{q}^{i}$ and receive beamforming $\mathbb{V}$, we can simplify the problem $\mathcal{S}^{i}(\mathbb{W})$ to

$$
\begin{align*}
& \mathcal{S}^{i}(\mathbb{W}): \max _{\mathbb{W}}  \tag{4.92}\\
& \min _{k_{d} \in \mathcal{K}_{d}} \frac{\operatorname{SINR}_{k_{d}}^{\mathrm{UL}, \mathrm{D}}(\mathbb{W})}{\beta_{k_{d}}}, \\
& \text { s.t. }\left\|\mathbf{w}_{k_{d}}\right\|=1, \quad \forall k_{d} \in \mathcal{K}_{d} .
\end{align*}
$$

The optimal transmit beamforming $\mathbb{W}$ is exactly the same as the solution of the max-min weighted multiple-input-single-output (MISO) optimization problem and can be obtained by independently maximizing the SINR of each channel in the dual domain [55]. In other words, the optimal transmit beamforming $\mathbb{W}$ can be determined by solving the following optimization problem

$$
\begin{align*}
& \hat{\mathbf{w}}_{k}=\arg \max _{\mathbf{w}_{k}} \frac{\mathbf{w}_{k}^{T} \mathbf{R}_{k k} \mathbf{w}_{k}}{\mathbf{w}_{k}^{T}\left(\sum_{l \in \mathcal{K}, l \neq k} \hat{\mathbf{q}}_{l}^{i} \mathbf{R}_{k l} \mathbf{w}_{l}+t_{i, k} \mathbf{I}\right) \mathbf{w}_{k}}, \quad \forall k \in \mathcal{K}_{d}  \tag{4.93}\\
& \text { s.t. } \quad\left\|\mathbf{w}_{k}\right\|=1, \quad \forall k \in \mathcal{K}_{d}
\end{align*}
$$

where $\mathbf{R}_{k l}=\mathbf{H}_{k l} \mathbf{v}_{l},(l, k \in \mathcal{K})$. The solution can be obtained by finding the dominant generalized eigenvector of the matrix pairs $\left[\mathbf{R}_{k k}, \sum_{l \in \mathcal{K}, l \neq k} \hat{\mathbf{q}}_{l}^{i} \mathbf{R}_{k l}+t_{i, k} \mathbf{I}\right]$.

### 4.3.4 Iterative Power and Transmit/Receive Beamforming Optimization based on multiple single-power-constraint problems

Referring to Fig. 4.2, we can solve the joint optimization problem $\mathcal{P}$ iteratively. In the primal domain we optimize the power and receive beamforming while in the dual domain, we optimize the dual power and transmit beamforming. We describe the steps of the suboptimal algorithm as follows.

1. Split the multiple-power-constraint problem $\mathcal{P}$ in (4.10a)-(4.10d) into $\left(K_{u}+1\right)$ single-power-constraint problems, i.e.,

$$
\begin{align*}
\mathcal{P}^{i}\left(\mathbf{p}^{i}, \mathbb{W}, \mathbb{V}\right): \max _{\mathbf{p}^{i}, \mathbb{W}, \mathbb{V}} & \min _{k_{d} \in \mathcal{K}_{d}} \frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}\left(\mathbf{p}^{i}, \mathbb{W}\right)}{\beta_{k_{d}}},  \tag{4.94}\\
\text { s.t. } & \operatorname{SINR}_{k_{u}}^{\mathrm{UL}}\left(\mathbf{p}^{i}, \mathbb{W}, \mathbb{V}\right) \geq \beta_{k_{u}}, \quad \forall k_{u} \in \mathcal{K}_{u} \\
& \mathbf{t}_{i}^{T} \mathbf{p}^{i} \leq P_{i}, \quad \mathbf{p}^{i} \geq \mathbf{0} \\
& \left\|\mathbf{w}_{k}\right\|=1, \quad\left\|\mathbf{v}_{k}\right\|=1, \quad \forall k \in \mathcal{K}
\end{align*}
$$

where $i=0,1, \ldots, K_{u}$.
2. For $i=0,1, \ldots, K_{u}$, initialize the transmit and receive beamforming as $\mathbb{W}^{i}$ and $\mathbb{V}^{i}$.
3. For $i=0,1, \ldots, K_{u}$, update the power vector $\mathbf{p}^{i}$ in the primal domain and the corresponding solution $\hat{\tau}_{i}$ using Result 1.
4. For $i=0,1, \ldots, K_{u}$, update receive beamforming $\mathbb{V}^{i}$ in the primal domain using (4.89).
5. For $i=0,1, \ldots, K_{u}$, update the dual power vector $\mathbf{q}^{i}$ in the dual domain using Result 3.
6. For $i=0,1, \ldots, K_{u}$, update transmit beamforming $\mathbb{W}^{i}$ in the dual domain using (4.93).
7. If one or more $\hat{\tau}_{i}$ has not converged, repeat Steps 3 to 6 .
8. Select $s$ such that $\hat{\tau}_{s}$ is the minimum among all $\hat{\tau}_{i}$, i.e.,

$$
\begin{equation*}
s=\arg \min _{i=0,1, \ldots, K_{u}} \hat{\tau}_{i} . \tag{4.95}
\end{equation*}
$$

Then $\mathbf{p}^{s}, \mathbb{W}^{s}$ and $\mathbb{V}^{s}$ are the solutions for $\mathcal{P}$.

Lemma 4.3. If the initial beamforming parameters $\mathbb{W}^{i}$ and $\mathbb{V}^{i}$ satisfy the conditions (4.38) and (4.39), these conditions will continue to be satisfied in the iteration algorithm.

Proof. Please refer to Appendix 4.F.

### 4.3.5 Iterative Power and Transmit/Receive Beamforming Optimization with subgradient projection-based method

As in Sect 4.2.2, we can solve $\mathcal{P}$ iteratively using the subgradient projection-based method. It is more efficient compared with the previous algorithm that splits the multiple-power-constraint problem into many single-power-constraint problems. We show the iterative algorithm in Fig. 4.3 and describe the steps as follows.

1. Since the subgradient projection-based method is used, the multiple-powerconstraint problem $\mathcal{P}$ is re-written as

$$
\begin{align*}
\mathcal{P}(\mathbf{p}, \mathbb{W}, \mathbb{V}, \boldsymbol{\theta}): \max _{\mathbf{p}, \mathbb{W}, \mathbb{V}} & \min _{k_{d} \in \mathcal{K}_{d}} \frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}(\mathbf{p}, \mathbb{W})}{\beta_{k_{d}}}  \tag{4.96}\\
\text { s.t. } \quad & \operatorname{SINR}_{k_{u}}^{\mathrm{UL}}(\mathbf{p}, \mathbb{W}, \mathbb{V}) \geq \beta_{k_{u}}, \quad \forall k_{u} \in \mathcal{K}_{u} \\
& \sum_{i} \theta_{i} \mathbf{t}_{i}^{T} \mathbf{p} \leq \sum_{i} \theta_{i} P_{i}, \quad \mathbf{p} \geq \mathbf{0} \\
& \left\|\mathbf{w}_{k}\right\|=1, \quad\left\|\mathbf{v}_{k}\right\|=1, \quad \forall k \in \mathcal{K} .
\end{align*}
$$

2. Initialize $\boldsymbol{\theta}$ and subgradient-projection-method step size $\alpha$.
3. Initialize the transmit and receive beamforming as $\mathbb{W}$ and $\mathbb{V}$.
4. [Outer Loop begins.]
5. (Inner Loop begins)
(a) Update the power vector $\mathbf{p}$ in the primal domain and the corresponding solution $\hat{\tau}_{\text {inner }}$ using Result 2 and Result 1 .
(b) Update receive beamforming $\mathbb{V}$ in the primal domain using (4.89).
(c) Update the dual power vector $\mathbf{q}$ in the dual domain using Result 3.
(d) Update transmit beamforming $\mathbb{W}$ in the dual domain using (4.93).
(e) If $\hat{\tau}_{\text {inner }}$ has not converged, repeat Steps 5 a to 5 d .
6. (Inner loop ends.)
7. Set $\hat{\tau}_{\text {outer }}=\hat{\tau}_{\text {inner }}$.
8. If $\hat{\tau}_{\text {outer }}$ has not converged, update $\boldsymbol{\theta}$ using the subgradient projection method and go to Step 4.
9. [Outer loop ends.]
10. p, $\mathbb{W}$ and $\mathbb{V}$ are the solutions for $\mathcal{P}$ and the optimal value equals $\hat{\tau}_{\text {outer }}$.

Lemma 4.4. If the initial beamforming parameters $\mathbb{W}$ and $\mathbb{V}$ for the inner loop satisfy the conditions (4.38) and (4.39), these conditions will continue to be satisfied in the iteration algorithm.

Proof. Same as that of Lemma 4.3.

Lemma 4.5. If the initial beamforming parameters $\mathbb{W}$ and $\mathbb{V}$ satisfy the conditions (4.38) and (4.39), the algorithm will converge.

Proof. Please refer to Appendix 4.G.

Note that the convergence point of the proposed solution is dependent on the appropriate choice of initial conditions. We consider a random initialization to satisfy the feasible conditions conditions (4.38) and (4.39). If a selected random initialization does not satisfy the feasible conditions conditions (4.38) and (4.39), we drop it and select a new one until it satisfies the feasible conditions conditions (4.38) and (4.39). Here, we do not consider any other advanced initializations, e.g., minimizing SI and maximizing UL transmission rate.

### 4.4 Results

To quantify the potential benefit of the FD transmission considered in this chapter, we evaluate the performance of the proposed algorithms under the 3GPP LTE specifications for urban macro (UMa) cell deployments. The simulation parameters of an UMa cell are taken from [95, 96]. The cell coverage area is assumed to be circular. For an UMa cell, the radius is set to 2 km and all the channels are considered to be under the non-line-of-sight (NLOS) environment. By setting the heights of BS and users to 31 m and 1.5 m , respectively, above ground [96, Section.1.2.1.3], we obtain the path-loss models of the UL channels, DL channels, and the IUI channels ${ }^{2}$. Then, the path-loss model of DL and UL channels is $122.5+35 \log _{10}(d)$ and the pathloss model of inter-user-interference channels is $146.2+39.8 \log _{10}\left(d_{\mathrm{IUI}}\right)$ where $d$ and $d_{I U I}$ are distances in km. Also, according to the suggestion in [95], the peak power constraints for UL users are the same and set to be 20 dB below the peak power constraint of BS. The noise spectral density is $-174 \mathrm{dBm} / \mathrm{Hz}$ and the noise figure is set to 9 dB . The number of UL and DL users are both set as 8 . The number of transmit and receive antennas are both set as 8 . The small-scale fading is modeled as a multi-path time delay model following ITU-R M. 1225 PedA [96]. The center frequency is 2 GHz and system bandwidth is 10 MHz . For simplicity, the UL SINR requirements are the same for all users, i.e., $\beta_{k_{u}}=\gamma\left(\forall k_{u} \in \mathcal{K}_{u}\right)$ and the weights for the DL SINR are also the same, i.e., $\beta_{k_{d}}=\omega\left(\forall k_{d} \in \mathcal{K}_{d}\right)$.

An accurate model for the SI channel plays an important role in evaluating the

[^15]system performance of FD systems. A pioneer practical experiment on SI channel model has been carried out in [10]. The main conclusion of [10] is that the Rician probability distribution with a small Rician factor should be used to characterize the residual SI. Hence, in this chapter, the SI channel matrix $\boldsymbol{H}_{S I}$ is generated as $\mathcal{C N}\left(\sqrt{\frac{L \sigma_{S I}^{2}}{1+L}} \overline{\boldsymbol{H}}_{S I}, \frac{\sigma_{S I}^{2}}{1+K} \boldsymbol{I}_{N_{R}} \otimes \boldsymbol{I}_{N_{T}}\right)$, where $\overline{\boldsymbol{H}}_{S I}$ is a deterministic matrix, $L$ is the Rician factor, $\otimes$ denotes the Kronecker product and $\sigma_{S I}^{2}$ is introduced to parameterize the capability of a certain SI cancellation design.

We compare four optimization algorithms.

- Algorithm 1: Only power but no beamforming is considered (Refer to Algorithm 1)
- Algorithm 2: All power and transmit and receive beamforming are considered (Refer to Sect. 4.3.5 and Fig. 4.3)
- Algorithm 2(sub1): Power and receive beamforming is optimized (transmit beamforming strategy used is Maximum Ratio Transmitting (MRT))
- Algorithm 2(sub2) : Power and transmit beamforming is optimized (receive beamforming strategy used is Maximum Ratio Combining (MRC))

We plot the evolution of the max-min weighted $\operatorname{SINR} \tau$ in the DL against the iteration number for these four algorithms in Fig. 4.4. Firstly, the SINR is monotonically increasing against the iteration number. Secondly, the maximum transmission power $P_{B}$ and SI attenuation $\sigma_{S I}^{2}$ do not affect the convergence rate of $\tau$ at all. Thirdly, when beamforming optimizations are considered, the SINR values will improve significantly but it will take more iterations to converge. We also verify
that the average number of random initialization of $\mathbb{W}$ and $\mathbb{V}$ is less than 20 times, which is acceptable compared to the iteration number of the proposed Algorithm 2.

Next, we investigate the system performance and benefits of jointly optimizing the power and transmit and receive beamforming. Fig. 4.5 plots $\tau$ versus the base station transmission power. We can observe that among all algorithms, Algorithm II, i.e., jointly optimizing the transmission power and transmit and receive beamforming, will result in the best performance.

For a FD system, it is necessary to evaluate the impact of SI on the system performance. We plot $\tau$ versus the SI attenuation $\sigma_{S I}^{2}$ in Fig. 4.6. We can see that when SI attenuation is high, e.g., $\sigma_{S I}^{2} \leq-30 \mathrm{~dB}$ the performance gain of our proposed algorithm (Algorithm II) is notable. However, when the SI attenuation is very low, e.g., $\sigma_{S I}^{2} \geq-20 \mathrm{~dB}$, the performance of all the algorithm is very limited. The main reason is that in the low SI attenuation region, the SI at the BS is relatively large. Thus, the transmit power at the BS has to be reduced in order to ensure that the UL SINR requirements can be satisfied. As a result, $\tau$ becomes smaller. Effective SI cancellation therefore plays a very important role here.

Fig. 4.7 shows the relationship between $\tau$ and the UL SINR requirements $\gamma$. As $\gamma$ increases, $\tau$ decreases. Our proposed algorithm (Algorithm II) is shown to have the best performance under all conditions. Thus, the effectiveness of our proposed algorithm is verified.

### 4.5 Summary

In this chapter, we have investigated a MIMO FD multi-user cellular system. We have formulated the weighted max-min DL SINR problem with additional UL SINR constraints. Joint optimization of the base station transmit power, UL transmit power, and base station transmit and receive beamforming is required. We have derived the network duality of the optimization problem consisting of multiple UL SINR constraints and a single power constraint. With the network duality property, we are able to break down the multiple-power-and-multiple-SINR-constraint problem into many single-power-and-multiple-SINR constraint sub-problems. As a result, we can solve the multiple-power-and-multiple-SINR constraint problem by using Perron-Frobenius theory and subgradient method jointly. Simulation results show that our proposed algorithm possesses fast convergence rate and leads to a better performance compared to other optimization mechanisms. Finally, our proposed algorithm can be easily extended to solve other max-min optimization problems with arbitrary weight power constraints (e.g., weights can be negative).

## Appendix 4.A Proof of Lemma 4.1

Proof. We prove Lemma 1 by contradiction. Referring to (4.8), we can observe that when all other parameters are fixed, $\frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}(\mathbf{p})}{\beta_{k_{d}}}$ is (i) an increasing function of $p_{k_{d}} \forall k_{d} \in \mathcal{K}_{d}$; (ii) a decreasing function of $p_{k_{d}^{\prime}}$ if $k_{d}^{\prime} \neq k_{d}$ and $k_{d}^{\prime} \in \mathcal{K}_{d}$; and (iii) a decreasing function of $p_{k_{u}} \forall k_{u} \in \mathcal{K}_{u}$. Referring to (4.9), we can also see that when all other parameters are fixed, $\operatorname{SINR}_{k_{u}}^{\mathrm{UL}}(\mathbf{p})$ is (iv) a decreasing function of $p_{k_{d}} \forall k_{d} \in \mathcal{K}_{d}$; and (v) an increasing function of $p_{k_{u}} \forall k_{u} \in \mathcal{K}_{u}$.

We also denote $\hat{\tau}^{i}$ as the optimal solution and $\hat{\mathbf{p}}^{i}$ as the optimal power vector. Then, we have

$$
\begin{equation*}
\hat{\tau}^{i} \leq \frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}\left(\hat{\mathbf{p}}^{i}\right)}{\beta_{k_{d}}} \quad \forall k_{d} \in \mathcal{K}_{d} \tag{4.97}
\end{equation*}
$$

Moreover, there must exist at least one $\hat{k}_{d} \in \mathcal{K}_{d}$ such that $\hat{\tau}^{i}=\frac{\operatorname{SINR}_{\hat{k}_{d}}^{D L}\left(\hat{\mathbf{p}}^{i}\right)}{\beta_{\hat{k}_{d}}}$. Assuming that (4.97) is satisfied with at least one strict inequality, i.e., there exists a $k_{d}^{\prime} \in \mathcal{K}_{d}$ such that $\hat{\tau}^{i}<\frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}\left(\hat{\mathbf{p}}^{i}\right)}{\beta_{k_{d}^{\prime}}}$. Due to (i) above, we can continue maintaining the strict inequality if we reduce only very slightly the transmit power corresponding to $k_{d}^{\prime}$, i.e., $p_{k_{d}^{\prime}}$. Moreover, when $p_{k_{d}^{\prime}}$ is reduced,

1. $\operatorname{SINR}_{k_{u}}^{\mathrm{UL}}\left(\hat{\mathbf{p}}^{i}\right)$ increases due to (iv) and hence (4.13c) is still satisfied;
2. $\mathbf{t}_{i}^{T} \hat{\mathbf{p}}^{i}$ decreases and hence (4.13d) is still satisfied;
3. $\frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}\left(\hat{\mathbf{p}}^{i}\right)}{\beta_{k_{d}}}$ increases for all other $k_{d} \neq k_{d}^{\prime}$ due to (ii) and hence (4.13b) is still satisfied.

In other words, reducing $p_{k_{d}^{\prime}}$ slightly is also a feasible solution to the problem $\mathcal{T}^{i}$ in (4.13a). However, as indicated in Item 3) above, $\frac{\operatorname{SINR}_{k_{d}}^{\text {DL }}\left(\hat{\mathbf{p}}^{i}\right)}{\beta_{k_{d}}}$ increases for all other $k_{d} \neq k_{d}^{\prime}$ and hence the new $\frac{\operatorname{SINR}_{\hat{k}_{d}}^{\mathrm{DL}}\left(\hat{\mathbf{p}}^{i}\right)}{\beta_{\hat{k}_{d}}}$ is strictly larger than $\hat{\tau}^{i}$. It means that $\hat{\tau}^{i}$ is not the optimal solution which contradicts to our assumption. Hence for the optimal solution, there does not exist any strict inequality in (4.97) and

$$
\begin{equation*}
\hat{\tau}^{i}=\frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}\left(\hat{\mathbf{p}}^{i}\right)}{\beta_{k_{d}}} \quad \forall k_{d} \in \mathcal{K}_{d} \tag{4.98}
\end{equation*}
$$

Next, we assume that the constraint in (4.13c) is not satisfied with equality for some $k_{u}^{\prime} \in K_{u}$, i.e., $\operatorname{SINR}_{k_{u}^{\prime}}^{\mathrm{UL}}\left(\hat{\mathbf{p}}^{i}\right)>\beta_{k_{u}^{\prime}}$. Due to (v) above, we can reduce slightly
the power corresponding to $k_{u}^{\prime}$, i.e., $p_{k_{u}^{\prime}}$, to maintain the strict inequality. Moreover, when $p_{k_{u}^{\prime}}$ is reduced,
4. $\frac{\operatorname{SINR}_{k_{d}}^{\text {DL }}\left(\hat{\mathbf{p}}^{i}\right)}{\beta_{k_{d}}}$ increases for all $k_{d} \in K_{d}$ due to (ii) and hence (4.13b) is still satisfied;
5. $\mathbf{t}_{i}^{T} \hat{\mathbf{p}}^{i}$ decreases and hence (4.13d) is still satisfied.

In other words, reducing $p_{k_{u}^{\prime}}$ slightly is also a feasible solution to the problem $\mathcal{T}^{i}$ in (4.13a). However, as indicated in Item 4) above, $\frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}\left(\hat{\mathbf{p}}^{i}\right)}{\beta_{k_{d}}}$ increases for all $k_{d} \in K_{d}$ and they become strictly larger than $\hat{\tau}^{i}$. It means that $\hat{\tau}^{i}$ is not the optimal solution which contradicts to our assumption. Hence for the optimal solution, there does not exist any strict inequality in (4.13c) and

$$
\begin{equation*}
\operatorname{SINR}_{k_{u}}^{\mathrm{UL}}\left(\hat{\mathbf{p}}^{i}\right)=\beta_{k_{u}} \quad \forall k_{u} \in K_{u} . \tag{4.99}
\end{equation*}
$$

Finally, we consider the constraint in (4.13d). Using (4.6) and assuming $\alpha>1$, we have

$$
\begin{align*}
\operatorname{SINR}_{k}(\alpha \mathbf{p}) & =\frac{\alpha p_{k} G_{k k}}{\left(\sum_{l \in \mathcal{K}, l \neq k} \alpha p_{l} G_{k l}\right)+n_{k}} \quad k \in \mathcal{K} \\
& >\frac{\alpha p_{k} G_{k k}}{\left(\sum_{l \in \mathcal{K}, l \neq k} \alpha p_{l} G_{k l}\right)+\alpha n_{k}} \\
& =\frac{p_{k} G_{k k}}{\left(\sum_{l \in \mathcal{K}, l \neq k} p_{l} G_{k l}\right)+n_{k}} \\
& =\operatorname{SINR}_{k}(\mathbf{p}) \tag{4.100}
\end{align*}
$$

Assuming that (4.13d) is satisfied with strict inequality, i.e. $\mathbf{t}_{i}^{T} \hat{\mathbf{p}}^{i}<P_{i}$, we can increase $\hat{\mathbf{p}}^{i}$ with the factor $\alpha>1$ such that $\mathbf{t}_{i}^{T}\left(\alpha \hat{\mathbf{p}}^{i}\right)=P_{i}$. Moreover, (4.100) has
shown that $\operatorname{SINR}_{k}(\alpha \mathbf{p})$ is an increasing function of $\mathbf{p}$. Therefore, when $\hat{\mathbf{p}}^{i}$ is increased by the factor $\alpha>1, \frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}\left(\hat{\mathbf{p}}^{i}\right)}{\beta_{k_{d}}}\left(\forall k_{d} \in \mathcal{K}_{d}\right)$ in (4.13b) and $\operatorname{SINR}_{k_{u}}^{\mathrm{UL}}\left(\hat{\mathbf{p}}^{i}\right)\left(\forall k_{u} \in \mathcal{K}_{u}\right)$ in (4.13c) are increased and hence both (4.13b) and (4.13c) are still satisfied. Since $\frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}\left(\hat{\mathbf{p}}^{i}\right)}{\beta_{k_{d}}}$ is increased for all $k_{d} \in \mathcal{K}_{d}, \hat{\tau}^{i}$ is no longer the optimal solution. This contradicts to our assumption. Thus, the constraint in (4.13d) must be satisfied with strict equality, i.e., $\mathbf{t}_{i}^{T} \hat{\mathbf{p}}^{i}=P_{i}$.

## Appendix 4.B Proof of Theorem 4.1

Proof. We transform the problem $\mathcal{T}$ in (4.11a)-(4.11c) into epigraph form, i.e.,

$$
\begin{align*}
\mathcal{T}: \max _{\tau, \mathbf{p}} & \tau  \tag{4.101a}\\
\text { s.t. } & \tau \leq \frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}(\mathbf{p})}{\beta_{k_{d}}}, \quad \forall k_{d} \in \mathcal{K}_{d}  \tag{4.101b}\\
& \operatorname{SINR}_{k_{u}}^{\mathrm{UL}}(\mathbf{p}) \geq \beta_{k_{u}}, \quad \forall k_{u} \in \mathcal{K}_{u}  \tag{4.101c}\\
& \mathbf{t}_{i}^{T} \mathbf{p} \leq P_{i}, \quad \mathbf{p} \geq \mathbf{0}, \quad \forall i=0,1, \ldots, K_{u} \tag{4.101d}
\end{align*}
$$

We denote the optimal solution and power vector by $\hat{\tau}$ and $\hat{\mathbf{p}}$, respectively. Then, $\hat{\tau}$ and $\hat{\mathbf{p}}$ must satisfy (4.13b)-(4.13d) for all $i=0,1, \ldots, K_{u}$. Using arguments similar to those in proving Lemma 4.1, we can prove that under the optimal solutions, (i) the constraints (4.101b) and (4.101c) are satisfied with equality and (ii) there exists an $s \in\left\{0,1, \ldots, K_{u}\right\}$ such that $\mathbf{t}_{s}^{T} \hat{\mathbf{p}}=P_{s} .{ }^{3}$

Again, for the sub-problem $\mathcal{T}^{i}$ in (4.13a), we let $\hat{\mathbf{p}}^{i}$ be the unique solution and

[^16]$\hat{\tau}^{i}$ be the optimal value. From the definition of the sub-problem, we can further conclude that $\hat{\mathbf{p}}=\hat{\mathbf{p}}^{s}$ and $\hat{\tau}=\hat{\tau}^{s}$. To determine the value of $s$, we consider $i \in$ $\left\{0,1, \ldots, K_{u}\right\}$ where $i \neq s$. Since $i \neq s$, we have $\mathbf{t}_{i}^{T} \hat{\mathbf{p}}<P_{i}$ and hence $\hat{\mathbf{p}}$ is not the optimal power vector of $\mathcal{T}^{i}$. Therefore the corresponding $\tau$, i.e., $\hat{\tau}=\frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}(\mathbf{p})}{\beta_{k_{d}}}$ $\left(\forall k_{d} \in \mathcal{K}_{d}\right)$, is not the optimal value of $\mathcal{T}^{i}$ and hence must be smaller than $\hat{\tau}^{i}$. Combining all the aforementioned arguments, we have $\hat{\tau}^{s}=\hat{\tau}<\hat{\tau}^{i}$ for all $i \neq s$ and the proof is complete.

## Appendix 4.C Proof of Lemma 4.2

Proof. We first make note of the fact that the matrices/vectors $\mathbf{B}, \mathbf{F}, \hat{\mathbf{p}}, \mathbf{n}$ and $\mathbf{t}$ and their components are non-negative. Hence their products such as $\mathbf{B}_{u} \mathbf{F}_{u u}$ are non-negative.

If $\rho\left(\mathbf{B}_{u} \mathbf{F}_{u u}\right)<1, \lim _{j \rightarrow \infty}\left(\mathbf{B}_{u} \mathbf{F}_{u u}\right)^{j}=\mathbf{0}$ and therefore $\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}\right)$ is a nonsingular matrix [113]. In addition, by using the Neumann series $\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}\right)^{-1}=$ $\sum_{j=0}^{\infty}\left(\mathbf{B}_{u} \mathbf{F}_{u u}\right)^{j}$, we can conclude that $\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}\right)^{-1}$ is a non-negative matrix because $\mathbf{B}_{u} \mathbf{F}_{u u}$ is non-negative [113]. When $\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}\right)^{-1}$ is non-negative, the matrix $\mathbf{E}$ in (4.29) and the vector $\mathbf{e}$ in (4.30) and the vector $\mathbf{g}_{i}$ in (4.33) are also non-negative because all other matrices in the equations are non-negative. Moreover, if (4.39) is satisfied, $P_{i}^{\prime}$ in (4.32) becomes positive. Therefore, all terms in $\boldsymbol{\Upsilon}^{i}$ in (4.37) are non-negative and the conditions (4.38) and (4.39) are sufficient.

If $\boldsymbol{\Upsilon}^{i}$ is non-negative, $\mathbf{E}, \mathbf{e}, \frac{1}{P_{i}} \mathbf{g}_{i} \mathbf{E}$ and $\frac{1}{P_{i}^{\prime}} \mathbf{g}_{i} \mathbf{e}$ are non-negative. Based on (4.29) and (4.30), $\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}\right)$ must be a non-singular matrix. By using the Neumann series $\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}\right)^{-1}=\sum_{j=0}^{\infty}\left(\mathbf{B}_{u} \mathbf{F}_{u u}\right)^{j}$, we can conclude that $\rho\left(\mathbf{B}_{u} \mathbf{F}_{u u}\right)<1$ and
$\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}\right)^{-1}$ is a non-negative matrix because $\mathbf{B}_{u} \mathbf{F}_{u u}$ is non-negative [113]. Based on (4.33), $\mathbf{g}_{i}$ is also non-negative and hence $P_{i}^{\prime}$ in $\frac{1}{P_{i}^{\prime}} \mathbf{g}_{i} \mathbf{E}$ and $\frac{1}{P_{i}^{\prime}} \mathbf{g}_{i} \mathbf{e}$ must be positive. When $P_{i}^{\prime}$ is positive, (4.32) shows that $P_{i}>\mathbf{t}_{i, u}^{T}\left(\mathbf{I}-\mathbf{B}_{u} \mathbf{F}_{u u}\right)^{-1} \mathbf{B}_{u} \mathbf{n}_{u}$. The necessary conditions are therefore proved.

## Appendix 4.D Proof of Corollary 4.1

Proof. First using similar arguments as in the proof of Lemma 4.1, we have

$$
\begin{array}{rlrl}
\mathcal{T}(\boldsymbol{\theta}) & =\frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}(\hat{\mathbf{p}})}{\beta_{k_{d}}}, & \forall k_{d} \in \mathcal{K}_{d} \\
\operatorname{SINR}_{k_{u}}^{\mathrm{UL}}(\hat{\mathbf{p}}) & =\beta_{k_{u}}, & \forall k_{u} \in \mathcal{K}_{u} \\
\sum_{i} \theta_{i} \mathbf{t}_{i}^{T} \hat{\mathbf{p}} & =\sum_{i} \theta_{i} P_{i} & & \tag{4.102c}
\end{array}
$$

where $\hat{\mathbf{p}}$ is the optimal power vector under $\mathcal{T}(\boldsymbol{\theta})$.
Next, we prove the following inequality.

$$
\begin{equation*}
\min \left\{\mathcal{T}\left(\boldsymbol{\theta}_{1}\right), \mathcal{T}\left(\boldsymbol{\theta}_{2}\right)\right\} \leq \mathcal{T}\left(\lambda \boldsymbol{\theta}_{1}+(1-\lambda) \boldsymbol{\theta}_{2}\right), \quad 0 \leq \lambda \leq 1 \tag{4.103}
\end{equation*}
$$

Let $\mathbf{p}^{*}$ denote the optimal power vector corresponding to $\mathcal{T}\left(\lambda \boldsymbol{\theta}_{1}+(1-\lambda) \boldsymbol{\theta}_{2}\right)$. Ap-
plying (4.102a) to (4.102c), we obtain

$$
\begin{align*}
& \mathcal{T}\left(\lambda \boldsymbol{\theta}_{1}+(1-\lambda) \boldsymbol{\theta}_{2}\right)=\frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}\left(\mathbf{p}^{*}\right)}{\beta_{k_{d}}}, \quad \forall k_{d} \in \mathcal{K}_{d}  \tag{4.104a}\\
& \operatorname{SINR}_{k_{u}}^{\mathrm{UL}}\left(\mathbf{p}^{*}\right)=\beta_{k_{u}}, \quad \forall k_{u} \in \mathcal{K}_{u}  \tag{4.104b}\\
& \sum_{i}\left(\lambda \theta_{1, i}+(1-\lambda) \theta_{2, i}\right) \mathbf{t}_{i}^{T} \mathbf{p}^{*}=\sum_{i}\left(\lambda \theta_{1, i}+(1-\lambda) \theta_{2, i}\right) P_{i} \\
& \Rightarrow \lambda\left(\sum_{i} \theta_{1, i} \mathbf{t}_{i}^{T} \mathbf{p}^{*}\right)+(1-\lambda)\left(\sum_{i} \theta_{2, i} \mathbf{t}_{i}^{T} \mathbf{p}^{*}\right)=\lambda\left(\sum_{i} \theta_{1, i} P_{i}\right)+(1-\lambda)\left(\sum_{i} \theta_{2, i} P_{i}\right) . \tag{4.104c}
\end{align*}
$$

From (4.104c), one of the following

$$
\begin{align*}
& \sum_{i} \theta_{1, i} \mathbf{t}_{i}^{T} \mathbf{p}^{*} \leq \sum_{i} \theta_{1, i} P_{i}  \tag{4.105}\\
& \sum_{i} \theta_{2, i} \mathbf{t}_{i}^{T} \mathbf{p}^{*} \leq \sum_{i} \theta_{2, i} P_{i} \tag{4.106}
\end{align*}
$$

must hold true. Without loss of generality, suppose (4.105) is true and hence $\mathbf{p}^{*}$ is a potential solution to $\mathcal{T}\left(\boldsymbol{\theta}_{1}\right)$.
$\underline{\text { Case I: }} \sum_{i} \theta_{1, i} \mathbf{t}_{i}^{T} \mathbf{p}^{*}=\sum_{i} \theta_{1, i} P_{i}$
Given

$$
\begin{equation*}
\sum_{i} \theta_{1, i} \mathbf{t}_{i}^{T} \mathbf{p}^{*}=\sum_{i} \theta_{1, i} P_{i}, \tag{4.107}
\end{equation*}
$$

we can readily prove that

$$
\begin{equation*}
\sum_{i} \theta_{2, i} \mathbf{t}_{i}^{T} \mathbf{p}^{*}=\sum_{i} \theta_{2, i} P_{i} \tag{4.108}
\end{equation*}
$$

based on (4.104c). According to the Perron-Frobenius theory [55], combining (4.107),
(4.104b) and the fact that $\frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}\left(\mathbf{p}^{*}\right)}{\beta_{k_{d}}}$ is a constant for all $k_{d} \in \mathcal{K}_{d}$ (from (4.104a)), we can conclude that $\mathbf{p}^{*}$ is the unique solution for (4.102a) to (4.102c) for $\boldsymbol{\theta}=\boldsymbol{\theta}_{1}$, which also indicate that $\mathbf{p}^{*}$ is the optimal power vector for $\mathcal{T}\left(\boldsymbol{\theta}_{1}\right)$. Therefore,

$$
\begin{equation*}
\mathcal{T}\left(\boldsymbol{\theta}_{1}\right)=\frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}\left(\mathbf{p}^{*}\right)}{\beta_{k_{d}}}, \quad \forall k_{d} \in \mathcal{K}_{d} \tag{4.109}
\end{equation*}
$$

With (4.108) and similar arguments, we can conclude that $\mathbf{p}^{*}$ is also the optimal power vector for $\mathcal{T}\left(\boldsymbol{\theta}_{2}\right)$, i.e.,

$$
\begin{equation*}
\mathcal{T}\left(\boldsymbol{\theta}_{2}\right)=\frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}\left(\mathbf{p}^{*}\right)}{\beta_{k_{d}}}, \quad \forall k_{d} \in \mathcal{K}_{d} \tag{4.110}
\end{equation*}
$$

Comparing (4.104a), (4.109) and (4.110), the inequality (4.103) is proved for Case I.

Case II: $\sum_{i} \theta_{1, i} \mathbf{t}_{i}^{T} \mathbf{p}^{*}<\sum_{i} \theta_{1, i} P_{i}$
Given

$$
\begin{equation*}
\sum_{i} \theta_{1, i} \mathbf{t}_{i}^{T} \mathbf{p}^{*}<\sum_{i} \theta_{1, i} P_{i} \tag{4.111}
\end{equation*}
$$

we can readily prove that

$$
\begin{equation*}
\sum_{i} \theta_{2, i} \mathbf{t}_{i}^{T} \mathbf{p}^{*}>\sum_{i} \theta_{2, i} P_{i} \tag{4.112}
\end{equation*}
$$

based on $(4.104 \mathrm{c})$. Due to (4.112), $\mathbf{p}^{*}$ cannot be the optimal power vector of $\mathcal{T}\left(\boldsymbol{\theta}_{2}\right)$. (In fact, the strict inequality in (4.111) indicates that $\mathbf{p}^{*}$ cannot be the optimal power vector of $\mathcal{T}\left(\boldsymbol{\theta}_{1}\right)$ neither.) We define the optimal power vector of $\mathcal{T}\left(\boldsymbol{\theta}_{2}\right)$ as $\mathbf{p}^{\dagger}$.

Using (4.102c), we have

$$
\begin{array}{rlrl}
\mathcal{T}\left(\boldsymbol{\theta}_{2}\right) & =\frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}\left(\mathbf{p}^{\dagger}\right)}{\beta_{k_{d}}}, \quad \forall k_{d} \in \mathcal{K}_{d} \\
\operatorname{SINR}_{k_{u}}^{\mathrm{UL}}\left(\mathbf{p}^{\dagger}\right) & =\beta_{k_{u}}, & \forall k_{u} \in \mathcal{K}_{u} \\
\sum_{i} \theta_{2, i} \mathbf{t}_{i}^{T} \mathbf{p}^{\dagger} & =\sum_{i} \theta_{2, i} P_{i} . & \tag{4.113c}
\end{array}
$$

We further define

$$
\begin{align*}
\alpha_{k} & =\frac{p_{k}^{\dagger}}{p_{k}^{*}} \quad \forall k \in \mathcal{K},  \tag{4.114}\\
\check{k} & =\arg \min _{k \in \mathcal{K}} \alpha_{k} . \tag{4.115}
\end{align*}
$$

Assuming that $\alpha_{\check{k}} \geq 1$, then $\alpha_{k} \geq 1$ for all $k \in \mathcal{K}$ and

$$
\begin{equation*}
\sum_{i} \theta_{2, i} \mathbf{t}_{i}^{T} \mathbf{p}^{\dagger} \geq \sum_{i} \theta_{2, i} \mathbf{t}_{i}^{T} \mathbf{p}^{*}>\sum_{i} \theta_{2, i} P_{i} \tag{4.116}
\end{equation*}
$$

where the first inequality comes from (4.114) and the second one comes from (4.112). The outcome in (4.116) contradicts with the fact in (4.113c). Therefore, the assumption $\alpha_{\check{k}} \geq 1$ is not justified and we conclude that $\alpha_{\check{k}}<1$.

Next, assuming that $\check{k} \in \mathcal{K}_{u}$, we have

$$
\begin{align*}
& \operatorname{SINR}_{\check{k}}^{\mathrm{UL}}\left(\mathbf{p}^{\dagger}\right)=\frac{p_{\grave{k}}^{\dagger} G_{\check{k} \check{k}}}{\sum_{l \in \mathcal{K}, l \neq \check{k}} p_{l}^{\dagger} G_{\check{k} l}+n_{\check{k}}} \\
& =\frac{\alpha_{\check{k}} p_{\grave{k}}^{*} G_{\check{k} \check{k}}}{\sum_{l \in \mathcal{K}, l \neq \check{k}} \alpha_{l} p_{l}^{*} G_{\check{k} l}+n_{\check{k}}} \\
& <\frac{\alpha_{\check{k}} p_{\check{k}}^{*} G_{\check{k} \check{k}}}{\alpha_{\check{k}} \sum_{l \in \mathcal{K}, l \neq \check{k}} p_{l}^{*} G_{\check{k} l}+n_{\check{k}}} \\
& <\frac{\alpha_{\check{k}} p_{\grave{k}}^{*} G_{\breve{k} \check{k}}}{\alpha_{\check{k}} \sum_{l \in \mathcal{K}, l \neq \check{k}} p_{l}^{*} G_{\check{k} l}+\alpha_{\check{k}} n_{\check{k}}} \\
& =\frac{p_{\check{k}}^{*} G_{\check{k} \check{k}}}{\sum_{l \in \mathcal{K}, l \neq \check{k}} p_{l}^{*} G_{\check{k} l}+n_{\check{k}}} \\
& =\operatorname{SINR}_{\check{k}}^{\mathrm{UL}}\left(\mathbf{p}^{*}\right)=\beta_{\check{k}} \tag{4.117}
\end{align*}
$$

where the second equality follows from (4.114), and the third and fourth strict inequalities follow from that fact that $\min _{k \in \mathcal{K}} \alpha_{k}=\alpha_{\check{k}}<1$. However, the outcome in (4.117) contradicts with the fact in (4.113b). Therefore, the assumption $\check{k} \in \mathcal{K}_{u}$ is not justified and we conclude that $\check{k} \in \mathcal{K}_{d}$.

Since $\min _{k \in \mathcal{K}} \alpha_{k}=\alpha_{\check{k}}<1$ and $\check{k} \in \mathcal{K}_{d}$, we have

$$
\begin{align*}
& \mathcal{T}\left(\boldsymbol{\theta}_{2}\right)=\frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}\left(\mathbf{p}^{\dagger}\right)}{\beta_{k_{d}}}, \quad \forall k_{d} \in \mathcal{K}_{d} \\
& =\frac{p_{\grave{k}}^{\dagger} G_{\check{k} \check{k}}}{\sum_{l \in \mathcal{K}, l \neq \check{k}} p_{l}^{\dagger} G_{\check{k} l}+n_{\check{k}}} \\
& =\frac{\alpha_{\check{k}} p_{\check{k}}^{*} G_{\check{k} \check{k}}}{\sum_{l \in \mathcal{K}, l \neq \check{k}} \alpha_{l} p_{l}^{*} G_{\check{k} l}+n_{\check{k}}} \\
& <\frac{\alpha_{\check{k}} p_{\check{k}}^{*} G_{\check{k} \check{k}}}{\alpha_{\check{k}} \sum_{l \in \mathcal{K}, l \neq \check{k}} p_{l}^{*} G_{\check{k} l}+n_{\check{k}}} \\
& <\frac{\alpha_{\breve{k}} p_{\breve{k}}^{*} G_{\breve{k} \breve{k}}}{\alpha_{\check{k}} \sum_{l \in \mathcal{K}, l \neq \check{k}} p_{l}^{*} G_{\check{k} l}+\alpha_{\check{k}} n_{\check{k}}} \\
& =\frac{p_{\check{k}}^{*} G_{\check{k} \check{k}}}{\sum_{l \in \mathcal{K}, l \neq \check{k}} p_{l}^{*} G_{\check{k} l}+n_{\check{k}}} \\
& =\frac{\operatorname{SINR}_{\grave{k}}^{\text {DL }}\left(\mathbf{p}^{*}\right)}{\beta_{\grave{k}}} \\
& =\mathcal{T}\left(\lambda \boldsymbol{\theta}_{1}+(1-\lambda) \boldsymbol{\theta}_{2}\right) \tag{4.118}
\end{align*}
$$

where the last two equalities follow from (4.104a). Therefore, we have proved (4.103). Further, we can easily extend (4.103) to the general case, i.e.,

$$
\begin{equation*}
\min _{i}\left\{\mathcal{T}\left(\boldsymbol{\theta}_{i}\right)\right\} \leq \mathcal{T}\left(\sum_{i} \lambda_{i} \boldsymbol{\theta}_{i}\right) ; \quad 0 \leq \lambda_{i} \leq 1 \quad \forall i \text { and } \sum \lambda_{i}=1 \tag{4.119}
\end{equation*}
$$

Finally, we will prove that the optimal solution $\hat{\tau}$ of $\mathcal{T}$ equals $\min \{\mathcal{T}(\boldsymbol{\theta}): \boldsymbol{\theta} \geq$ $\mathbf{0}\}$. We define $\boldsymbol{\theta}_{i}$ as a unit vector of length $K_{u}$ with a 1 in its $i$-th entry and 0 elsewhere. From Theorem 4.1, we have

$$
\begin{equation*}
\hat{\tau}=\min _{i=0, \ldots, K_{u}} \hat{\tau}^{i}=\min _{i=0, \ldots, K_{u}}\left\{\mathcal{T}\left(\boldsymbol{\theta}_{i}\right)\right\} \in \mathcal{T}(\boldsymbol{\theta}) \tag{4.120}
\end{equation*}
$$

We also normalize $\theta_{i}$ in (4.102c) by defining $\lambda_{i}=\frac{\theta_{i}}{\sum \theta_{i}}$ and we rewrite (4.102c) as

$$
\begin{align*}
\sum_{i} \theta_{i} \mathbf{t}_{i}^{T} \hat{\mathbf{p}} & =\sum_{i} \theta_{i} P_{i} \\
\Rightarrow \quad \frac{\sum_{i} \theta_{i} \mathbf{t}_{i}^{T} \hat{\mathbf{p}}}{\sum \theta_{i}} & =\frac{\sum_{i} \theta_{i} P_{i}}{\sum \theta_{i}} \\
\Rightarrow \quad \sum_{i}\left(\frac{\theta_{i}}{\sum \theta_{i}}\right) \mathbf{t}_{i}^{T} \hat{\mathbf{p}} & =\sum_{i}\left(\frac{\theta_{i}}{\sum \theta_{i}}\right) P_{i} \\
\Rightarrow \quad \sum_{i} \lambda_{i} \mathbf{t}_{i}^{T} \hat{\mathbf{p}} \quad & =\sum_{i} \lambda_{i} P_{i} ; \quad 0 \leq \lambda_{i} \leq 1 \quad \forall i \text { and } \sum \lambda_{i}=1 \tag{4.121}
\end{align*}
$$

The result in (4.121) indicates that $\mathcal{T}(\boldsymbol{\theta})$ and $\mathcal{T}(\boldsymbol{\lambda})$ are identical, i.e.,

$$
\begin{equation*}
\mathcal{T}(\boldsymbol{\theta})=\mathcal{T}(\boldsymbol{\lambda}) ; \quad \lambda_{i}=\frac{\theta_{i}}{\sum \theta_{i}} \forall i ; \tag{4.122}
\end{equation*}
$$

where $\boldsymbol{\lambda}$ is the normalized version of $\boldsymbol{\theta}$. Combining (4.119) and (4.122), we obtain

$$
\begin{equation*}
\mathcal{T}(\boldsymbol{\theta})=\mathcal{T}(\boldsymbol{\lambda})=\mathcal{T}\left(\sum_{i} \lambda_{i} \boldsymbol{\theta}_{i}\right) \geq \min _{i}\left\{\mathcal{T}\left(\boldsymbol{\theta}_{i}\right)\right\} \tag{4.123}
\end{equation*}
$$

Together with (4.120), we can conclude

$$
\begin{equation*}
\hat{\tau}=\min _{i=0, \ldots, K_{u}}\left\{\mathcal{T}\left(\boldsymbol{\theta}_{i}\right)\right\}=\min \{\mathcal{T}(\boldsymbol{\theta}): \boldsymbol{\theta} \geq \mathbf{0}\} \tag{4.124}
\end{equation*}
$$

## Appendix 4.E Proof of Corollary 4.2

Proof. To prove that $\mathcal{T}(\boldsymbol{\theta})$ is a quasi-convex function w.r.t. $\boldsymbol{\theta}$, we need to show that

$$
\begin{equation*}
\mathcal{T}\left(\lambda \boldsymbol{\theta}_{1}+(1-\lambda) \boldsymbol{\theta}_{2}\right) \leq \max \left\{\mathcal{T}\left(\boldsymbol{\theta}_{1}\right), \mathcal{T}\left(\boldsymbol{\theta}_{2}\right)\right\} \tag{4.125}
\end{equation*}
$$

for arbitrary $\boldsymbol{\theta}_{1}$ and $\boldsymbol{\theta}_{2}$ and $0<\lambda<1$. Let $\mathbf{p}^{*}$ denote the optimal power vector corresponding to $\mathcal{T}\left(\lambda \boldsymbol{\theta}_{1}+(1-\lambda) \boldsymbol{\theta}_{2}\right)$. Following the procedures shown in the proof of Corollary 4.1, one of the following

$$
\begin{align*}
& \sum_{i} \theta_{1, i} \mathbf{t}_{i}^{T} \mathbf{p}^{*} \leq \sum_{i} \theta_{1, i} P_{i}  \tag{4.126}\\
& \sum_{i} \theta_{2, i} \mathbf{t}_{i}^{T} \mathbf{p}^{*} \leq \sum_{i} \theta_{2, i} P_{i} \tag{4.127}
\end{align*}
$$

must hold true. Without loss of generality, suppose (4.126) is true and hence $\mathbf{p}^{*}$ is a potential solution to $\mathcal{T}\left(\boldsymbol{\theta}_{1}\right)$. We further define

$$
\begin{equation*}
\tilde{\mathbf{p}}=\left(\frac{\sum_{i} \theta_{1, i} P_{i}}{\sum_{i} \theta_{1, i} \mathbf{t}_{i}^{T} \mathbf{p}^{*}}\right) \mathbf{p}^{*} \geq \mathbf{p}^{*} \tag{4.128}
\end{equation*}
$$

In (4.100), we have proved that $\operatorname{SINR}_{k}(\mathbf{p})$ is an increasing function of $\mathbf{p}$. Therefore, $\tilde{\mathbf{p}}$ satisfies the SINR constraints and power constraints of $\mathcal{T}\left(\boldsymbol{\theta}_{1}\right)$ and is also a feasible solution to $\mathcal{T}\left(\boldsymbol{\theta}_{1}\right)$. As a result, we have

$$
\begin{align*}
\mathcal{T}\left(\lambda \boldsymbol{\theta}_{1}+(1-\lambda) \boldsymbol{\theta}_{2}\right) & =\frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}\left(\mathbf{p}^{*}\right)}{\beta_{k_{d}}} \quad \forall k_{d} \in \mathcal{K}_{d} \\
& \leq \frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}(\tilde{\mathbf{p}})}{\beta_{k_{d}}} \quad \forall k_{d} \in \mathcal{K}_{d} \\
& \leq \mathcal{T}\left(\boldsymbol{\theta}_{1}\right) \tag{4.129}
\end{align*}
$$

where the first inequality follows from the fact $\frac{\operatorname{SINR}_{k_{d}}^{\mathrm{DL}}(\mathbf{p})}{\beta_{k_{d}}}$ is an increasing function of $\mathbf{p}$ and the second inequality follows from that $\tilde{\mathbf{p}}$ is a feasible solution to $\mathcal{T}\left(\boldsymbol{\theta}_{1}\right)$. Similarly, we can prove that $\mathcal{T}\left(\lambda \boldsymbol{\theta}_{1}+(1-\lambda) \boldsymbol{\theta}_{2}\right) \leq \mathcal{T}\left(\boldsymbol{\theta}_{2}\right)$ if (4.127) is true. Thus, (4.125) is proved and hence $\mathcal{T}(\boldsymbol{\theta})$ is a quasi-convex function w.r.t. $\boldsymbol{\theta}$.

## Appendix 4.F Proof of Lemma 4.3

To reduce the number of symbols, we will not show the index "i" in the proof. We assume that the initial beamforming matrices $\mathbb{W}^{(0)}$ and $\mathbb{V}^{(0)}$ satisfy the required conditions in (4.38) and (4.39), i.e., $\Upsilon\left(\mathbb{W}^{(0)}, \mathbb{V}^{(0)}\right)$ in (4.37) is a nonnegative matrix.

In the primal domain, $\hat{\mathbf{p}}_{d}^{(1)}>\mathbf{0}$ is derived from Result 1. Then, by using (4.27), $\mathbf{p}_{u}^{(1)}>\mathbf{0}$ can be obtained. Based on (4.25), we also have

$$
\begin{equation*}
\hat{\mathbf{p}}_{u}^{(1)}=\mathbf{B}_{u}^{(0)} \mathbf{F}_{u u}^{(0)} \hat{\mathbf{p}}_{u}^{(1)}+\mathbf{B}_{u}^{(1)} \mathbf{n}_{u}+\mathbf{B}_{u}^{(0)} \mathbf{F}_{u d}^{(0)} \hat{\mathbf{p}}_{d}^{(1)} \tag{4.130}
\end{equation*}
$$

Then, the receive beamforming $\mathbb{V}^{(1)}$ is updated using (4.89). As a result,

$$
\begin{equation*}
\operatorname{SINR}_{k_{u}}^{\mathrm{UL}}\left(\mathbb{V}^{(1)}\right) \geq \operatorname{SINR}_{k_{u}}^{\mathrm{UL}}\left(\mathbb{V}^{(0)}\right), \quad \forall k_{u} \in \mathcal{K}_{u} \tag{4.131}
\end{equation*}
$$

Note that the matrices $\mathbf{B}$ and $\mathbf{F}$ and their components are updated as the receive beamforming is updated. Combining (4.130), (4.131) and the definition of $\operatorname{SINR}_{k_{u}}^{\mathrm{UL}}(\mathbb{V})$, we have

$$
\begin{equation*}
\hat{\mathbf{p}}_{u}^{(1)} \geq \mathbf{B}_{u}^{(1)} \mathbf{F}_{u u}^{(1)} \hat{\mathbf{p}}_{u}^{(1)}+\mathbf{B}_{u}^{(1)} \mathbf{n}_{u}+\mathbf{B}_{u}^{(1)} \mathbf{F}_{u d}^{(1)} \hat{\mathbf{p}}_{d}^{(1)} \tag{4.132}
\end{equation*}
$$

Note that $\mathbf{B}_{u}^{(1)}, \mathbf{F}_{u u}^{(1)}, \mathbf{n}_{u}$ and $\mathbf{F}_{u d}^{(1)}$ are positive while $\hat{\mathbf{p}}_{u}^{(1)}$ and $\hat{\mathbf{p}}_{d}^{(1)}$ are non-negative with at least one positive element. Therefore, we have

$$
\begin{align*}
& \\
& \Rightarrow \quad \frac{\hat{\mathbf{p}}_{u}^{(1)}}{} \quad>\mathbf{B}_{u}^{(1)} \mathbf{F}_{u u}^{(1)} \hat{\mathbf{p}}_{u}^{(1)} \\
&\left(\hat{\mathbf{p}}_{u}^{(1)}\right)^{T} \hat{\mathbf{p}}_{u}^{(1)}>\frac{\mathbf{B}_{u}^{(1)} \mathbf{F}_{u u}^{(1)} \hat{\mathbf{p}}_{u}^{(1)}}{\left(\hat{\mathbf{p}}_{u}^{(1)}\right)^{T} \hat{\mathbf{p}}_{u}^{(1)}} \\
& \Rightarrow \quad 1>\frac{\left(\hat{\mathbf{p}}_{u}^{(1)}\right)^{T} \mathbf{B}_{u}^{(1)} \mathbf{F}_{u u}^{(1)} \hat{\mathbf{p}}_{u}^{(1)}}{\left(\hat{\mathbf{p}}_{u}^{(1)}\right)^{T} \hat{\mathbf{p}}_{u}^{(1)}}  \tag{4.133}\\
& \Rightarrow \quad 1>\rho\left(\mathbf{B}_{u}^{(1)} \mathbf{F}_{u u}^{(1)}\right)
\end{align*}
$$

and the required condition in (4.38) is satisfied. From (4.132), we obtain

$$
\begin{align*}
& \hat{\mathbf{p}}_{u}^{(1)}>\mathbf{B}_{u}^{(1)} \mathbf{F}_{u u}^{(1)} \hat{\mathbf{p}}_{u}^{(1)}+\mathbf{B}_{u}^{(1)} \mathbf{n}_{u} \\
\Rightarrow & \hat{\mathbf{p}}_{u}^{(1)}>\left(\mathbf{I}-\mathbf{B}_{u}^{(1)} \mathbf{F}_{u u}^{(1)}\right)^{-1} \mathbf{B}_{u}^{(1)} \mathbf{n}_{u} . \tag{4.134}
\end{align*}
$$

Combining (4.134) and (4.26), we have

$$
\begin{equation*}
P \geq \mathbf{t}_{u}^{T} \hat{\mathbf{p}}_{u}^{(1)}>\mathbf{t}_{u}^{T}\left(\mathbf{I}-\mathbf{B}_{u}^{(1)} \mathbf{F}_{u u}^{(1)}\right)^{-1} \mathbf{B}_{u}^{(1)} \mathbf{n}_{u} . \tag{4.135}
\end{equation*}
$$

and the required condition in (4.39) is therefore satisfied. Since both (4.38) and (4.39) are satisfied based on $\mathbb{W}^{(0)}$ and $\mathbb{V}^{(1)}$, the power vector $\hat{\mathbf{p}}$ in the primal domain and hence the dual power vector $\hat{\mathbf{q}}$ in the dual domain can be updated.

The fact that the dual power vector $\hat{\mathbf{q}}^{(1)}$ in the dual domain can be evaluated also means that (4.83) and (4.84) are satisfied based on $\mathbb{W}^{(0)}$ and $\mathbb{V}^{(1)}$. Having
evaluated $\hat{\mathbf{q}}_{d}^{(1)}$ and $\hat{\mathbf{q}}_{u}^{(1)}$ using Result 3, we can re-write (4.76) as

$$
\begin{equation*}
\hat{\mathbf{q}}_{u}^{(1)}=\mathbf{B}_{u}^{(1)} \mathbf{F}_{u u}^{T}{ }^{(1)} \hat{\mathbf{q}}_{u}^{(1)}+\mathbf{B}_{u}^{(1)} \mathbf{t}_{i, u}+\mathbf{B}_{u}^{(1)} \mathbf{F}_{d u}^{T}{ }^{(1)} \hat{\mathbf{q}}_{d}^{(1)} \tag{4.136}
\end{equation*}
$$

Then, the transmit beamforming $\mathbb{W}^{(1)}$ in the dual domain is updated using (4.93). As a result,

$$
\begin{equation*}
\operatorname{SINR}_{k_{d}}\left(\mathbb{W}^{(1)}\right) \geq \operatorname{SINR}_{k_{d}}\left(\mathbb{W}^{(0)}\right), \quad \forall k_{d} \in \mathcal{K}_{d} \tag{4.137}
\end{equation*}
$$

Combining (4.136), (4.137) and the definition of $\operatorname{SINR}_{k_{d}}(\mathbb{W})$ and using similar procedures as above, we can readily proved that (4.83) and (4.84) are satisfied. Since both (4.83) and (4.84) are satisfied based on $\mathbb{W}^{(1)}$ and $\mathbb{V}^{(1)}$, the dual power vector $\hat{\mathbf{q}}$ in the dual domain and hence the power vector $\hat{\mathbf{p}}$ in the primal domain can be updated.

The fact that the power vector $\hat{\mathbf{p}}^{(2)}$ in the primal domain can be evaluated again means that (4.38) and (4.39) are satisfied based on $\mathbb{W}^{(1)}$ and $\mathbb{V}^{(1)}$. We can therefore conclude that if the initial beamforming matrices $\mathbb{W}^{(0)}$ and $\mathbb{V}^{(0)}$ satisfy the required conditions in (4.38) and (4.39), the iterative beamforming matrices derived from our proposed algorithm will always satisfy the same conditions.

## Appendix 4.G Proof of Lemma 4.5

where (a) is derived from the definition of subgradient method, (b) is from the network duality, (c) is from (4.89), (d) is from the network duality, (e) is from (4.93) and (f) is from the fact that the problem in (4.101a) is optimally solved with fixed beamforming under a single power constraint. Then, we readily have Lemma 4.5.


Figure 4.1: A single-cell MIMO system model with FD BS.


Figure 4.2: The flowchart for joint power and transmit/receive beamforming optimization by considering the power constraints individually.


Figure 4.3: The flowchart for joint power and transmit/receive beamforming optimization by subgradient projection-based method.


Figure 4.4: Convergence of $\tau$ against the iteration number for the four algorithms. Different maximum BS transmit power $P_{B}$ and SI attenuation $\sigma_{S I}^{2}$ have been considered. The UL SINR requirement is $\gamma=5 \mathrm{~dB}$.


Figure 4.5: Weighted max-min DL SINR $\tau$ versus base station transmission power. The UL SINR requirements $\gamma=5 \mathrm{~dB}$ and $\sigma_{S I}^{2}=-50 d B$.


Figure 4.6: Weighted max-min DL SINR $\tau$ versus SI attenuation $\sigma_{S I}^{2}$. The UL SINR requirements $\gamma=5 \mathrm{~dB}$ and the maximum base station transmit power $P_{B}=30 \mathrm{dBm}$.


Figure 4.7: Weighted max-min DL SINR $\tau$ against UL SINR requirements $\gamma$. The maximum BS transmit power $P_{B}=30 \mathrm{~dB}$ and SI attenuation $\sigma_{S I}^{2}=-70 \mathrm{~dB}$.

## Chapter 5

## Energy Efficiency Optimization in Full-Duplex Relay Systems

In this chapter, a FD relay system, in which a relay helps information delivery from the source to the destination in FD manner, is considered. The decode-and-forward relaying protocol is adopted since the relay has to decode the signals in order to perform self-interference cancellation. First, an optimization problem is formulated to maximize the energy efficiency (EE) in the FD relay system. The optimization problem is non-trivial and cannot be solved by conventional fractional programming methods, such as the Dinbelbach's method [114]. Then, the optimization problem is converted into an equivalent problem that can be further decomposed into two subproblems. The first subproblem can be solved by the Dinbelbach's method directly. The second subproblem is not quasi-concave because of the non-convex constraint, which cannot be solved by the Dinbelbach's method directly. An effective algorithm called sequential parametric convex approximation (SPCA) [87] is utilized to iter-
atively approach the optimum value at each iteration of the Dinbelbach's method. The joint algorithm is called SPCA-Dinbelbach.

### 5.1 System Model

We consider a three-node cooperative communication system in which the source S communicates with the destination D via a relay R, as shown in Fig. 5.1. The source and destination are equipped with a single antenna, while the relay is equipped with one receiving antenna and one transmitting antenna (can receive and transmit signals simultaneously). Let $x_{s}(t)$ and $x_{r}(t)$ denote the signals transmitted from S and from the transmitting antenna of R at the time instant $t$, respectively, where the average powers of transmitted symbols equal to 1, i.e., $E\left[x_{s}(t)^{\prime} x_{s}(t)\right]=E\left[x_{r}(t)^{\prime} x_{r}(t)\right]=$ 1. Let $H_{s r}$ denote the channel coefficient of the link between the source $S$ and the relay $\mathrm{R}, H_{s d}$ denote the channel coefficient of the link between the source S and the destination D , and $H_{r d}$ denote the channel coefficient of the link between the relay $R$ and the destination $D$. The transmission powers of the source $S$ and the relay $R$ are denoted as $P_{s}$ and $P_{r}$, respectively. Then, the received signals at the receiving antenna of R and D , denoted by $y_{r}(t)$ and $y_{d}(t)$ respectively, can be written as

$$
\begin{align*}
& y_{r}(t)=\sqrt{P_{s}} H_{s r} x_{s}(t)+\sqrt{P_{r}} H_{r r} x_{r}(t)+n_{r}(t)  \tag{5.1}\\
& y_{d}(t)=\sqrt{P_{r}} H_{r d} x_{r}(t)+\sqrt{P_{s}} H_{s d} x_{s}(t)+n_{d}(t) \tag{5.2}
\end{align*}
$$

where $n_{r}(t)$ and $n_{d}(t)$ are the additive white Gaussian noises at the relay R and the destination D , respectively, and follow $\mathcal{C \mathcal { N }}\left(0, \sigma_{z}^{2}\right)$. It is assumed that the channel coefficient between node $i$ and node $j$ is $H_{i j} \sim \mathcal{C N}\left(0, \Omega_{i, j}\right)$. Here $\Omega_{i, j}$ is determined


Figure 5.1: A full-duplex relay system. Solid lines denote information transmission and the dashed line denotes self-interference.
by the path-loss, i.e., $\Omega_{i, j}=\left(d_{0} / d_{i j}\right)^{m}$, where $m$ is the path-loss exponent, $d_{i j}$ is the distance between node $i$ and node $j$, and $d_{0}$ is the reference distance. The self-interference channel coefficient $H_{r r}$ is modeled as $\sqrt{\beta} H_{S I}$, where $\beta$ is the selfinterference attenuation and $H_{S I} \sim \mathcal{C N}(0,1)^{1}$. The effective channel gains are then defined as $G_{i j}=\left|H_{i j}\right|^{2} / \sigma_{z}^{2}, i \in\{s, r\}$, and $j \in\{r, d\}$.

The decode-and-forward relaying protocol is adopted at the relay ${ }^{2}$. Then, the achievable rate is given by [115, eq.7]

$$
\begin{equation*}
R_{\mathrm{DF}}\left(P_{s}, P_{r}\right)=\min \left\{R_{\mathrm{DF}, 1}\left(P_{s}, P_{r}\right), R_{\mathrm{DF}, 2}\left(P_{s}, P_{r}\right)\right\} \tag{5.3}
\end{equation*}
$$

[^17]where $R_{\mathrm{DF}, 1}\left(P_{s}, P_{r}\right)$ and $R_{\mathrm{DF}, 2}\left(P_{s}, P_{r}\right)$ are defined as
\[

$$
\begin{align*}
& R_{\mathrm{DF}, 1}\left(P_{s}, P_{r}\right)=\log _{2}\left(1+\frac{P_{s} G_{s r}}{1+\beta P_{r} G_{r r}}\right)  \tag{5.4}\\
& R_{\mathrm{DF}, 2}\left(P_{s}, P_{r}\right)=\log _{2}\left(1+P_{s} G_{s d}+P_{r} G_{r d}\right) \tag{5.5}
\end{align*}
$$
\]

However, if $G_{s d} \geq G_{s r}$, the achievable rate in (5.3) boils down to the rate of the direct transmission between the source and the destination, which is given by

$$
\begin{equation*}
R_{\mathrm{D}}\left(P_{s}\right)=\log _{2}\left(1+P_{s} G_{s d}\right) \tag{5.6}
\end{equation*}
$$

Hence, the overall achievable rate can be re-written as:

$$
\begin{equation*}
R\left(P_{s}, P_{r}\right)=\max \left\{R_{\mathrm{DF}}\left(P_{s}, P_{r}\right), R_{\mathrm{D}}\left(P_{s}\right)\right\} . \tag{5.7}
\end{equation*}
$$

The EE of the FD relay system is studied, and is defined as

$$
\begin{equation*}
U_{\text {eff }}=R\left(P_{s}, P_{r}\right) / P_{T}\left(P_{s}, P_{r}\right) \quad[\text { bits } / \text { Joule }] \tag{5.8}
\end{equation*}
$$

where the total power consumption $P_{T}$ is calculated by

$$
\begin{equation*}
P_{T}\left(P_{s}, P_{r}\right)=P_{s}+P_{r}+P_{c} . \tag{5.9}
\end{equation*}
$$

In (5.9), $P_{c}$ denotes the energy consumed by the circuitry of the whole relay system, and is assumed to be constant. Assuming that the total power constraint of the source and relay is given by $P_{s}+P_{r} \leq P_{\max }$, the optimal transmission powers $P_{s}$ and $P_{r}$ will be obtained by solving

## Optimization Problem (P1)

$$
\begin{array}{ll}
\max _{P_{s}, P_{r}} & U_{\mathrm{eff}}\left(P_{s}, P_{r}\right) \\
\text { s.t. } & C 1: P_{s}+P_{r} \leq P_{\max },  \tag{5.10}\\
& C 2: P_{s}, P_{r} \geq 0 .
\end{array}
$$

### 5.2 Algorithm

In this section, firstly the optimization problem P1 will be transformed into an equivalent problem which can be further decomposed into two subproblems. Then, the subproblems will be solved one by one. In the optimization problem $\mathbf{P} 1$, the variables to be optimized are $P_{s}$ and $P_{r}$. The objective function is a nonlinear fractional function, in which the numerator is a max-min function. Thus, this problem is very difficult to solve directly. Then, the optimization problem P1 will be transformed into a simpler and equivalent problem, which can be solved. Note that assuming all the channel state informations are perfectly known at the source, the source does the optimization procedure in a centralized way, and then transmits the value of optimized power to the relay.

Lemma 5.1. The solution to the optimization problem $\mathbf{P} 1$ is equivalent to the solution to the optimization problem P2, as described bellow. Equivalent Optimization Problem (P2)

$$
\begin{align*}
\text { P2.1 : } \max _{P_{s}} & R_{\mathrm{D}}\left(P_{s}\right) / P_{T}\left(P_{s}, 0\right)  \tag{5.11}\\
\text { s.t. } & 0 \leq P_{s} \leq P_{\max } ; \\
\text { P2.2 : } \max _{P_{s}, P_{r}} & R_{\mathrm{DF}, 2}\left(P_{s}, P_{r}\right) / P_{T}\left(P_{s}, P_{r}\right)  \tag{5.12}\\
\text { s.t. } & P_{s}+P_{r} \leq P_{\max }  \tag{5.13}\\
& P_{s}, P_{r} \geq 0  \tag{5.14}\\
& R_{\mathrm{DF}, 1}\left(P_{s}, P_{r}\right) \geq R_{\mathrm{DF}, 2}\left(P_{s}, P_{r}\right), \tag{5.15}
\end{align*}
$$

where $R_{\mathrm{DF}, 1}\left(P_{s}, P_{r}\right), R_{\mathrm{DF}, 2}\left(P_{s}, P_{r}\right)$, and $R_{\mathrm{D}}\left(P_{s}\right)$ are defined in (5.4), (5.5), and (5.6), respectively. If $G_{s d} \geq G_{s r}$, solve the subproblem $\mathbf{P} 2.1$; otherwise, solve the subproblem P2.2.

Proof. Please refer to the Appendix 5.A.

### 5.2.1 Solution to Problem P2.1

It is not hard to prove that the objective function of the problem P2.1 is a quasiconcave function with respect to $P_{s}$, and the constraint is affine. Thus, we can directly use the traditional Dinkelbach's method to solve the problem seen in Algorithm 1. The detail of the Dinkelbach's method is given in the Appendix 2. It is worth to mention that at step 5 of Algorithm 1, we can derive a closed-form solution in each iteration. As follows, by applying the Karush-Kuhn-Tucker (KKT)

```
Algorithm 1 Dinkelbach's Method
    Set \(I_{\max }\) (maximum number of iterations),
            \(\epsilon_{o}>0\) (convergence tolerance),
    \(q_{1}=0\) and \(q_{0}=1\).
    \(i \leftarrow 1\).
    while \(q_{i}-q_{i-1}>\epsilon_{o}\) and \(i<I_{\max }\) do
        Solve \(\max _{P_{s}}\left\{F\left(q_{i}\right)=R\left(P_{s}\right)-q_{i} P_{T}\left(P_{s}\right)\right\}\) subject to \(0 \leq P_{s} \leq P_{\max }\) to obtain the
        optimal solution \(P_{s}\).
        \(q_{i} \leftarrow R\left(P_{s}\right) / P_{T}\left(P_{s}\right)\).
        \(i \leftarrow i+1\).
    end while
    return
```

conditions [89], it can be obtained that

$$
\begin{equation*}
P_{s}=\left[\frac{1}{q_{i}}-\frac{1}{G_{s d}}\right]_{0}^{P_{\max }} \tag{5.16}
\end{equation*}
$$

where $[*]_{0}^{P_{\max }}=\min \left(P_{\max }, \max (0, *)\right)$ is the box constraint.

### 5.2.2 Solution to Problem P2.2

Due to the non-convex constraint (5.15), the problem P2.2 is not a quasi-concave problem. It is not possible to use the traditional Dinkelbach's method because that convex optimization algorithm is not valid at step 5 of the Dinkelbach's Method in Algorithm 1. Specifically, the constraint (5.15) in the problem P2.2 is extended as

$$
\begin{equation*}
\alpha_{1} P_{s}+\alpha_{2} P_{r}+\alpha_{3} P_{r} P_{s}+\alpha_{4} P_{r}^{2} \leq 0 \tag{5.17}
\end{equation*}
$$

where $\alpha_{1}=G_{s d}-G_{s r}, \alpha_{2}=G_{r d}, \alpha_{3}=\beta G_{s d} G_{r r}$, and $\alpha_{4}=\beta G_{s d} G_{r r}$.
Note that (5.17) is obviously a non-convex function. To deal with the non-
convex constraint, a SPCA method is utilized to iteratively solve the problem. Herein, we give the key lemma for the SPCA method.

Lemma 5.2. Considering an optimization problem with non-convex constraint $g(\boldsymbol{x})$. If the function $G(\boldsymbol{x}, \lambda)$ have the following properties: i) for any $\boldsymbol{x}, g(\boldsymbol{x}) \leq G(\boldsymbol{x}, \lambda), \lambda>$ 0; ii) for a given feasible point $\boldsymbol{x}_{\mathbf{0}}$, there exists a $\lambda=\psi\left(\boldsymbol{x}_{\mathbf{0}}\right)$ satisfying $g(\boldsymbol{x})=G(\boldsymbol{x}, \lambda)$ and $\nabla g(\boldsymbol{x})=\nabla G(\boldsymbol{x}, \lambda)$, then $G(\boldsymbol{x}, \lambda)$ can replace $\lambda^{(l)}$ by $\psi\left(\boldsymbol{x}^{(l-1)}\right)$ such that the relaxed problem with convex constraint $G(\boldsymbol{x}, \lambda)$ is solved iteratively until convergence. The iterative solution would finally converge to a KKT point.

Proof. see [87].

It is observed in the constraint (5.15) that the unique effective part for nonconvexity is $P_{s} P_{r}$. Thus, one only need to find a convex upper-bound to approach $P_{s} P_{r}$ iteratively. To do this, the following function is defined:

$$
\begin{equation*}
G\left(\left[P_{s}, P_{r}\right], \lambda\right)=\frac{1}{2 \lambda} P_{s}^{2}+\frac{\lambda}{2} P_{r}^{2}, \tag{5.18}
\end{equation*}
$$

which is a convex function used to over-estimate $P_{r} P_{s}$. Additionally, $\lambda^{(l+1)}$ is updated by $P_{s}^{(l)} / P_{r}^{(l)}$ iteratively. It is very easy to verify that the function $G\left(\left[P_{s}, P_{r}\right], \lambda\right)$ satisfies Lemma 3 (see Page 5).

Replacing $P_{r} P_{s}$ in (5.17) by $G\left(\left[P_{s}, P_{r}\right], \lambda\right)$, the relaxed constraint is expressed as

$$
\begin{equation*}
\alpha_{1} P_{s}+\alpha_{2} P_{r}+\frac{\alpha_{3}}{2 \lambda} P_{s}^{2}+\frac{\alpha_{3} \lambda}{2} P_{r}^{2}+\alpha_{4} P_{r}^{2} \leq 0 \tag{5.19}
\end{equation*}
$$

which can be proved as a convex constraint by the Hessian function [89].
The proposed SPCA-Dinkelbach algorithm is depicted as Algorithm 2. The

```
Algorithm 2 SPCA-Dinkelbach Algorithm
    Set \(I_{\max }^{0}\) (maximum number of outer iterations),
        \(\epsilon_{o}>0\) (convergence tolerance of outer iterations),
    Set \(I_{\text {max }}^{l}\) (maximum number of inner iterations),
        \(\epsilon_{l}>0\) (convergence tolerance of inner iterations),
    \(q_{1}=0\) and \(q_{0}=1\),
    \(\lambda^{(1)}=0\) and \(\lambda^{(0)}=1\).
    \(i \leftarrow 1\).
    while \(q_{i}-q_{i-1}>\epsilon_{o}\) and \(i<I_{\max }\) do
        while \(\left|\lambda^{(l)}-\lambda^{(l-1)}\right|>\epsilon_{l}\) and \(l<I_{\max }^{l}\) do
        Using the standard convex optimization (e.g., interior-point method) to
        solve the problem
        \(\max _{P_{s}, P_{r}} F\left(q_{i}\right)=R_{\mathrm{DF}, 2}\left(P_{s}, P_{r}\right)-q_{i} P_{T}\left(P_{s}, P_{r}\right)\),
        s.t. (5.13), (5.14), and (5.19).
        Obtain the optimal transmission powers \(P_{s}^{(l)}\) and \(P_{r}^{(l)}\).
        \(\lambda^{(l+1)} \leftarrow P_{s}^{(l)} / P_{r}^{(l)}\).
        \(l \leftarrow l+1\).
        end while
        \(q_{i} \leftarrow R\left(P_{s}^{(l-1)}, P_{r}^{(l-1)}\right) / P_{T}\left(P_{s}^{(l-1)}, P_{r}^{(l-1)}\right)\).
        \(i \leftarrow i+1\).
    end while
    return
```

algorithm is a dual iterative algorithm, in which the outer iteration is based on the Dinkelbach method and the inner iteration is based on SPCA. Although SPCA is converged to a solution satisfying the KKT conditions (i.e., local optimum is achieved), we find through extensive numerical simulations that the solution is in fact the global optimum. However, the global optimum cannot be derived theoretically so far.

### 5.3 Simulation Results

This section presents the results of applying the proposed SPCA-Dinkelbach algorithm to the FD relay system. The reference distance is $D_{0}=1 \mathrm{~m}$. The distance between the source and the destination is 10 m , and the relay is at the mid-point of the line connecting the source and the destination. The path-loss exponent is $m=3$ and the noise power is $\sigma_{z}^{2}=10^{-6}$. The power consumption of circuitry is $P_{c}=20$ dBm [116]. The convergence tolerance $\epsilon_{o}$ and $\epsilon_{l}$ are set as $\epsilon=10^{-5}$. The results are retrieved by averaging over 1000 different channel realizations. We assume that the optimization process would be finished within one channel realization such that adaptive power can be optimally assigned from the source to the relay.

### 5.3.1 Convergence of the Proposed Algorithm

Fig. 5.2 illustrates the convergence behavior of the proposed SPCA-Dinkelbach algorithm. As seen in Fig. 5.2, the proposed algorithm converges to the optimal value within five outer iterations. We also study the number of inner iterations required during the second outer iteration. We find that the SPCA method converges within five inner iterations. The result demonstrates that the proposed algorithm indeed obtains the global optimal solution, even though the SPCA method only reaches the KKT conditions theoretically. We also find that the convergence speed is not highly related to $\beta$ (the self-interference attenuation factor) in both inner and outer iterations. It is trivial to obtain that the computational complexity of the exhaustive search algorithm is proportional to $1 / \epsilon=10^{5}$. It is hard to derive the computational complexity of the SPCA-Dinkelbach method directly. However, based on the sim-
ulation results seen in Fig. 5.2, we can see that the maximal number of iterations of the outer iteration and the inner iteration in the SPCA-Dinkelbach method are both fixed as 4. In addition, the computational complexity of interior-point method to solve the convex problem in step 8 of algorithm 2 is $n^{3.5} \log (1 / \epsilon)$ [89], in which $n$ represents the number of optimized variables. To sum up, in this our optimization problem, the approximate computational complexity is $4 * 4 * 2^{3.5} \log (1 / \epsilon)=905$ which is much lower than that of exhaustive search algorithm.

### 5.3.2 Effects of $P_{\max }$ and $\beta$ on Average EE

Fig. 5.3 illustrates the average EE against $P_{\max }$ for EE-maximization and ratemaximization schemes with different $\beta$. The EE-maximization scheme is implemented by our proposed SPCA-Dinkelbach algorithm. It can be observed in Fig. 5.3 that the average EE increases upon increasing $P_{\text {max }}$, and remains unchanged when $P_{\max }$ reaches a certain threshold. Specifically, when $P_{\max }$ is larger than 25 dBm , the average EE no longer increases under our simulation settings. It can be also obtained that the average EE increases as $\beta$ decreases. When $\beta$ equals -70 dBm and -90 dBm , the average EE under the settings are nearly the same. It implies that when $\beta$ is very low and the total power is high (in our simulation $\beta=-70$ dB and $P_{\max }=25 \mathrm{dBm}$ ), the optimal average EE does not change. In order to further exploit the performance improvement of EE-maximization scheme, we consider the rate-maximization scheme as a comparison. The rate-maximisation scheme is achieved by the similar procedure in Algorithm 2 except for choosing $q_{i}=0$, which means that the outer iteration of Algorithm 2 is not needed. In the ratemaximization scheme, when $P_{\max }$ increases, the average EE first increases and then
decreases. As the metric is average EE, the EE-maximization scheme is always better than or equal to the rate-maximization scheme. Interestingly, at low $P_{\max }$, the results are the same except for $\beta=-10 \mathrm{~dB}$. The reason is that at low $P_{\max }$, the total power constraint is always satisfied with equality, i.e., the source and relay would utilize the total power. Then, according to the expression of energy consumption in (5.9), the consumed power is always constant, i.e., $P_{\max }+P_{c}$, which is also verified by our simulations. Due to the limited space, the corresponding simulation results are not given. Thus, we can conclude that the average EE of the EE-maximization scheme is equivalent to that of rate-maximization scheme.

### 5.3.3 Effects of $P_{\max }$ and $\beta$ on Average Achievable Rate

We then compare the EE-maximization scheme with the rate-maximization scheme for the performance metrics of EE and achievable rate. In Fig. 5.4, it is obvious that the rate-maximization scheme can have better achievable rate than the EEmaximization scheme. As a sequel, The EE-maximization scheme has a performance degradation in terms of rate. Besides, it can be obtain that the EE-maximization scheme keeps constant achievable rate in high SNR region, specifically when the SNR is larger than 25 dB . Combining with the results in Fig. 5.3, we can conclude that when the maximal total transmit power is increased, the actual total transmit power will be firstly increased and then fixed, which is similar as the performance metric of EE. Interestingly, we find that the achievable rate in $\beta=-10 d B$ and $\beta=-30 d B$ are almost the same while the EE in $\beta=-30 d B$ is larger than that in $\beta=-10 d B$. This fact explains that the higher the self-interference is, the more power would be consumed. However, when the self-interference is very low, i.e.,


Figure 5.2: Convergence of the SPCA-Dinkelbach algorithm $\left(P_{\max }=30 \mathrm{dBm}\right)$.
$\beta=-70 d B$ and $\beta=-90 d B$, the performance of achievable rate and EE are nearly the same.

### 5.4 Summary

In this chapter, energy efficiency of a full-duplex relay system under the total power constraint and fixed circuitry power consumption has been studied. The formulated optimization problem is transformed into an equivalent problem which is decom-


Figure 5.3: Average EE against $P_{\max }$ for the scheme of maximizing EE and maximizing achievable rate under different settings of $\beta$.
posed into two subproblems. The first subproblem is solved by the traditional Dinbelbach's method. Then, a dual iterative algorithm called SPCA-Dinbelbach method is used to solve the second subproblem. Simulation results show that the proposed algorithm can converge to the global optimum at different levels of selfinterference.


Figure 5.4: Average achievable rate against $P_{\max }$ for the scheme of maximizing EE and maximizing achievable rate under different settings of $\beta$.

## Appendix 5.A Lemma 5.1

It is straightforward that if $G_{s d} \geq G_{s r}, R\left(P_{s}, P_{r}\right)=R_{\mathrm{D}}\left(P_{s}\right)$ according to (5.7). Thus, the problem can be simplified to

$$
\begin{equation*}
U_{\mathrm{eff}}=\frac{R_{\mathrm{D}}\left(P_{s}\right)}{P_{T}\left(P_{s}, P_{r}\right)}=\frac{R_{\mathrm{D}}\left(P_{s}\right)}{P_{T}\left(P_{s}, 0\right)} \tag{5.20}
\end{equation*}
$$

As a result, we need to solve P 2.1 when $G_{s d} \geq G_{s r}$.

When $G_{s d}<G_{s r}$, we have

$$
\begin{align*}
U_{\mathrm{eff}} & =\frac{R_{\mathrm{DF}}\left(P_{s}\right)}{P_{T}\left(P_{s}, P_{r}\right)} \\
& =\frac{\min \left\{R_{\mathrm{DF}, 1}\left(P_{s}, P_{r}\right), R_{\mathrm{DF}, 2}\left(P_{s}, P_{r}\right)\right\}}{P_{T}\left(P_{s}, P_{r}\right)} . \tag{5.21}
\end{align*}
$$

We firstly give some lemmas before proving P2.2 which are obvious.
Lemma 5.3. $R_{\mathrm{DF}, 1}\left(P_{s}, P_{r}\right)$ is an increasing function with respect to (w.r.t.) $P_{s}$, and a decreasing function w.r.t. $P_{r}$.

Lemma 5.4. i) $P_{T}\left(P_{s}, P_{r}\right)$ is an increasing function w.r.t. $P_{s}$ and $P_{r}$; ii) $P_{T}\left(P_{s}, P_{r}\right)$ is also a linear function w.r.t. $P_{s}, P_{r}$.

We are now ready to prove P2.2.
Proof of P2.2: We prove it by self-contradiction. For the sake of notational simplicity, we define the constraint set as $\mathcal{F}$. We assume that $\left\{P_{s}^{*}, P_{r}^{*}\right\} \in \mathcal{F}$ as the optimal policy with the following constraint:

$$
\begin{equation*}
R_{\mathrm{DF}, 1}\left(P_{s}^{*}, P_{r}^{*}\right)<R_{\mathrm{DF}, 2}\left(P_{s}^{*}, P_{r}^{*}\right) \tag{5.22}
\end{equation*}
$$

The optimal energy efficiency $U_{\text {eff }}^{*}$ is therefore expressed as

$$
\begin{align*}
U_{\mathrm{eff}}^{*} & =\frac{\min \left\{R_{\mathrm{DF}, 1}\left(P_{s}^{*}, P_{r}^{*}\right), R_{\mathrm{DF}, 2}\left(P_{s}^{*}, P_{r}^{*}\right)\right\}}{P_{T}\left(P_{s}^{*}, P_{r}^{*}\right)} \\
& =\frac{R_{\mathrm{DF}, 1}\left(P_{s}^{*}, P_{r}^{*}\right)}{P_{T}\left(P_{s}^{*}, P_{r}^{*}\right)} \tag{5.23}
\end{align*}
$$

According to Lemma 2 and $3, R_{\mathrm{DF}, 1}\left(P_{s}^{*}, P_{r}^{*}\right)$ is a decreasing function of $P_{r}^{*}$ and $P_{T}\left(P_{s}^{*}, P_{r}^{*}\right)$ is an increasing function of $P_{r}^{*}$. Consequently, based on (5.23), $U_{\mathrm{eff}}^{*}$
should be optimal when $P_{r}^{*}=0$. Substituting $P_{r}^{*}=0$ into (5.4) and (5.5) gives

$$
\begin{align*}
& R_{\mathrm{DF}, 1}\left(P_{s}^{*}, P_{r}^{*}\right)=\log _{2}\left(1+P_{s}^{*} G_{s r}\right),  \tag{5.24}\\
& R_{\mathrm{DF}, 2}\left(P_{s}^{*}, P_{r}^{*}\right)=\log _{2}\left(1+P_{s}^{*} G_{s d}\right) . \tag{5.25}
\end{align*}
$$

Since it is given that $G_{s d}<G_{s r}$, the above results indicate $R_{\mathrm{DF}, 1}\left(P_{s}^{*}, P_{r}^{*}\right)>R_{\mathrm{DF}, 2}\left(P_{s}^{*}, P_{r}^{*}\right)$, which is contradictory to our assumption in (5.22). In conclusion, under any $P_{r}^{*}$ in the optimal solution, $R_{\mathrm{DF}, 1}$ is larger than $R_{\mathrm{DF}, 2}$. Therefore, we prove that P 2 is equivalent to P1.

## Appendix 5.B Dinkelbach's Method

Consider a fractional programming problem

$$
\begin{array}{ll}
\max _{\boldsymbol{x} \in \mathcal{S}_{0}} & R(\boldsymbol{x}) / P_{T}(\boldsymbol{x})  \tag{5.26}\\
\text { s.t. } & \boldsymbol{g}(\boldsymbol{x}) \leq 0 .
\end{array}
$$

This problem is formed by denoting the objective function value as $q$ so that a subtractive form of the objective function can be written as

$$
\begin{equation*}
\left.F(q)=\max \left\{R(\boldsymbol{x})-q P_{T}(\boldsymbol{x})\right) \mid \boldsymbol{g}(\boldsymbol{x}) \leq 0\right\}, q \in \mathbb{R} \tag{5.27}
\end{equation*}
$$

Additionally, it requires that $P_{T}(\boldsymbol{x})>0$ for all $\boldsymbol{x} \in \mathcal{S}$ where $\mathcal{S}$ is the feasible set of $\boldsymbol{x}$. Then, the function $F(q)$ has a series of important properties which are given in [114]. Explicitly, the solution to $F\left(q^{*}\right)$ is equivalent to the solution to the fractional programming problem (5.26). Dinkelbach has proposed an iterative method to find
increasing $q$ values, which are feasible, by solving the parameterized problem of $\max _{\boldsymbol{x}}\left\{R\left(\boldsymbol{x}-q_{i-1} P_{T}(\boldsymbol{x})\right)\right\}$ at each iteration. Hence, it can be shown that the method produces an increasing sequence of $q$ values, which converges to the optimal value $F\left(q^{*}\right)=0$. Each iteration corresponds to solving $\max _{\boldsymbol{x}}\left\{R(\boldsymbol{x})-q_{i-1} P_{T}(\boldsymbol{x})\right\}$, where $q_{i-1}$ is a given value of the parameter $q$, to obtain the optimum value $\boldsymbol{x}^{*}$ at the $i$ th iteration of the Dinkelbach's method. For more details and the proof of convergence, please refer to [114].

## Chapter 6

## Conclusions and Future Directions

### 6.1 Conclusions

To wireless communication engineers and scientists, the challenge of developing faster communication systems is not to increase the transmission rates of the point-to-point channels of a network anymore, but to increase the overall throughput of the network by guiding the information streams within the network efficiently. By considering full-duplex, the wireless networks would have a huge improvement compared with the half-duplex networks.

In this thesis, we have investigated full-duplex MIMO/OFDMA multi-user systems. Specifically, we have provided an optimization framework for the resource allocation problem of full-duplex multi-user OFDMA cellular systems with one fullduplex base station communicating with multiple half-duplex users in a bidirectional way. Simulation results show that when self-interference is low, uplink and downlink user-pairing can provide significant improvement on the system sum-rate compared
to the conventional unidirectional half-duplex transmission. In addition, by considering two different network deployments, i.e., urban macro cell scenario and small cell scenario, we show that the improvement of full-duplex transmission over halfduplex transmission highly depends on the channel parameters.

We have further investigated the joint optimization problem of transmission mode selection, subcarrier assignment, relay selection, subcarrier-pairing as well as power allocation in the DL of a cooperative OFDMA system. Simulation results show that our proposed algorithm can significantly enhance the overall system throughput compared to previous works.

Furthermore, we have exploited the potential performance gain of full-duplex multi-user MIMO system. We have investigated the max-min weighted SINR problem in a full-duplex multi-user MIMO system, where each user is equipped with a single antenna. We have considered a practical scenario in which the downlink minimum weighted SINR is maximized under some target SINR constraints for uplink users. Simulation results show that our proposed algorithm has a fast convergence rate and leads to a better performance compared to other optimization techniques that do not jointly considered all parameters.

Finally, we have proposed an optimization method for the energy efficiency of full-duplex relaying systems. Simulation results show that the proposed algorithm can converge to the global optimum very quickly.

### 6.2 Future Directions

In the following, we propose some possible future research directions.

- The average sum-rate [49, 97, 117] and goodput $[100,101]$ have been selected as the performance metrics in full-duplex multi-user OFDMA cellular systems. In the future, other constraints such as rate and usage fairness can be considered in the system model. Outage probability and diversity gain with appropriate user-selection can also be evaluated in a full-duplex multiuser cellular system.
- Full-duplex transmission mode without subcarrier-pairing in multi-user OFDMA cooperative relaying systems has been investigated here. It is worth investigating systems in which subcarrier-pairing is considered. While the problem becomes much more complicated, the solution should provide an enhanced throughput.
- As IC design and antenna technology advance, equipping multiple antennas in mobile devices will soon become more practical. Thus, extending our optimization frameworks to users with multiple antennas will be of great interest to the research community and industry.
- Full-duplex technology can be applied to both relays and base station. Therefore, the study of full-duplex base station together with full-duplex relaying in a cooperative network should be pursued in the future.
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[^0]:    ${ }^{1}$ Before analog domain cancellation, the SI channel has a strong line-of-sight (LOS) component, and can be modeled as Ricean distribution with a large $K$-factor. It is shown experimentally in [10] that after applying an analog domain cancellation, the strong LOS component is attenuated, resulting in a Ricean distribution with a small $K$-factor or a Rayleigh distribution.

[^1]:    ${ }^{2}$ Note also that $t_{m, n, k}=0$ means subcarrier $k$ has not been assigned to UL user $U_{m}$ AND DL user $D_{n}$ simultaneously. It only guarantees that the transmit powers of UL user $U_{m}$ and DL user $D_{n}$ cannot be both non-zero, i.e., $p_{m, B, k} \neq 0$ AND $p_{B, n, k} \neq 0$ is not allowed. For example, it is still possible that $p_{m, B, k} \neq 0$ AND $p_{B, n, k}=0$ because the $m$-th UL user may have paired up with the $n^{\prime}$-th DL user over the $k$-th subcarrier for $n^{\prime} \neq n$.

[^2]:    ${ }^{3}$ Usually, the system performance under global CSI assumption is treated as the baseline. Note that BS can directly estimate UL-CSI and SI-CSI. However, the DL CSI and IUI-CSI have to be fed back by DL users.

[^3]:    ${ }^{4}$ In fact, we can directly use a mapping between allocated power and user scheduling instead of utilizing additional "virtual powers" introduced in the near-optimal algorithm.

[^4]:    ${ }^{5}$ According to [96], the height of BS can be from 0 to 50 m above ground. We therefore set the height of BS to 31 m in the UL and DL channel models. However, the path-loss model of IUI channels has not been given specifically. Here we set the height of users to 1.5 m above ground in the IUI channel models as well as UL and DL channel models.

[^5]:    ${ }^{1}$ In this chapter, the decode-and-forward relaying protocol is adopted because the relay has to decode the signals in order to perform self-interference digital cancellation. Recently, a fast and constructive full duplex relay using an amplify-and-forward technique has been proposed [47].

[^6]:    ${ }^{2}$ The authors in $[15,16,102]$ have considered the issue of residual self-interference (SI) due to the imperfect FD realization. In their model, the SI is proportional to the transmit power. However, the latest FD techniques used by the Stanford team [13, 103] have offered some astonishing results. Their FD systems are able to keep the SNR loss uncorrelated with the transmit power and to maintain the residual self-interference of the same order as noise power. The results can greatly simplify the modeling of a FD transmission because the residual SI can be treated as a constant. Here we assume that each FD relay uses a single antenna for simultaneous transmission and signal reception. Our work can be readily extended to the case when the FD relays use multiple antennas for simultaneous transmission and signal reception.
    ${ }^{3}$ In practice, the coherence time for each frame depends on the mobility of the users. For example, the coherence time is roughly 200 ms with a central carrier frequency of 2.5 GHz and a user mobility of $2 \mathrm{~km} / \mathrm{h}[104,105]$.

[^7]:    ${ }^{4}$ If the signal from the relay is considered to be interference, FDRT becomes meaningless. Note that there are advanced encoding strategies, namely block Markov encoding, which enable the direct link to help rather than to interfere with the relay link [45, 106]. Yet the block Markov encoding needs some advanced decoding algorithms, such as joint decoding [45], successive decoding, sliding-window decoding and backward decoding [107]. However, joint decoding has a much higher computation complexity and decoding delay, and successive decoding/sliding-window decoding/backward decoding could increase the probability of error propagation in practical systems. Thus, we do not consider block Markov encoding strategies in this work.

[^8]:    ${ }^{5}$ Strictly speaking, energy constraints are considered in [37] though they have been named as individual peak power constraints.

[^9]:    ${ }^{6}$ We assume that the time taken to (i) collect all channel state information by the BS, and (ii) compute and disseminate the scheduling results to the relays, is very short compared to a time frame. Moreover, one time frame is limited to the coherence time.

[^10]:    ${ }^{7}$ In most previous works focusing on resource allocation without subcarrier pairing [86, 109], the binary assignment optimization problem can be solved by the greedy algorithm directly. However, if subcarrier pairing is taken into account, the joint optimization problem of subcarrier assignment, relay selection, subcarrier pairing and transmission mode selection is non-trivial and cannot be solved by the greedy algorithm.

[^11]:    ${ }^{8}$ Since optimizing the step size is not the main theme of our work, we apply only a simple diminishing step. This simple diminishing step is not in an optimized way but is guaranteed to converge.

[^12]:    ${ }^{9}$ In [112], a more general solution has been proposed for the scenario where multiple relays jointly assist the source to transmit information. However, the general solution is inefficient and not easy to understand under a single-relay case scenario. Our proposed method here is a kind of exhaustive search algorithm that searches all the possible cases and find the optimal one. Yet, the method is very efficient because the number of power variables is limited and only three cases need to be analyzed.

[^13]:    ${ }^{10}$ The prior work [35] considers the scenario that the users are located at the cell edge such that the direct link can be neglected. The algorithm proposed in [35] becomes ineffective when the users are uniformly distributed in the cell because the direct link could not be neglected. In our system model, the users are uniformly distributed in the cell. Thus, it is not appropriate to compare the work [35] with our work.

[^14]:    ${ }^{1}$ When the step size $\alpha_{n}$ follows the diminishing policy in [89], the subgradient method above is guaranteed to converge to the optimal value. Here, we just take the simple diminishing step, i.e., $\alpha_{n}=\alpha_{0} /(n+1)$.

[^15]:    ${ }^{2}$ According to [96], the height of BS can be from 0 to 50 m above ground. We therefore set the height of BS to 31 m in the UL and DL channel models. However, the path-loss model of IUI channels has not been given specifically. Here we set the height of users to 1.5 m above ground in the IUI channel models as well as UL and DL channel models.

[^16]:    ${ }^{3}$ If $\mathbf{t}_{i}^{T} \hat{\mathbf{p}}<P_{i}$ for all $i=0,1, \ldots, K_{u}$, we can always increase $\hat{\mathbf{p}}$ by a factor of $\alpha>1$ such that $\mathbf{t}_{s}^{T} \hat{\mathbf{p}}=P_{s}$ for some $s$ and $\mathbf{t}_{i}^{T} \hat{\mathbf{p}}<P_{i}$ for all $i \neq s$.

[^17]:    ${ }^{1}$ Before analog domain cancellation, the self-interference channel has a strong line-of-sight component. So it can be modeled as a Ricean distribution with a large $K$-factor. It is shown experimentally in [10] that after applying a sufficiently large analog domain cancellation, the strong line-of-sight component is attenuated, resulting in a Ricean distribution with a small $K$-factor or a Rayleigh distribution.
    ${ }^{2}$ The decode-and-forward relaying protocol is adopted because the relay has to decode the signals in order to perform self-interference digital cancellation.

