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ABSTRACT

Embedded systems (e.g. smartphones) have become an integral part in peoples’ daily life.

In the last several years, most of efforts in improving embedded systems have been focusing

on enhancing the network performance and CPU speed. On the other hand, the performance

of NAND-flash-based storage in embedded systems is stagnant, and has become one of the

major performance bottlenecks in embedded systems. Even worse, the performance and

lifetimes of NAND flash memory are substantially degraded with the advent of multi-level

cell and triple-level cell flash memory for increasing the capacity. In this thesis, we have

addressed these issues from several aspects including the integration of the emerging hard-

ware and the cross-layer software management for the optimization of the performance and

lifetime.

First, we focus on employing the self-healing NAND flash memory to improve the

lifetime and performance. Researchers have recently discovered that heating can cause worn-

out NAND flash cells to become reusable and greatly extend the lifetime of flash memory

cells. However, the heating process consumes a substantial amount of power, and some

fundamental changes are required for existing NAND flash management techniques. In par-

ticular, all existing wear-leveling techniques are based on the principle of evenly distributing

writes and erases. For self-healing NAND flash, this may cause NAND flash cells to be worn

out in a short period of time. Moreover, frequently healing these cells may drain the energy

quickly in battery-driven mobile devices, which is defined as the concentrated heating prob-

lem. We propose a novel wear-leveling scheme called DHeating (Dispersed Heating) to ad-

dress the problem. In DHeating, rather than evenly distributing writes and erases over a time

period, write and erase operations are scheduled on a small number of flash memory cells at

a time, so that these cells can be worn out and healed much earlier than other cells. In this
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way, we can avoid quick energy depletion caused by concentrated heating. In addition, the

heating process takes several seconds and has become the new performance bottleneck. In

order to address this issue, we propose a lazy heating repair scheme. The lazy heating repair

scheme can ease the long time heating effect by delaying the heating operation and using the

system idle time to repair. Furthermore, the flash memory’s reliability becomes worse with

the flash memory cells reaching the expected worn-out time. We propose an early heating

strategy to solve the reliability problem. With the extended lifetime provided by self-healing,

we can trade some lifetimes for reliability. The idea is to start the healing process earlier than

the expected worn-out time. We evaluate our scheme based on an embedded platform. The

experimental results show that the proposed scheme can effectively prolong the consecutive

heating time interval, alleviate the long time heating effect, and enhance the reliability for

self-healing flash memory.

Second, we jointly optimize the NAND flash memory’s lifetime and performance

with the integration of NVMs. Novel NVMs (non-volatile memories), such as PCM (Phase

Change Memory) and STT-RAM (Spin-Transfer Torque Random Access Memory), can pro-

vide fast read/write operations. In this thesis, we propose a unified NVM/flash architecture to

improve the I/O performance. A transparent scheme, vFlash (Virtualized Flash), is also pro-

posed to manage the unified architecture. Within vFlash, inter-app and intra-app techniques

are proposed to optimize the application performance by exploiting the historical locality

and I/O access patterns of applications. Since vFlash is on the bottom of the I/O stack, the

application features will be lost. Therefore, we also propose a cross-layer technique to trans-

fer the application information from the application layer to the vFlash layer. The proposed

scheme is evaluated based on an Android platform, and the experimental results show that

the proposed scheme can effectively improve the I/O performance of mobile devices.

Third, we study the problem of performance and lifetime enhancement in the mobile

virtualization environment. Mobile virtualization introduces extra layers in software stacks,

which leads to performance degradation. Especially, each I/O operation has to pass through
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several software layers to reach the NAND-flash-based storage systems. This thesis targets

at optimizing I/O for mobile virtualization, since I/O becomes one of major performance

bottlenecks that seriously affects the performance of mobile devices. Among all the I/O

operations, a large percentage is updating metadata. Frequent updating metadata not only

degrades overall I/O performance but also severely reduces flash memory lifetime. In this

thesis, we propose a novel I/O optimization technique to identify the metadata of a guest file

system which is stored in a VM (Virtual Machine) image file and frequently updated. Then,

these metadata are stored in a small additional NVM (Non-Volatile Memory) which is faster

and more endurable to greatly improve flash memory’s performance and lifetime. To the best

of our knowledge, this is the first work to identify the file system metadata from regular data

in a guest OS VM image file under mobile virtualization. The proposed scheme is evaluated

on a real hardware embedded platform. The experimental results show that the proposed

techniques can improve write performance to 45.21% in mobile devices with virtualization.

Keywords: NAND flash memory, self-healing, wear leveling, non-volatile memory, mobile

virtualization, power consumption.
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CHAPTER 1

INTRODUCTION

NAND-flash-based storage device has been widely used in mobile devices due to its attrac-

tive features, such as low cost and high density. However, with the advent of multi-level

cell (MLC)/triple level cell (TLC) NAND flash technology, several constraints are exposed,

particularly, limited lifetime and lengthy response time. For example, TLC flash mem-

ory can only withstand 2,500 program/erase (P/E) cycles, and the program latency is up

to 5ms [9, 29, 39, 65, 66]. In mobile devices, the lifetime of other components is usually

much longer than that of the flash device, such as unlimited read/write cycles of DRAM-

based main memory [76]. In addition, the network performance (e.g. 802.11ad with 7Gbps

peak throughput) and CPU speed in embedded systems have been greatly improved in the

last several years, while the performance of NAND-flash-based storage in embedded sys-

tems is stagnant. As a result, flash-based storage has become one of the major lifetime and

performance bottlenecks in mobile devices.

In this thesis, we address the short lifetime and lengthy response time issues from sev-

eral aspects including the integration of the emerging hardware and the cross-layer software

management for the optimization. Specifically, we employ two emerging hardware, self-

healing NAND flash memory and non-volatile memory, to improve the flash lifetime and

performance. These hardware can provide much faster access speed and longer read/write

cycles compared with the state-of-the-art flash memory, while also introduces new challenges

to well utilize these new hardware. For example, to extend the flash lifetime, researchers at

Macronix invent a self-healing flash memory [64], which can cause worn-out NAND flash

cells to become reusable and greatly prolong the lifetime of flash memory cells. However, the

heating process consumes a substantial amount of power. This means that some fundamen-

tal changes are required if existing NAND flash management techniques are to be applied

1



in self-healing NAND flash memory. In particular, all existing wear-leveling techniques are

based on the principle of evenly distributing writes and erases. This causes NAND flash

cells tend to wear out in a short time period. Moreover, healing these cells in a concentrated

manner may cause power outages in mobile devices.

We first employ self-healing flash memory to improve the flash lifetime and perfor-

mance. With the self-healing flash memory integration, a new wear-leveling scheme called

DHeating (Dispersed Heating) is proposed to solve the concentrated heating problem in self-

healing flash memory. In DHeating, rather than evenly distributing writes and erases during

a certain time period, write and erase operations are concentrated on a small portion of flash

memory cells, so that these cells can be worn-out and healed by heating first. In this way,

we can disperse healing to avoid the problem of concentrated power usage caused by heating

and eliminate the performance degradation caused by the traditional wear leveling strategies.

Furthermore, with the very long lifetime that results from self-healing, we can sacrifice life-

time for reliability. Therefore, we propose an early heating strategy to solve the reliability

problem caused by concentrated heating. The idea is to start the healing process earlier by

heating NAND flash cells before their expected endurance.

Second, we exploit the novel NVMs (non-volatile memories), such as PCM (Phase

Change Memory) and STT-RAM (Spin-Transfer Torque Random Access Memory), to en-

hance the flash lifetime and performance. In this thesis, we propose a unified NVM/flash

architecture to improve the I/O performance. A transparent scheme, vFlash (Virtualized

Flash), is also proposed to manage the unified architecture. Within vFlash, inter-app tech-

nique is proposed to optimize the application performance by exploiting the historic locality

of applications. Since vFlash is on the bottom of the I/O stack, the application features

will be lost. Therefore, we also propose a cross-layer technique to transfer the application

information from the application layer to the vFlash layer.

Third, mobile virtualization introduces extra layers in software stacks, which leads to

performance degradation. Especially, each I/O operation has to pass through several software

layers to reach the NAND-flash-based storage systems. Among all the I/O operations, a large
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percentage is updating metadata. Frequent updating metadata not only degrades overall I/O

performance but also severely reduces flash memory lifetime. In this thesis, we propose

a novel I/O optimization technique to identify the metadata of a guest file system which

are stored in a VM image file and frequently updated. Then these metadata are stored in a

small additional NVM (non-volatile memory) which is faster and more endurable to greatly

improve flash memory’s performance and lifetime. To the best of our knowledge, this is the

first work to identify the file system metadata from regular data in a guest OS VM image file

under mobile virtualization.

The rest of this chapter is organized as follows. Section 1.1 presents the related

work. Section 1.2 discusses the unified research framework. Section 1.3 summarizes the

contributions of this thesis. Finally, Section 1.4 gives the outlines of the thesis.

1.1 Related Work

In this section, we describe the state-of-the art work related to NAND-flash-based storage

systems. We briefly introduce these schemes, and compare with representative techniques in

detail in respective chapters.

1.1.1 Wear Leveling

The principle in existing wear-leveling techniques is to evenly distribute writes and erases.

Basically, data are classified as hot or cold data according to data update times, while phys-

ical blocks are divided into old or young blocks. To evenly disperse erasures to all physical

blocks, hot and cold data are allocated to young and old physical blocks, respectively. Exist-

ing techniques can be further divided into two categories: static and dynamic.

With the dynamic strategy, wear leveling is achieved by reclaiming young blocks or

blocks with small P/E times, while with the static strategy cold data are swapped with hot

data so cold data cannot stay in young blocks for a long time [14, 15, 19]. In dynamic wear

leveling, if a young block is occupied by cold data but no update has occurred for a long time,
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it will not be recycled and other blocks will be worn-out by updates of hot data. Therefore,

static wear leveling is proposed to overcome the shortage of dynamic wear leveling.

SWL is a typical static wear-leveling strategy proposed in [19]. In this strategy, a BET

(Block Erasing Table) is used to record which block has been erased in a pre-determined time

frame. In order to save memory space, a one-to-many mapping mode is adopted in SWL.

That is, one BET flag can be shared by 2k physical blocks. If one of the 2k physical blocks

is erased, the corresponding BET flag is set at 1. At the same time, two numbers, fcnt and

ecnt, are used to record the number of 1 in the BET and the total number of block erases done

since the BET was reset, respectively. When the ratio of fcnt and ecnt is equal to or larger

than a threshold T, which means that some level of unevenness has occurred or many erases

have been done on a small portion of blocks, SWL will find out those used blocks whose

corresponding BET flag is 0, and these blocks will be swapped with old blocks. SWL can

effectively achieve wear leveling with a small space overhead. Therefore, in this paper, we

compare our method with SWL.

1.1.2 Non-Volatile Memory Integration

Non-volatile memory (NVM) has drawn a lot of attentions due to its attractive features, such

as high density, fast access speed, and low leakage power, which makes NVM as a promising

candidate to replace DRAM. However, compared with DRAM, PCM consumes more energy

than that of DRAM and can only sustain limited program cycles. So, the state-of-the-art

work mainly focuses on overcoming these issues for NVMs to be integrated into the main

memory systems. Current researches that aim to overcome these two challenging issues

are mainly classified into two categories. The first category focuses on reducing the total

number of writes to NVM. The second category targets on evenly distributing writes to the

whole memory. These two categories are complementary to each other. Dhiman et al. [30]

and Park et al. [69] propose hybrid PCM and DRAM main memories. Ferreira et al. [34,35]

also work on hybrid PCM main memories and propose write-back minimization with new

cache replacement policies, unnecessary write avoidance, and PCM-aware swap algorithm
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for wear-leveling. Shi et al. [79] propose a caching policy to reduce writes on non-volatile

main memory. Besides these techniques, Hu et al. [40] propose algorithms to reduce the

total number of write through software optimization. These work aims at reducing the total

number of writes. In addition, some researches focus on evenly distributing writes. Qureshi

et al. [72] propose a Start-Gap technique to effectively conduct wear levelling for PCM.

Seong et al. [75] propose dynamic addresses randomization to prevent malicious wear-out

and increase durability for PCM. Wu et al. [95] also propose an address re-mapping method

to prevent malicious wear-out. Liu et al. [62] propose an application-specific wear levelling

method, which gradually changes the mapping of hot region in address space to different

part of physical memory.

The state-of-the-art work also explores how to integrate NVM into the storage sys-

tem to improve the flash performance and lifetime. NAND flash memory has several con-

straints, such as erase-before-rewrite, limited lifetime, and lengthy garbage collection opera-

tion. These constraints seriously affect the flash memory performance. Compared with flash

memory, NVM can well compensate the above constraints, benefiting from the high I/O per-

formance, low standby power, and in-place update features. These good features make NVM

as a promising solution to effectively improve the performance and enhance the lifetime of

the NAND-flash-based storage system. Hyojun Kim and Seongjun Ahn propose a BPLRU

scheme to improve the random writes in flash storage [51], and a non-volatile memory based

cache policy for solid state drives is proposed to improve the flash performance in [33, 80].

In [70], Park et al. explore the linux kernel to find out the write-intensive segments in virtual

address space, and employ the NVM to cache these data. While these work can improve

the NAND-flash-based storage performance, a more effective scheme is required to further

consider the mobile environment.

1.1.3 Software Managed Flash

Several state-of-the-art work has studied the NAND-flash-based storage performance issue

and used software-assisted method to improve the flash performance. In [50], Hyojun Kim
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et al. comprehensively study and analyze the storage architecture and the I/O performance

of smartphones. They discover that NAND-flash-based storage has become the new per-

formance bottleneck in smartphones. However, their work focuses on exploring the storage

problem without providing solid solutions. Wu et al. [96] present a file-system-aware FTL

design to identify file system metadata from regular data and propose to use a fine-grained

page-level mapping method to manage metadata. The results shown in this work demon-

strate promising performance and lifetime improvement in flash system. However, this work

can only identify the file system metadata in the host OS file system and ignore the meta-

data in a guest OS file system. Jian et al. [68] present a software-defined flash (SDF), a

hardware/software co-designed storage system to maximally exploit the performance char-

acteristics of flash memory in the context of server cache workloads. SDF exposes individual

flash channels to the host software and eliminates space over-provisioning. The host soft-

ware, given direct access to the raw flash channels of the flash memory, can effectively

organize its data and schedule its data access to better realize the SSDs raw performance

potential. However, this study focuses on the web server environment without considering

the unique features of the mobile devices.

In addition, several state-of-the-art work exploits the file-system-assisted method to

address the slow random-write issue, since flash memory’s random-write is much less than

its sequential write throughput. At the file system level, Min et al. [67] propose a log-

structured file system (SFS) to transform random writes in the file system into sequential

writes. Other log-based file systems, such as JFFS2 [93] and YAFFS2 [6] are designed

by considering NAND flash characteristics and are used widely, especially in mobile and

embedded domains.

1.2 The Unified Research Framework

In this section, we present the unified research framework for the proposed techniques. Fig-

ure 1.1 illustrates the sketch of the research framework.

In this thesis, we employ the emerging non-volatile techniques to improve the stor-
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Figure 1.1. The Unified Research Framework.

age lifetime and performance in embedded systems. Three hardware and software codesign

techniques are presented in this thesis. As shown in Figure 1.1, we propose to utilize the
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self-healing flash memory and integrate the non-volatile memory in the embedded storage

systems with the objective of improving the flash lifetime, reducing the wear leveling over-

head, and the garbage collection overhead.

• For the first technique, in Chapter 2, we propose a novel wear-leveling scheme, called

DHeating, to manage self-heating NAND flash memory. DHeating performs wear lev-

eling by storing frequently updated data, called hot data, in a small number of flash

memory cells. By applying this technology to self-healing flash memory, heating op-

erations are dispersed so that only a small portion of the cells will be healed each time,

and the time interval for the consecutive heating operations is prolonged. In addition,

the heating procedure takes several seconds, which becomes the new performance bot-

tleneck in self-healing flash memory. In order to ease the long time heating effect, we

propose a lazy heating repair scheme. The basic idea of the lazy heating repair scheme

is to delay the heating operation and to repair during the system idle time period. Fur-

thermore, the flash memory’s reliability degrades dramatically with self-healing flash

memory reaching its worn out point [10, 36, 42]. In order to enhance the reliability of

the self-healing flash memory, we propose an early heating scheme in which we start

to heal flash memory cells earlier than their expected endurance. To the best of our

knowledge, this is the first work to address the concentrated heating problem through

the use of a dispersed heating strategy, to ease the long time heating effect with a

lazy heating repair technique, and to enhance the reliability of the self-healing flash

memory by adopting an early heating scheme.

• For the second technique, in Chapter 3, we propose vFlash (Virtualized Flash), a trans-

parent cross-layer scheme, to manage heterogeneous NVM and flash memory storage

system. vFlash is a software layer that works on the bottom of the software I/O stack

and makes use of application I/O features to transparently manage NVM. In vFlash,

two techniques, intra-app and inter-app, are integrated to utilize application behaviors

to manage NVM. These two techniques are introduced in vFlash based on different

considerations. Inter-app technique utilizes the historical locality information of ap-
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plications, while intra-app considers the I/O access patterns for each application. At

different time periods of each day, a user tends to regularly use some fixed applica-

tions, while let the other applications sleep. Based on this historical locality informa-

tion, inter-app technique can determine which application should be served by NVM

at a given time period of each day. At the same time, if too many applications are used

at the same period, NVM spaces might be used up. Thus, intra-app can be adopted to

decide which application data should be stored in the NVM with the first priority.

• For the third technique, in Chapter 4, we present an image-content-aware scheme to

effectively identify both the host and guest metadata in a mobile virtualization plat-

form. In order to achieve this, the proposed image-content-aware scheme identifies

guest OS file system metadata according to the I/O request address in the guest OS

file system, and uses a padding flag to the virtual machine to trace the metadata. After

the metadata are successfully identified, both the guest metadata and host metadata are

stored in a small faster and endurable NVM, such as phase change memory. Smart

data management techniques are proposed to manage flash memory and the auxiliary

NVM. With proposed management techniques, we can greatly eliminate the frequent

update effects to the NAND-flash-based storage caused by the file system metadata in

a VM image file and in the host file system.

1.3 Contributions

The contributions of this thesis are summarized as follows.

• This is the first work to solve the concentrated heating problem for self-healing NAND

flash memory from the wear-leveling perspective. In addition, we propose an early

heating strategy to enhance the reliability of the self-healing flash memory in embed-

ded systems, and a lazy heating scheme to eliminate the delay caused by the lengthy

heating procedure.
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• We take advantage of user behaviors to improve I/O performance in mobile devices.

Inter-app and intra-app techniques are crafted to optimize application performance

by exploiting historic locality and I/O access patterns of applications. A cross-layer

technique is proposed to transfer the application information from the application layer

to the vFlash layer to enable optimization.

• We identify the file system metadata from regular data in a guest OS VM image file

under mobile virtualization. We propose to utilize a small faster and more endurable

NVM to store file system metadata to reduce the flash memory I/O traffic with neg-

ligible extra cost. Smart data management techniques are proposed to manage flash

memory and the additional NVM.

1.4 Organization

The rest of this thesis is organized as follows.

• In Chapter 2, we address the concentrated heating problem for self-healing NAND

flash memory. In the first phase, we present DHeating to solve the concentrated heating

problem in self-healing flash memory. In the second phase, we propose early healing

and lazy healing to handle some special cases.

• In Chapter 3, we propose a transparent scheme, vFlash (Virtualized Flash), to manage

the unified NVM and NAND flash memory architecture.

• In Chapter 4, we present a novel I/O optimization technique to identify the metadata

of a guest file system which is stored in a VM image file and frequently updated in the

mobile virtualization environment.

• In Chapter 5, we present conclusions and possible future work of research from this

thesis.
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CHAPTER 2

HEATING DISPERSAL FOR SELF-HEALING NAND FLASH MEMORY

2.1 Overview

NAND flash memory has many advantages such as non-volatility, low power consumption,

and good shock resistance. It has been widely used as storage devices in embedded systems.

However, NAND flash memory has some constraints, particularly, limited lifetime. For ex-

ample, multi-level cell (MLC) flash memory, which is the mainstream NAND flash product

on the market, can withstand 10,000 program/erase (P/E) cycles; triple-level cell (TLC) flash

memory, which is the emerging flash memory product, can withstand only 2,500 P/E cy-

cles [9, 29, 32, 39, 65, 68]. In order to overcome this constraint, Researchers at Macronix

recently invented self-healing flash memory, in which worn-out flash memory cells can be

rejuvenated by thermal annealing [64].

However, heating a self-healing flash memory cell does consume a substantial amount

of power [26]. If a large number of flash memory cells are heated in a short time period, the

energy will be exhausted in a battery-driven embedded system such as smartphones. For tra-

ditional NAND flash memory, wear-leveling strategies are employed in an attempt to evenly

distribute write and erase operations [14, 15, 19, 20, 54, 85]. If such strategies are used to

manage self-healing flash memory, it will cause the concentrated heating problem, that is,

when all flash memory cells wear out together, healing these cells in a concentrated manner

might drain the energy. This chapter focuses on solving this problem.

Several challenging issues should be considered when self-healing flash memory is

used in embedded systems. First, the lifetime of self-healing flash memory is prolonged by

the heating of worn-out flash memory cells. However, heating does not come out without a
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cost, as heating shortens the battery life and a heating operation consumes a large amount of

power [26]. As a result, heating should not occur frequently, and only a small portion of flash

memory cells should be healed at a time. Second, heated cells can be treated as newborn cells

rather than as permanently retired cells. Since the reliability of newborn cells is better than

that of nearly worn-out flash memory cells, data should be moved from nearly worn-out cells

to newborn cells. As discussed above, previous wear-leveling strategies are not suitable for

use on this emerging self-healing NAND flash memory. Thus, it is very important to design

a new management strategy for self-healing flash memory.

In this chapter, we first propose a novel wear-leveling scheme, called DHeating, to

manage self-heating NAND flash memory. DHeating performs wear leveling by storing fre-

quently updated data, called hot data, in a small number of flash memory cells. By applying

this technology to self-healing flash memory, heating operations are dispersed so that only a

small portion of the cells will be healed each time, and the time interval for the consecutive

heating operations is prolonged. In addition, the heating procedure takes several seconds,

which becomes the new performance bottleneck in self-healing flash memory. In order to

ease the long time heating effect, we propose a lazy heating repair scheme. The basic idea

of the lazy heating repair scheme is to delay the heating operation and to repair during the

system idle time period. Furthermore, the flash memory’s reliability degrades dramatically

with self-healing flash memory reaching its worn out point [10, 36, 42]. In order to enhance

the reliability of the self-healing flash memory, we propose an early heating scheme in which

we start to heal flash memory cells earlier than their expected endurance. To the best of our

knowledge, this is the first work to address the concentrated heating problem through the

use of a dispersed heating strategy, to ease the long time heating effect with a lazy heating

repair technique, and to enhance the reliability of the self-healing flash memory by adopting

an early heating scheme.

We have conducted experiments with various applications based on an embedded

system with an ARM11 processor and an 8Gb NAND flash memory chip. The experimental

results show that DHeating not only addresses the concentrated heating problem, but also

improves the system response time in self-healing flash memory compared with the baseline
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scheme. The improvement of the system response time is mainly caused by reducing the

swapping of hot and cold data that occurs frequently in previous wear-leveling strategies.

The main contributions of this work are:

• This work addresses the concentrated heating problem for self-healing NAND flash

memory from the wear-leveling perspective.

• A lazy heating repair scheme is proposed to alleviate the long time heating effect.

• An early heating strategy is proposed to enhance the reliability of the self-healing flash

memory.

The rest of this chapter is organized as follows: Section 2.2 presents the background

of this work and our motivation on conducting this work. Section 2.3 introduces our DHeat-

ing strategy with performance and overhead analysis. The experimental results are presented

and discussed in Section 2.4. In Section 2.5, we summarize this chapter.

2.2 Background and Motivation

2.2.1 NAND Flash Memory and Worn Out

Top Gate (TG)

Floating Gate (FG)

Oxide

Tunnel Oxide

N+ N+

Source Drain Source

Word Line

Silicon Substrate Silicon Substrate

Figure 2.1. The structure of a traditional NAND flash memory cell.
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In a traditional NAND flash memory chip, a floating-gate transistor is used as the

storage cell as shown in Figure 2.1. A floating-gate transistor is made of one top gate (or

control gate), one floating gate, two oxide layers, and the silicon substrate. The top gate,

floating gate, and silicon substrate are surrounded by the oxide, which functions as insulation.

The oxide layer between a floating gate and the silicon substrate is called tunnel oxide. When

a high voltage is applied to a word line, which is connected to the top gate of a cell, the

electrons from the silicon substrate will traverse the tunnel oxide and be trapped in a floating

gate. The number of electrons trapped in a floating gate is used to denote the stored data [81,

88, 100].

FG

Oxide

Tunnel Oxide

N+ N+

DrainSource Silicon Substrate

FG

Oxide

Tunnel Oxide

N+ N+

DrainSource Silicon Substrate

Top Gate (TG)

Word Line

Top Gate (TG)

Word Line

Electrons

(a) (b)

Figure 2.2. Illustration on wearing of a flash memory cell caused by (a) the programming

operation, and (b) the erase operation.

The lifetime of a flash memory cell decreases with constant program and erase oper-

ations, since repeated P/E cycles can damage the tunnel oxide layer as shown in Figure 2.2.

Program operations can cause electrons to traverse through the tunnel oxide layer to the float-

ing gate as shown in Figure 2.2 (a), while erase operations make electrons to traverse through

the tunnel oxide layer to the silicon substrate as shown in Figure 2.2 (b). The repeated tra-

verse procedures may cause electrons to be trapped in the tunnel oxide layer. Eventually,

the tunnel oxide layer is damaged because of too many electrons being trapped in the tunnel

oxide layer.
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2.2.2 Self-Healing NAND Flash Memory and Heating Repair

Heat plate 
(negative) Heat plate 

(positive)

Low-resistance 
gate

Silicon substrate

Floating 
gate

Oxide

Diode

Diode

Low-Resistance 

Gate (LRG)

Floating Gate (FG)

Oxide

Tunnel Oxide

Heat Plate

(Negative)

Heat Plate

(Positive)

N+ N+

Source Drain

N+ N+

DrainSourceSilicon Substrate Silicon Substrate

(a) (b)

Figure 2.3. The structure of a self-healing NAND flash memory storage cell. (a) 3D vision.

(b) 2D vision.

Several state-of-the-art works [18, 26, 71] discover that high temperature can make

electrons to be detrapped from the oxide layer. Therefore, researchers at Macronix modify

the traditional NAND flash memory structure and invent self-healing NAND flash memory.

The structure of a self-healing flash memory cell is shown in Figure 2.3 (a) and Figure 2.3

(b). In self-healing NAND flash, a word line is modified to become a double-ended structure

with one positive heat plate and one negative heat plate; a low-resistance gate is used as the

top gate, which enables the current to pass through the gate [26]. The two heat plates are

connected to a double-ended word line-one plate on each end.

If a flash memory cell reaches its lifetime as shown in Figure 2.4 (a), a certain level

of voltage will be applied to the corresponding heat plates and a high temperature (>800◦C)

will be generated immediately after the current passes through the gate as Figure 2.4 (b)

shown. Heating can repair the damaged tunnel oxide of the cell, thus extending the lifetime

of the cell.

Since self-healing NAND flash memory extends its lifetime by heating damaged tun-

nel oxide layers rather than adding new tunnel oxide layers, a flash memory cell will per-

manently retire after several heating repairs. We assume that a self-healing NAND flash
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Figure 2.4. A comparison of worn out flash memory and healed flash memory. (a) The worn

out flash memory storage cell. (b) The healed flash memory cell.

memory cell can be healed at most θ times, and after i′s (1 ≤ i ≤ θ) healing, it can be used

Li times. The lifetime of a self-healing flash cell can be represented as follows:

Lifetime =
θ∑

i=0

Li (2.1)

In Equation (2.1), L0 denotes the factory lifetime or the lifetime prior to healing, and Li(i ϵ[1, θ])

denotes the lifetime in each stage.

Suppose that we combine this self-healing technology with TLC NAND flash mem-

ory. Typically the factory lifetime of a TLC NAND flash memory chip is 2,500 or L0 =2,500 [5].

Assume that after each healing, its lifetime is decreased by 10, that is, Li − Li−1 = 10 (1 ≤

i ≤ 250). Based on Equation (2.1), we find that the total lifetime of TLC NAND flash mem-

ory is extended to
∑250

i=0 Li = (2500+2490+...+10) = 313,750 that is about 125 times longer

than that of traditional TLC NAND flash memory.

2.2.3 The Architecture of Self-Healing NAND Flash Memory

In general, there are two methods to make self-healing flash memory usable in embedded

systems: FTL-based flash memory storage systems and flash-file-system-based memory stor-
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Application 1 Application n

General File System (e.g., FAT32, EXT4)

Address Translator

Garbage Collector

Wear-Leveler

Flash Translation Layer (FTL)

Flash File System 

(JFFS, YAFFS)

Address

Translator

Operating System

......

Garbage 

Collector

Wear-

Leveler
DHeating

DHeating

Memory Technology Device Layer

Self-Healing NAND Flash Memory

Operating System

Self-Healing NAND Flash Memory

Memory Technology Device Layer

Block Device Driver

Application 2 Application 1 Application n......Application 2

(a) (b)

Figure 2.5. (a) FTL-based self-healing NAND flash memory storage systems. (b) Flash-file-

system-based self-healing NAND flash memory storage systems.

age systems. As shown in Figure 2.5 (a) and Figure 2.5 (b), in these methods the MTD

(Memory Technology Device) layer directly operates on a self-healing flash memory chip

by providing primitive functions such as read, write, and erase operations; an FTL or a flash-

file-system is used to manage NAND flash by handling such issues as out-of-place update,

erase before rewrite, and limited lifetime. Both an FTL and a flash-file-system consist of

three components: an address translator, a garbage collector and a wear-leveler. The address

translator translates addresses between the logical page number (LPN) and the physical page

number (PPN). The garbage collector reclaims space by erasing obsolete blocks in which

invalidated data exist; the wear-leveler is an optional component that distributes write or

erase operations evenly across all blocks, so that the lifetime of a flash memory system can

be improved. In this chapter, we mainly focus on solving the wear-leveling problem for

self-healing NAND flash memory chips.
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Figure 2.6. Motivating example.

2.2.4 Motivating Example

A motivating example is shown in Figure 2.6. The motivational example described in this

section is the typical example in reality and our daily life. Assume that there are eight blocks

and one block will carry out a heating operation after 2,500 erasures in a self-healing NAND

flash memory chip.

As shown in Figure 2.6 (a), SWL [19] causes all of the blocks to be worn out evenly.

As a result, at tn, all eight physical blocks reach their healing threshold of 2,500, and the

concentrated heating problem occurs. This can exhaust the energy in the battery within a

very short time period and reduce the lifetime of the battery.

Having made this observation, our idea in DHeating is to disperse the heating of the

eight blocks over different times. As shown in Figure 2.6 (b), at t2, only Block 0 and Block

1 reach the heating bar. At tm, after Block 6 and Block 7 complete heating operations, all

blocks finish the heating operation.

Normally, tm > tn, since previous wear-leveling strategies have introduced some

valid page copies and block erasure overheads to cause all blocks to wear out evenly. On
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the other hand, our proposed DHeating scheme only introduces these overheads when the

system carry out a heating operation. As a result, our proposed scheme can further extend

the lifetime of self-healing flash memory and improve the performance of the system.

2.3 The DHeating Scheme

In this section, we introduce the DHeating scheme to effectively address the concentrated

heating problem. We first give an overview in Section 2.3.1, and then present the dispersed

heating strategy and the lazy heating repair scheme in Sections 2.3.2 and 2.3.3, respectively.

In Section 2.3.4, we discuss the early heating technique. An example to show how DHeating

works with NFTL is presented in Section 2.3.5. Finally, we analyze the performance and

overhead in Section 2.3.6.

2.3.1 Overview
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Figure 2.7. Dispersed heating scheme.

The DHeating strategy consists of three schemes: dispersed heating, lazy heating

repair and early heating. The dispersed heating scheme is to disperse heating operations to

address the concentrated heating problem. The basic idea of the dispersed heating scheme

is to intensively wear a small number of flash memory cells at a time. These cells will be

worn out quickly and be heated much earlier than that of the other cells. Then, we swap
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out these heated flash memory cells, and repeat the above procedure. To this end, data

are divided into two categories, hot data and cold data, based on data update frequency.

According to block erasure times, physical blocks are classified into old, young, and new

physical blocks. Old physical blocks are stored in the old pool, young physical blocks are

kept in the young pool, and new physical blocks are stored in the new pool. When a write

request is received, the dispersed heating scheme will check which pool the data request

belongs to and allocate the corresponding physical blocks. In addition, the lazy heating

repair scheme is proposed to address the long time heating issue. The heating procedure

takes several seconds and seriously degrades the I/O performance. In order to address this

issue, the lazy heating repair scheme delays the heating operation and employs the system

idle time to repair. Furthermore, the flash memory’s reliability becomes worse with the flash

memory cells reaching the expected worn-out time. We propose an early heating strategy

to solve the reliability problem. With the extended lifetime provided by self-healing, we

can trade some lifetimes for reliability. The idea is to start the healing process earlier than

the expected worn-out time. With DHeating, the energy consumed during each occurrence

of heating is minimized, the long time heating effect can be eased, and the reliability of

self-healing flash memory is enhanced.

2.3.2 Dispersed Heating

In the dispersed heating scheme, all blocks are categorized into three types, namely, young,

old, and new blocks and are accordingly put into the young, old and new pools. Meanwhile,

we divide the data into cold and hot and put them into blocks in different pools based on the

different stages of our scheme.

The dispersed heating scheme has five stages, as shown in Figure 2.7. Stage 1 is the

starting point, where cold data are stored in young blocks. In Stage 2, we divide the hot and

cold data and the young and old blocks. In Stage 3, old blocks will be heated and moved

to the new pool. In Stage 4, no valid blocks exist in the young pool, and all blocks are kept

in the old pool and the new pool. In Stage 5, all old blocks are healed and put into the new
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pool. We can then repeat the above five stages for a new round. Next, we will present the

details of each stage and introduce a key function used in our scheme, the hot data filter.

Stage 1 is the initial stage. In Stage 1, all data are cold data and all physical blocks

are stored in the young pool.

In Stage 2, hot/cold data and young/old blocks are classified. Based on block erasure

times, young blocks will be selected as old blocks and put in the old pool, since we do not

want old blocks to be allocated to cold data and young blocks to be allocated to hot data.

Then, the blocks in the old pool will continue to be used by the hot data. These blocks will

be healed first. A hot data filter will be used to identify hot/cold data and young/old blocks,

which will be discussed later.

In Stage 3, we start to heal blocks in the old pool, and these healed blocks are moved

to the new pool. Then cold data are allocated to blocks in the new and young pools, while

hot data continue to be assigned to blocks in the old pool. We move healed blocks to the new

pool, because if they are kept in the old pool, they will be used by hot data and may reach

their permanent retiring time much earlier than the other blocks. This can lead to very early

shrinkage of the capacity of NAND flash memory. When allocating cold data, we will first

use blocks in the young pool so blocks in the young pool will become old and move to the

old pool, and blocks in the new pool will only be utilized until there are no free blocks in the

young pool. In this way, the size of the young pool will decrease while that of the new pool

will increase.

We enter Stage 4 after all of the blocks in the young pool are used up. At this stage,

there are only the new and old pools, containing new and old blocks, respectively. Different

from the above stages, in Stage 4 hot data can be allocated to blocks in both the old and new

pools. However, blocks in the new pool are only used when there are no free blocks in the

old pool. In the new pool, a free block with the smallest number of erasures is used to hold

hot data, and this block will be kept in the new pool after it has been reclaimed. In the old

pool, blocks will be healed and moved to the new pool As a result, all blocks will become

new at some point in time, and we will enter Stage 5.
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Stage 5 is the last stage, and only the new pool exists. The main function of this stage

is to clear up history records such as update times and hot or cold data. Then, we will go

back to Stage 1 and repeat the above procedures until a flash memory enters the last heating

phase, and permanently retires.

Hot data filter: Hot/cold data are identified based on the update frequency. We use

T to represent the number of hot data threshold that is calculated as follows:

T = (
n∑

i=0

Ui)/n (2.2)

In this equation, n denotes the number of blocks updated by hot and cold data during a time

period and Ui (1 ≤ i ≤ n) is the update times of i’s logical block. Umax(= Max1≤i≤nUi)

denotes the maximum update times of all cold data. If Umax is equal to or larger than the

threshold T , a new piece of hot data is detected. Correspondingly, the oldest block or the

block with the largest number of erasures in the young pool will be moved to the old pool.

The threshold T is calculated based on the average update times during a time period because

of the following considerations:

• If T is selected larger than the average update times, some hot data may not be iden-

tified. For example, if all update requests are issued from one piece of data, and Umax

is equal to the average update times, then, this piece of hot data cannot be identified.

• If T is selected smaller than the average update times, too many pieces of cold data

may be selected as hot data. This will lead to the selection of many blocks as hot data.

For each logical block, we use a number to store its page update times. Initially, all

numbers are set as zero. When one of the numbers achieves its maximum value, the hot data

filter will be triggered, and all numbers will be reset as zero. It is important to determine how

many bits are used to represent the number. If too many bits are used, a large memory space

will be consumed and hot data will be detected for a very long period of time; otherwise, the

hot data filter will be frequently triggered. In our experiments, eight bits are used to represent

this number. An example is given below to show how hot data are identified. Assume that
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there are eight logical blocks, and eight bits are used to record the number of updates of each

logical block. Suppose that the update times of these eight logical blocks are 255, 100, 3, 2,

6, 2, 8, and 8, respectively. When the hot data filter is triggered, 255 is the maximum value

of an 8-bit unsigned number. Using Equation (2.2), the threshold T can be calculated as

(255+100+3+2+6+2+8+8)/8 = 48. If the logical block with the update time 255 has already

been chosen as hot data and all other blocks are cold data, then Umax is 100 as it is selected

from all cold data. Because Umax is larger than 48, the hot data filter chooses the logical

block with the update time 100 as a new piece of hot data.

Algorithm 1: Hot data filter
Input: n: The number of updated blocks

Uall: All update times

Umax: Maximum update times of cold data

E: The erasure times of physical blocks

Py: The young pool

Po: The old pool

Output: HDN : The logical block number identified as the hot data

1 T ← Uall/n

2 if Umax ≥ T then

3 HDN ←The logical block number with Umax

4 PBoldest ← Emax{X|XϵPy}

5 Po ← PBoldest

6 Return HDN

7 else

8 Return NULL to denote no hot data is detected

Algorithm 1 describes how the hot data filter works. Three input parameters are used

in hot data filter: n, Uall and Umax, which denote the number of pieces of updated data, all
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update times, and the maximum update times of cold data respectively. n and Uall are used

to calculate filter threshold T . Then if Umax is equal to or larger than the threshold T, a new

piece of hot data will be detected and returned, and a physical block with the maximum erase

time from the young pool will be moved to the old pool. Otherwise, if Umax is smaller than

threshold T, no hot data is detected and the algorithm returns NULL.

2.3.3 Lazy Heating Repair

The heating operation takes a few seconds, which are much longer than that of an erase

operation [18], such as 1.5ms block erase time [32]. In addition, a heating operation can

block the whole Die response in a flash chip and thus may seriously degrade the system

response time. Therefore, the heating operation has become the new performance bottleneck

in self-healing flash memory and an effective management method is urgently required. In

this section, we propose a lazy heating repair technique to alleviate the long heating effect

with the benefits of utilizing system idle time.

When a block reaches the heating point, the block is moved to a heating list instead

of being heated immediately. Then, when the system is idle, the blocks in the heating list

are selected to repair. By delaying the heating operation and employing the idle time to

repair, the lazy heating repair technique can ease the long time heating effect. However, this

strategy may introduce a new problem. If too many blocks are accumulated in the heating

list, these blocks may be healed in a concentrated manner. In order to address this issue, the

lazy heating repair is periodically triggered to clean the heating list. The heating period is

adaptively adjusted according to two factors: the number of heating blocks in the heating list

and the number of free blocks. If a lot of blocks are waiting to do heating repair in the heating

list and a few free blocks are available, the heating repair operation is triggered intensively

within a short heating period. On the other hand, a few blocks in the heating list or many

free blocks will result in triggering the heating operation infrequently.

Figure 2.8 illustrates the procedure of the lazy heating repair scheme. Assume that the

heating period is △t and a block is heated at t1. If the system is idle after △t1(△t1 < △t)
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Figure 2.8. Illustration on the procedure of lazy heating repair.

time interval, a block in the heating list will be selected to repair at the idle time, such as

t2 as shown in Figure 2.8. On the other hand, if the system is always busy during the △t

time interval, a block in the heating list is chosen to repair after the △t time interval. As

shown in Figure 2.8, the time interval between t2 and t3 is△t and the system is always busy

during this time interval. Then, at t3, a block in the heating list is selected to repair, since

the elapsed time has reached the heating period △t. The adjustment of △t can influence

the system performance and number of heating blocks. With the incremental of the heating

period△t , the lazy heating repair scheme can well utilize the system idle time to do heating

and thus further eliminating the performance overhead caused by heating. However, this

improvement benefits from keeping more worn-out blocks in the heating list. If only a few

free blocks are available to response the write requests and a lot of blocks are kept in the

heating list, the blocks in the heating list may be required to be healed in a concentrated

manner. This may seriously degrade the system response time. In order to well utilize the

lazy heating repair scheme, it is better to dynamically adjust the heating period according to

the number of heating blocks in the heating list and the number of free blocks.
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Figure 2.9. The raw bit error rate with different P/E cycles [42].

2.3.4 Early Heating

An early heating strategy is proposed to enhance the reliability for self-healing NAND flash

memory. In the dispersed heating scheme, where write and erase operations are on a small

portion of flash memory cells, the reliability problem might arise. We propose to utilize an

early heating strategy to address this problem. The idea is to start the healing process earlier

than the expected worn-out time.

Block

Heating 

Repair

......

Time
Maximum

P/E Cycles

Block

Heating 

Repair

Maximum

P/E Cycles

Block

Heating 

Repair

Maximum

P/E Cycles

Early Heating Point

Figure 2.10. The early heating strategy for reliability.

Since the dispersed heating scheme utilizes a small number of flash memory cells in

a concentrated manner, the reliability problem may arise. Figure 2.9 shows the raw bit error

rate with different P/E cycles. These results are obtained via testing Micron’s MLC flash

29F64GCBAAA with the capacity of 64 Gb and the maximum of 3000 P/E cycles. One key
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observation form Figure 2.9 is that the raw bit error rate increases dramatically with flash

memory cells reaching the expected maximum P/E cycles. If we do healing earlier than the

expected maximum P/E cycles as shown in Figure 2.10, the raw bit error rate can be greatly

reduced and thus the reliability of self-healing flash memory can be effectively enhanced.

For example, the bit error rate can be reduced by 70.10% with the cost of 25% lifetime

reduction.

In addition to address the reliability issue, the proposed early heating strategy can

help avoid the concentrated heating problem. If a lot of blocks are worn out evenly, the early

heating strategy can help avoid the concentrated healing problem by healing a small portion

of flash memory cells earlier than the expected heating time. Thus, we can still guarantee

only a small portion of flash memory cells are healed each time.

2.3.5 DHeating Working with NFTL

Figure 2.11 illustrates how the DHeating scheme works. For purpose of demonstration,

NFTL [19] is selected as the FTL. NFTL uses a block-level address translation mechanism

for coarse-grained address translation and is widely used in embedded systems. Note that

our scheme is general and can work with other FTLs at block-level, page-level, or hybrid-

level. In NFTL, a logical page number (LPN) is divided by the number of pages in a block

to obtain its logical block number (LBN) and block offset, where the LBN is the quotient,

and the block offset is the remainder of the division. A block-level mapping table maps

the LBN into a physical block known as the primary block (PPBN). Each primary block is

associated with some additional physical blocks known as replacement blocks (RPBN). A

write operation to an LPN is mapped to a page in a primary block, and subsequent update

operations to the same LPN are made on the corresponding replacement block with the same

block offset.

Figure 2.11(a) shows the first stage of the dispersed heating, where all data update

times are 0 and all physical blocks are young. After some data requests are issued, hot

data LBN 0 is filtered from cold data with the help of a hot data filter (Figure 2.11(b)).
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Figure 2.11. Illustration of the dispersed heating scheme working with NFTL [19].
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Correspondingly, two old blocks (block 0 and block 1) with the erasure times of 210 and 200

respectively are stored in the old pool.

Figure 2.11(c) shows that block 0 and block 1 have been healed and moved from the

old pool to the new pool. Moreover, two old blocks (block 2 and block 3) are moved from

old pool to new pool. In Figure 2.11(d), when all the young blocks have been depleted; and

only old blocks and new blocks are stored in the old pool and new pool respectively, we

enter Stage 4. After the blocks in the old pool have healed, we enter the last stage as shown

Figure 2.11(e).

2.3.6 Performance and Overhead Analysis

In this section, we analyze the system performance and overhead of DHeating by comparing

it with the SWL scheme [19]. The system response time is an important metric to evaluate

the performance of FTLs. It is the time period from the point when an operation is issued

to the point when the operation has been completed. The inputs of an FTL are read and

write operations. We conduct the analysis for the system response time of read and write

operations. The symbols used in this analysis are listed below.

Trd The time to read one page
Twr The time to write one page
Terase The time to erase a block
Nvpage The number of valid pages in one block

The performance overhead is reflected as extra valid page copies and block erasures,

and the time is:

(Trd + Twr)×Nvpage + Terase. (2.3)

Compared with SWL, DHeating only introduces small performance overhead. In

SWL, cold data and hot data are swapped very frequently so as to achieve static wear lev-

eling. The frequent swap operations result in heavy performance overhead. SWL will be
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triggered to find old and young blocks, and swap valid data between the two different kinds

of blocks when unevenness occurs. On the other hand, DHeating only does a data swap when

young blocks become old or old blocks become new. Therefore, compared with the SWL

scheme, DHeating can reduce valid page copies and block erasures, thereby improving the

system response time.

DHeating requires more memory space than that of SWL to record the update times

of each block. However, the memory space overhead is negligible since the information

recorded is at the block level. For example, the block size of a 32Gb MLC NAND flash [32]

memory chip is 512KB. If we use 2 bytes to record the erasure times for each block, only

16KB memory space is required.

With the early heating scheme, DHeating trades lifetime for reliability. However, as

shown in the experiments, with only 5% of lifetime overhead, heating can still be dispersed

very well. Indeed, the reliability is also improved in DHeating.

2.4 Evaluation

In this section, we present our experimental results with analysis. We compare and evaluate

the proposed DHeating scheme with the baseline scheme [19] in terms of four metrics: the

consecutive heating time intervals, the extra valid page copies, the lazy heating effect and the

early heating effect. The performance evaluation is conducted on an embedded development

board with a Samsung ARM11 processor and a 8 Gb NAND flash memory chip.

2.4.1 Experimental Setup

We conducted experiments on a hardware platform. Figure 2.12 (a) shows the top view of

our hardware platform. The evaluation platform adopts an ARM11 processor core (Samsung

S3C6410 [73]) with ARMv6 architecture. In this platform, the ARM processor core runs at

532MHz; and consists of a 16 KB instruction cache and a 16 KB data cache. The platform

adopts the Linux kernel 2.6.38. The core board is equipped with 8 Gb of NAND flash
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Figure 2.12. Experimental platform. (a) The top layer of our experimental platform. (b) The

core development board.

memory and 256 MB of SDRAM. The physical interfaces, such as the RJ45 interface, are

designed in the mother board. One pin connector is used to connect the core board with the

mother board.

The evaluation framework of our work is shown in Figure 2.13. DHeating is imple-

mented as a block device driver in the Linux kernel 3.5. DHeating functionally works as

the wear-lever of the flash translation layer (FTL), and another trace driver module is imple-

mented to trigger DHeating. In our evaluation, the trace driver module is also implemented

as a block device driver. FTL can issue read/write operations to the memory technology de-

vice (MTD) layer, which can control the NAND flash memory chip. We utilize the universal

serial device driver (i.e. a char device driver) to obtain and output the experimental results.

For fair comparisons, the same configuration has been adopted for both the baseline scheme

and the proposed DHeating scheme. We emulate the process of self-healing and assume that

NAND flash memory will perform heating after a given lifetime.

We use real applications as benchmarks to evaluate the effectiveness of DHeating.

Since the real environment varies significantly and the same application may generate dif-

ferent I/O requests with different running times even with the same configuration, we collect
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Figure 2.13. The evaluation framework of DHeating.

the I/O requests of real applications and use the collected traces to evaluate the techniques

in order to make a fair comparison. The characteristics of traces are shown in Table 2.1.

These applications are typical operations in our daily lifetime. They are mainly write domi-

nant, and they can be used to accelerate the evaluation process and evaluate the performance

of worn-out flash memory cells for NAND flash memory. We test each benchmark on the

evaluation platform. The traces iteratively issue requests to the storage system.

2.4.2 Results and Discussion

In this section, we present the experimental results with analysis. We first present the heating

impact of the self-healing flash memory. Then, we present the improvement in performance

by comparison of DHeating scheme and the baseline scheme. Finally, we analyze the early

heating effect.

We use SWL and DHeating to represent the results obtained from the work in [19]

and the proposed DHeating scheme, respectively.
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Table 2.1. The characteristics of the applications.

Benchmarks
Numbers Write Avg.Arr. Avg.Req.

of Request (%) Time (ms) Size (KB)

File Copy 645,895 90.83 8.19 3.17

Sensor 777,945 92.66 8.12 2.26

Multimedia 790,925 83.10 196.90 48.03

NFS 850,700 89.37 8.40 29.38

SD Card 987,970 94.95 38.30 49.87

FTP 518,575 97.4 72.97 20.05

Table 2.2. Average heating time interval.

Benchmarks

SWL DHeating

Ave. Heating Ave.Heating DHeating/SWL

Time Int.(s) Time Int.(s)

File Copy 162.663 3,143.191 19.323

Sensor 159.070 3,789.925 23.825

Multimedia 166.572 3,864.397 23.199

NFS 185.844 4,152.161 22.342

SD Card 176.371 4,831.884 27.395

FTP 169.512 2,514.422 14.833

Heating Dispersal

Table 2.2 shows the average consecutive heating intervals of two physical blocks. The con-

secutive heating interval denotes the frequency of heating. Therefore, the longer the consec-
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utive heating interval that the NAND flash memory experiences, the better its performance

and lifetime. Judging from the experimental results, our DHeating scheme can delay heating

by up to 24 times compared to SWL. This shows the effectiveness of DHeating in maximiz-

ing the consecutive heating interval.

Figure 2.14 and Figure 2.15 present the experimental results of the consecutive heat-

ing time intervals of SWL and DHeating. From the results, we can see that the consecutive

heating time interval for SWL is very short, and that our scheme can delay the consecutive

heating time interval for much longer thant SWL can. In the evaluation, we assume that

self-healing flash memory will trigger heating for every 100 program/erase (P/E) cycles.

Taking the benchmark sensor as an example, SWL finishes the 200th block heating

in 31, 655 seconds, while our scheme finishes the 200th heating in 754, 195 seconds , which

is 23 times longer. As the lifetime increases, DHeating will also significantly increase in

improvement over SWL.

Performance Improvement

Previous wear-leveling schemes basically relied on the swapping of hot and cold data to

balance the erase counts [14, 15, 20]; therefore, some system performance had to be sacri-

ficed, such as extra valid page copies and extra block erasures. In our technique, we allocate

hot data to old blocks and simply swap the data when young blocks become old blocks or

old blocks become new blocks. Therefore, DHeating can incur much less extra overhead

compared to previous wear-leveling schemes.

The extra valid page copies and the extra number of block erase counts are com-

pared in Table 2.3 and Table 2.4, respectively. The results of the experiment show that

DHeating performs significantly better than SWL in reducing the extra valid page copies

and the extra number of block erase counts. Since the extra number of valid page copy

operations will issue more write operations to blocks containing free pages, more erase op-

erations will be incurred and the lifetime of the NAND flash memory will be shortened.

DHeating can effectively reduce the number of extra valid page copy operations and the ex-
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(a) SWL/Local File Copy. (b) DHeating/Local File Copy.
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(c) SWL/Sensor. (d) DHeating/Sensor.
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(e) SWL/Multimedia. (f) DHeating/Multimedia.

Figure 2.14. The consecutive heating time interval of SWL and DHeating over six applica-

tions (part1).
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(g) SWL/NFS. (h) DHeating/NFS.
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(i) SWL/SD Card. (j) DHeating/SD Card.
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(k) SWL/FTP. (l) DHeating/FTP.

Figure 2.15. The consecutive heating time interval of SWL and DHeating over six applica-

tions (part2).
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Table 2.3. Extra valid page copies.

Benchmarks SWL DHeating
DHeating over

SWL (%)

File Copy 158,720 9,344 94.11

Sensor 209,920 10,496 95.00

Multimedia 158,720 7,936 95.00

NFS 206,036 9,472 95.40

SD Card 215,096 8,640 95.98

FTP 139,202 10,688 92.32

Table 2.4. Extra block erasures.

Benchmarks SWL DHeating
DHeating over

SWL (%)

File Copy 3,262 192 94. 11

Sensor 3,800 190 95.00

Multimedia 3,600 180 95.00

NFS 4,010 184 95.41

SD Card 4,508 181 95.99

FTP 2,394 183 92.36
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Figure 2.16. The lazy heating repair effect with running the File Copy application. (a) The

baseline scheme without lazy heating repair. (b) The lazy heating repair technique with 60s

heating period. (c) The lazy heating repair technique with 600s heating period.

tra number of block erase counts, which are beneficial to a NAND flash memory storage

system. To better understand the benefits of the proposed scheme, we further analyze the

performance improvement. The flash page read and write latencies are 25us and 500us, re-

spectively, and the block erasure latency is 1.5ms [31, 49, 87, 104]. Taking benchmark File

Copy as an example, by using Equation (2.3), we can calculate the performance improvement

is (25 + 500)× 149, 376 + 1, 500× 3, 070 = 830, 274, 000us.
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Lazy Heating Repair Effect

Lazy heating repair is proposed to eliminate the long heating time effect. In this experiment,

the heating time is configured to 3s. In order to study the heating period effect, the heating

period is configured to 60s and 600s, respectively. The system idle time is detected based on

the pending requests. If the pending request queue is empty, the system is idle.

Figure 2.16 illustrates the lazy heating repair effect. The dispersed heating scheme

without the lazy heating repair technique is adopted as the baseline scheme. In the baseline

scheme, the self-healing flash memory heats the worn-out cells immediately. As a result, the

response time is greatly degraded as shown in Figure 2.16 (a), such as 6632964us in the worst

case. By employing the lazy heating scheme, the system response time can be effectively

improved with the benefits of utilizing the system idle time as shown in Figure 2.16 (b)

and Figure 2.16 (c). The benefits of the lazy heating repair scheme are reflected into two

aspects, the worst case response time and the total heating overhead. Compared with the

baseline scheme, the worst case response time is reduced by 49.77% and the total heating

time overhead is improved by 98.84% on average. In addition, with the heating period

prolonged, such as from 60s to 600s, the lazy heating repair scheme works better and the

improvement is enhanced by 43.49%. However, this improvement benefits from keeping

more worn-out blocks in the heating list. If only a few free blocks are available to response

the write requests and a lot of blocks are kept in the heating list, the blocks in the heating

list may be required to be healed in a concentrated manner. This may seriously degrade the

system response time. In order to well utilize the lazy heating repair scheme, it is better

to dynamically adjust the heating period according to the number of heating blocks in the

heating list and the number of free blocks.

Early Heating for Reliability

Early heating strategy can enhance the reliability at the expense of trading some flash mem-

ory lifetimes. With heating repair started earlier than the expected maximum P/E cycles, the

reliability of flash memory can be effectively enhanced. For example, the bit error rate can
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(a) Local File Copy/100%Lifetime. (b) Local File Copy/95%Lifetime.
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Figure 2.17. The consecutive heating time intervals of DHeating over the File Copy appli-

cation with different lifetimes.
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be reduced by 70.10% with the cost of 25% lifetime reduction [42].

Table 2.5. A reliability comparison of early heating over different applications with different

reduced lifetimes.

Benchmarks

DHeating 100% DHeating 95% Ave. Early

Life Time Ave. Life Time Ave. Heat. Diff.

Heat. Time(s) Heat. Time(s) (s)

File Copy 3,143.191 2981.181 162.010

Sensor 3,789.924 3,596.558 193.366

Multimedia 3,864.396 3,663.518 200.878

NFS 4,152.160 3,931.683 220.477

SD Card 4,831.884 4,569.271 262.613

FTP 2,514.422 2,383.442 130.980

Table 2.5 shows the experimental results for early heating with different lifetimes. It

can be seen that, using 95% as the heating threshold, early heating can work very well and

the average heating time interval only decreases by an average of about 5%. Figure 2.17

illustrates how different threshold values influence the consecutive heating time intervals of

the application File Copy. With the heating threshold decrease, the average heating interval

decreases accordingly. However, the proposed scheme can still work well with the decrease

in the lifetime of the flash memory, and the reliability of the self-healing flash memory is

enhanced.

2.5 Summary

In this chapter, we propose a scheme, called DHeating, to solve the concentrated heating

problem and overcome the constraints of self-healing NAND flash memory. DHeating con-

sists of three techniques: the dispersed heating technique, the lazy heating repair technique,

41



and the early heating technique. These three techniques are proposed based on different

considerations and interact with each other. The dispersed heating technique is designed

to avoid the concentrated heating problem. The lazy heating repair technique can address

the long time heating issue and the early heating technique is proposed to enhance the re-

liability of self-healing flash memory. We conduct experiments on a set of representative

I/O workloads collected from the embedded development board. The experimental results

show that our proposed scheme not only solves the concentrated heating problem for NAND

flash memory, but also improves the system response time and enhances the reliability of the

self-healing flash memory.
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CHAPTER 3

VIRTUALIZED FLASH FOR OPTIMIZING THE I/O PERFORMANCE IN

MOBILE DEVICES

3.1 Introduction

Mobile devices have been an integral part of our daily life. Most of applications in mobile

devices need to transfer data from the internet and buffer the content in local storage [59,83].

Over a long period, most of efforts in improving system I/O performance have been fo-

cusing on improving the network performance. Emerging wireless technologies, such as

802.11ad (7Gbps peak throughput), significantly improve the network throughput of mobile

devices [50]. Therefore, local storage I/O is becoming one of the major performance bot-

tlenecks in mobile devices [47, 50]. What is worse, the access speed of flash memory will

become slower due to the introduction of MLC (multi-level cell) technology and high relia-

bility error correction techniques [44, 77]. Therefore, it is more and more difficult to satisfy

I/O demand with pure flash memory based storage in mobile devices.

Newly emerged NVM (non-volatile memory), such as PCM and STT-RAM [23,97],

provides a promising solution to improve the I/O performance for mobile devices, since it can

provide fast and high-throughput memory operations. By placing fast NVMs along side flash

memory at the bottom of the I/O stack and storing data in NVMs, the I/O performance can

be improved. To manage this kind of heterogeneous storage system, an intuitive approach is

to identify frequently accessed data and store them into NVM, while less accessed data are

stored into flash memory. This simple approach may work for desktop or server applications.

However it does not yield satisfiable performance for mobile devices. This is because the

applications in mobile devices are switched much more frequently than those in desktops
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or servers. While an application is accessing hot data in one moment, another application

might be launched in the next moment and access other data. Therefore, we need a novel

management method that is tailored for mobile devices.

One key observation here is that mobile device user behaviors are relatively repetitive

everyday. Therefore, if we can exploit historical user behavior information to predict future

application usage and relocate data before the application is launched, the system perfor-

mance and the user experience can be greatly improved. In this chapter, we propose vFlash

(Virtualized Flash), a transparent cross-layer scheme, to manage heterogeneous NVM and

flash memory storage system. vFlash is a software layer that works on the bottom of the

software I/O stack and makes use of application I/O features to transparently manage NVM.

In vFlash, two techniques, intra-app and inter-app, are integrated to utilize applica-

tion behaviors to manage NVM. These two techniques are introduced in vFlash based on

different considerations. Inter-app technique utilizes the historical locality information of

applications, while intra-app considers the I/O access patterns for each application. At dif-

ferent time periods of each day, a user tends to regularly use some fixed applications, while

let the other applications sleep. Based on this historical locality information, inter-app tech-

nique can determine which application should be served by NVM at a given time period of

each day. At the same time, if too many applications are used at the same period, NVM

spaces might be used up. Thus, intra-app can be adopted to decide which application data

should be stored in the NVM with the first priority. The main contributions of this chapter

include:

• To the best of our knowledge, this is the first work to take the advantage of user be-

haviors to improve the I/O performance in mobile devices.

• Inter-app and intra-app techniques are crafted to optimize application performance by

exploiting the historical locality and I/O access patterns of applications.

• A cross-layer technique is proposed to transfer the application information from the

application layer to the vFlash layer to enable optimization.
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Experiments are conducted with various Android applications on an Android plat-

form with an ARM Cortex-A9 processor and a 64Gb NAND flash memory chip. The pro-

posed vFlash scheme is implemented beneath the block device driver in the Linux kernel.

The experimental results show that vFlash can improve the I/O performance in Android mo-

bile devices by more than 2.86 times compared with the stock Android 4.2 system.

The rest of this chapter is organized as follows: Section 3.2 presents the background

of this work and our motivation for conducting this work. Section 3.3 introduces our vFlash

strategies. The performance and overhead introduced by the proposed scheme are analyzed

in Section 3.4. The experimental results are presented and discussed in Section 3.5. In

Section 3.6, we summarize this chapter.

3.2 Background

In this section, we first present the I/O system architecture of a typical Android mobile device

in Section 3.2.1. Then, we introduce the I/O performance bottleneck in Section 3.2.2 and two

challenges of integrating NVMs in the storage system of mobile devices in Section 3.2.3,

respectively.

3.2.1 The Android I/O System Architecture

We use the popular used Android system to study the I/O storage architecture in mobile

devices. As shown in Figure 3.1, Android applications run on the Linux kernel, and each

application runs with a Dalvik VM, which is a virtual machine running in Android mobile

devices. Dalvik VM converts the Java bytecode to local host executable binary code [24,47].

In the Linux kernel, I/O requests issued from applications are passed through three I/O layers

to the flash device, including the file system layer with disk cache, block device driver layer,

and flash device driver [63, 106].

The software layers in the I/O stack have been well designed to handle the I/O re-

quests, and the performance in the I/O stack is confined to NAND flash memory. In this
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Figure 3.1. The I/O system architecture of Android mobile devices.

chapter, we focus on improving the flash device performance. In order to improve the flash

memory performance, we propose to add small faster but expensive NVM to the I/O storage

system. However, in order to do so, we need to transparently integrate NVM into the existing

system such that all existing applications do not need to be modified.

3.2.2 I/O Bottleneck and Non-Volatile Memory

In mobile devices, NAND flash memory has been prevalently used as the secondary stor-

age. However, with the rapid improvement of the computation and communication speed,

NAND-flash-based I/O storage has become the new performance bottleneck, and thus se-

riously degrades the application performance in mobile devices. NAND flash memory has

several constraints, such as erase-before-rewrite, limited lifetime, and long time overhead for

garbage collection [17, 22, 28, 54, 86]. These constraints seriously affect the flash memory

performance. Compared with flash memory, newly emerged NVM, such as PCM and STT-

RAM, can well compensate the above constraints, benefiting from the high I/O performance,

low standby power, and in-place update features [11,97]. These good features make NVM a

promising solution to effectively improve the I/O performance for NAND flash memory, and
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thus enhance the performance of mobile device applications.

Table 3.1. The characteristics of NAND flash memory and non-volatile memory [31, 49, 87,

104].

Attributes NAND PCM STT-RAM

Non-Volatility Yes Yes Yes

Byte Addressability No Yes Yes

Bit Alterability No Yes Yes

Read Latency ∼ 25 us ∼50 ns ∼ 1 ns

Write Latency ∼ 500 us ∼150 ns ∼ 10 ns

Erase Latency ∼ 1.5 ms No No

Endurance 104 − 105 106 − 108 > 1015

Table 3.1 summarizes the characteristics of NAND flash memory and non-volatile

memory. As shown in Table 3.1, non-volatile memory and NAND flash memory both have

the non-volatile feature. However, non-volatile memory also suppports the byte addressabil-

ity and bit alterability, which are not available in NAND flash memory. These two abilities

determine that non-volatile memory can do in-place update, while NAND flash memory

should do long time erase operations before update. Also, non-volatile memory presents

much shorter read/write latency compared with NAND flash memory, even though its byte

addressability has already made it superior to NAND flash on handling frequent data up-

dates. Flash memory has limited endurance, which can only sustain 104 − 105 writes before

a failure occurs [13, 48, 97]. Compared with flash memory, non-volatile memory has much

better endurance than that of NAND flash memory, such as more than 1015 for STT-RAM.

Therefore, non-volatile memory is rapidly developed as a promising candidate for memory

and/or storage in the design of embedded computing systems.
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3.2.3 Transparent Integration

File System (e.g. EXT4, FAT32)
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Figure 3.2. Two usage methods of non-volatile memory.

In general, two possible methods can be explored to improve the I/O performance

by integrating NVM in mobile devices as shown in Figure 3.2. In the first method, NVM

is exposed to applications, and can be directly operated by applications. This method usu-

ally involves modifications of the application itself, which is expensive or even impossible.

In mobile devices, I/O operations are represented as read or write operations. If we use

this method to manage NVM, at least all write operations need to be modified. For exam-

ple, when an application issues a write request, it should determine the storing media, flash

memory or NVM.

Therefore, in order to transparently manage NVM, it is more desirable to place NVM

at the bottom of the I/O stack, lying beneath the standard block device driver as shown

in Figure 3.2. Compared with the first usage method, the second management method is

transparent to upper layers in the I/O stack. By using this method, we can effectively avoid

application modifications. It is also the choice of this work. After NVM is integrated into the

system, we need a software layer to manage the underlying heterogeneous storage system,

and provide transparent support for upper layers. We will discuss the details of the proposed

vFlash scheme which will achieve the desired goals.
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3.3 vFlash Design

In this section, we introduce the vFlash scheme which can effectively improve the I/O per-

formance in mobile devices. We first provide an overview in Section 3.3.1, and then present

the detailed optimizations in Sections 3.3.2 and 3.3.3. An adaptive space preparation scheme

is presented in Section 3.3.4.

3.3.1 Overview

File System (e.g. EXT4, FAT32)

Flash Device Driver 

Non-Volatile Memory

(e.g. PCM, STT-RAM)

Non-Volatile Memory

Device Driver 
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Disk 
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Figure 3.3. The storage architecture with NVM integration.

The objective of vFlash is to optimally manage the underlying heterogeneous storage

system and provide transparent support for upper layers, such that the system performance

of mobile devices can be improved. The basic idea in vFlash is to study the I/O behaviors of

different applications and based on different I/O behaviors, vFlash adopts different storing
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decisions. In this chapter, two techniques, intra-app and inter-app, are proposed to study ap-

plication I/O behaviors. Inter-app utilizes the historical locality information of applications,

while intra-app considers the I/O access patterns for each application.

Figure 3.3 illustrates the storage hierarchy by integrating NVM in mobile devices. In

the storage hierarchy, a new software layer, vFlash, is proposed to manage the heterogenous

storage system. In vFlash, the main component is apps monitor, whose function is to use

application information to optimize the I/O performance. In order to achieve this goal, two

techniques, inter-app and intra-app, are proposed in apps monitor. These two techniques

are proposed based on different considerations. The inter-app technique is devised based

on the consideration of the historical locality information. At different time periods of each

day, a person tends to regularly use some fixed applications, while let the other applications

sleep. Based on this historical locality information, inter-app technique can determine which

application should be served by NVM at a given time period of each day. The intra-app tech-

nique is proposed based on the consideration of the I/O access patterns for each application.

The frequent update requests introduce the most I/O burdens for NAND-flash-based storage.

Therefore, the application that presents the frequent update I/O access pattern will have the

higher priority to store data in NVM.

However, there is a challenge for vFlash to do so. Since vFlash is placed at the

bottom of the I/O stack, the application information is lost when I/O requests reach this layer.

Therefore, we need a mechanism to transfer the application information from applications to

the proposed vFlash layer.
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Figure 3.4. The disk cache effect.
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3.3.2 Cross Layer Management

As we mentioned, by placing NVM at the bottom of the I/O stack, we can transparently

manage NVM. However, the application information will be lost in the vFlash layer. In

order to utilize the application information to better optimize the application performance,

we need a cross-layer mechanism to transfer the application information from applications

to the vFlash layer. We will analyze why the application information is lost in the vFlash

layer, and how to transfer the application information from applications to the vFlash layer.
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The main contributor to the loss of the application information is the disk cache.

The disk cache is a buffer cache, allowing certain storage data to be kept in RAM without

being directly written to the storage device as shown in Figure 3.4. In general, two classical

caching policies, write-back and write-through, are employed to manage the disk cache. The

default caching policy used in the file system is write-back, by which the applications get

the I/O completion signal from the file system when data are stored in the disk cache. The

write-back policy works with a flush daemon. A flush daemon is responsible for flushing

the inconsistent RAM data to the storage device. If the data in the disk cache are needed to

be flushed to the storage device, the flush daemon will send I/O requests to the vFlash layer.

Therefore, vFlash can only obtain information of the flush process instead of the original

process that writes this data. In contrast, a write-through cache performs to guarantee that all

data are written to the cache and the storage device simultaneously. Therefore, vFlash can

obtain information of the process that writes this data. However, the write-through policy

severely degrades the overall system performance since every application needs to wait until

data are written to the storage device. Thus, it is not a desirable solution for mobile device

applications either.

In order to solve the above issue, we propose to transfer the application information

from applications to the vFlash layer. We slightly modify the Linux kernel to record the

application information in each I/O request. Therefore, even with the write-back caching

policy, vFlash can still obtain the application information from the I/O request. In the fol-

lowing part of this section, we will analyze the underlying data structure of the disk cache in

detail, and show how to transfer the application information from applications to vFlash.

Figure 3.5 illustrates the data structure of the disk cache. In Linux, files can have

large sizes, even a few terabytes. When accessing a large file, the page cache may be filled

with many pages. Sequentially scanning all of the pages would consume a lot of time. In

order to efficiently lookup the data in the page cache, the Linux file system uses a search

tree to organize the data in the page cache. The root of the search tree is represented by a

radix tree root data structure. Nodes at the middle of the search tree store pointers pointing

to the other nodes, and nodes at the bottom of the search tree store pointers pointing to page
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Figure 3.6. Data organization in the block device driver.

buffers. Each page buffer contains several block buffers, and each block buffer is pointed by

a buffer header descriptor of type buffer header. This descriptor contains the block buffer

related information. We modify the buffer header structure, and add the application identifi-

cation (AID) and application name (AName) in the buffer header structure. The application

identification and application name are used to uniquely identify an application. When an

application issues an I/O request, the Linux kernel will record the application information in

AID and AName.

In the block device driver, the requests are linked into a request queue with the help of

the queue list as shown in Figure 3.6. In the request structure, the accessed data are pointed

by the bio field. The cbio and buffer pointer fields point to the first bio request that has not

been transferred. In order to keep the application information in the block device driver, we
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modify the bio data structure and add the AID and AName in the bio data structure. When

the buffer header is converted to a block I/O request via a system function, submit bio(),

the AID and AName will be delivered from the buffer header to the bio structure. Finally,

when vFlash receives an I/O request, it can use AID and AName to identify the application

information from the bio data structure.

3.3.3 Inter-app and Intra-app Management

In the vFlash layer, apps monitor is proposed to capture and study the application I/O be-

haviors. Two techniques, inter-app and intra-app, are adopted in apps monitor. These two

techniques utilize the historical locality and I/O access patterns to study the application I/O

behaviors.
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Figure 3.7. The data organization with the inter-app and intra-app technologies.

To collect the historical locality information, the inter-app technique uses several

time tables to record the execution time for each application as shown in Figure 3.7. Each

time table records the application execution time in one day, and one day is divided into

54



n (n ≥ 1) time periods. To better predict the application behaviors, m (m ≥ 1) tables are

employed to record the application execution time for the up-to-date m days. With the help

of the recorded historical locality information, we can predict which application will run in

the next time period, and thus pre-allocate the required NVM spaces. IOS (I/O request size)

is used to denote the required NVM spaces for one application, and will be discussed in the

following part.

I/O Request Size: IOSij(1 ≤ i ≤ m; 1 ≤ j ≤ n) is employed to represent the I/O

request size for the ith day and jth time period issued from one application. The predicted

IOSpre of the jth time period can be calculated through Equation (3.1).

IOSpre =

∑m
i=1 IOSij

m
, (3.1)

where m ≥ 1. In this way, we can implement the inter-app technique. However, the

inter-app technology can only predict which application will run and the required I/O spaces

at a given time period. If too many I/O requests are generated at a given time period, free

spaces in NVM may be used up. Under this condition, the intra-app technique is proposed

to determine which application should have the first priority to allocate NVM spaces.

For intra-app, it applies I/O access patterns to optimize the I/O performance. In the

NAND-flash-based storage system, the frequent update requests generate the most I/O bur-

dens, since data updates can lead to the lengthy garbage collection operations in NAND flash

memory. Therefore, if an application presents the frequent update feature, this application

should be given the high priority to store data in NVM. In intra-app, UT (update times) is

represented the data update times for each application and stored in the time table as shown

in Figure 3.7. For each application, UTij represents the update times of the ith day at the

jth time period. The predicted update times will be discussed in the following part.

Update Times: If NVM has sufficient spaces to allocate to each application, the

UT information can be ignored. Otherwise, UT information can help to minimize the I/O

burdens by first allocating the NVM spaces to applications with the frequent data update

feature. The predicted UTpre can be calculated through the following equation:
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UTpre =

∑m
i=1 UTij

m
, (3.2)

in which m ≥ 1. In Equation (3.2), UTpre is the average update times of m days in

a given time period j. Then, UTpre can be applied to predict the update frequency for each

running application, and the inter-app technique is implemented.

3.3.4 Adaptive Space Preparation

For each time period, vFlash needs to prepare the NVM spaces in advance. The prepare

operation may introduce the data migration and thus degrade the I/O performance. In order

to eliminate the migration overhead while providing the NVM spaces for data caching, we

propose an adaptive data preparation scheme. The adaptive data preparation scheme reclaims

the NVM spaces by utilizing the system idle time and considering the data characteristics.

The data are classified into three different categories, namely, read only data, write only data,

and updated data. The read only data are not taken into account because of the following

reasons. The read performance of NAND flash storage (e.g. 25us) is much better than that

of the write performance (e.g. 500us) [31, 49]. In addition, If the data are frequently read,

these data will be cached in the page cache of the file system. And, if the read only data

are kicked out, these data are directly discarded by the file system without being flushed to

the flash devices. However, the write data are needed to be flushed to the flash devices for

the data persistence. So, the write data introduce much more I/O burdens compared with the

read only data, and we mainly employ the NVM to cache the write data. When cleaning the

data in NVM, the write only data are cleaned first, and then the updated data. The above

cleaning procedure is elaborated based on the following considerations. Compared with the

write only data, the updated data are more important since the data updates can generate

the invalid data in flash memory and thus introduce the lengthy garbage collection. The

next issue is to select an application to reclaim the NVM spaces. We adopt an execution

time aware based method to perform the application selection with the consideration of the

application temporal locality. The application with the maximum runtime distance (the time
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interval between the current time period and the predicted execution time period) will be

selected as a candidate and follow the above mentioned data characteristics to perform the

cleaning procedure. If different applications present the same runtime distance feature, the

application with the minimum UTpre will be selected as a candidate and its data will be

cleaned first.

Algorithm 2 describes how the adaptive space preparation scheme works. The input

TT represents the time tables described in Section 3.3.3. In Algorithm 2, the adaptive space

preparation scheme does not work under the following three conditions. The first condition

is that the number of free spaces in NVM is larger than or equal to the predicted I/O request

size. The second condition is that the system is busy, and the last condition is that all NVM

spaces are free. If none of the above conditions is satisfied, the space preparation will be trig-

gered. The adaptive space preparation scheme reclaims NVM spaces according to the system

status, idle or busy. If the system is idle, the adaptive space preparation scheme continues

to clean NVM spaces until the number of free spaces in NVM is larger than or equal to the

required NVM spaces, or all the NVM spaces are cleaned. On the other hand, if the system is

busy handling I/O requests, the adaptive space preparation scheme will wait until the system

becomes idle. The adaptive space preparation also works with the consideration of the dif-

ferent data size. If the migrated data size is larger than the NAND flash page size, continuing

migrating a large amount of data may heavily block the system response. To solve this issue,

the adaptive space preparation scheme migrates data with a preemptive manner. That is, mi-

grated data are divided into flash page size data, and each atomic migration procedure only

contains one page size data. After migrating one page size data, the adaptive space prepa-

ration scheme will detect the system status. If the system becomes busy, the adaptive space

preparation scheme will release the system resources and let the system response the I/O

request first. By applying the preemptive migration, the performance overhead introduced

by migrating a large amount of data can be significantly reduced.
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Algorithm 2: Adaptive space preparation
Input: TT : Time tables

1 IOSpre ← Calculate the I/O request size used in the

2 next time period according to TT

3 if The free spaces in NVM ≥ IOSpre or The system is busy or

All NVM spaces are free then

4 Adaptive space preparation does not work

5 else

6 while The system is idle and The NVM has occupied spaces and

The free spaces in NVM < IOSpre do

7 MD ← The write only data with the

8 maximum runtime distance

9 if MD is NULL then

10 APPmax ← The applications with the

11 maximum runtime distance

12 MD ← The updated data in the APPmax

13 with the minimum UTpre

14 while MD data size > 0 do

15 PMD ← The flash page size data in MD

16 Move PMD from NVM to flash memory

17 Mark the PMD occupied NVM spaces as free

18 MD data size←MD data size− PMD data size

19 if The system is busy then

20 Wait the system to be idle
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3.4 Performance and Overhead Analysis

In this section, we analyze the system performance improvement and the extra overhead

introduced in the proposed scheme. The system response time is an important metric to

evaluate the system performance. It is the time period from the point when an operation is

issued to the point when the operation has been completed. The inputs of an I/O request are

read and write operations. Thus, we conduct the analysis for the best-case and worst-case

system response times of read and write operations. The symbols used in this analysis are

listed in Table 3.2.

Table 3.2. The description of symbols used in analysis.

Symbols Description

Trd The time to read one flash page

Twr The time to write one flash page

Terase The time to erase a flash block

TNVM rd The time to read one flash page size data in NVM

TNVM wr The time to write one flash page size data in NVM

Nmax vpage The maximum number of valid pages in one block

Ngc The number of garbage collection operations

NNVM wr The number of NVM write requests in the unit of

flash page size

NNVM rd The number of NVM read requests in the unit of

flash page size

Ndata mig The number of flash page size data migrated from

NVM to flash memory

The extra performance degradation is first reflected to the garbage collection opera-
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tions, including extra valid page copies and block erasures, and the time is:

((Tflash rd + Tflash wr)×Nmax vpage + Tflash erase)×Ngc (3.3)

Tflash erase ×Ngc (3.4)

In original mobile devices, data updates generate invalid pages in NAND flash mem-

ory. The generation of these invalid pages finally results in triggering the garbage collection

operation, which needs to copy the valid pages and erase the dirty blocks. The worst-case and

best-case overhead of garbage collection operations can be calculated through Equation (3.3)

and Equation (3.4), respectively. The timing difference between the worst-case and best-case

is reflected from the valid page copy procedure. If one block contains maximum number of

valid pages denoted by Nmax vpage, the worst-case will occur and plenty of valid pages are

needed to be copied from dirty blocks as shown in Equation (3.3). On the other hand, if a

block has no valid pages, only block erasure operations occur as described in Equation (3.4).

Since NVM supports in-place updates, the data updates can be effectively absorbed by first

storing data in NVM. As a result, the proposed vFlash scheme can effectively improve the

system response time by reducing the garbage collection overhead.

(Tflash wr − TNVM wr)×NNVM wr+

(Tflash rd − TNVM rd)×NNVM rd

(3.5)

The proposed scheme not only reduces the garbage collection overhead but also can

enhance the read and write speed. Equation (3.5) describes the read and write performance

gain by integrating NVM. NNVM wr stands for the number of page size write requests issued

to NVM, and NNVM rd represents the number of page size read requests issued to NVM.

Without the proposed NVM integration scheme, these requests are directly issued to flash

devices. Given that the I/O speed of flash memory is orders of magnitude slower than that of

NVM, we can achieve great I/O performance gain as described in Equation (3.5).
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(TNVM rd + Tflash wr)×Nnum mig (3.6)

The proposed scheme may introduce the data migration overhead. The performance

degradation introduced by data migration can be represented in Equation (3.6). TNVM rd and

Tflash wr represent the time to read one page size data in NVM and the time to write one page

in flash memory, respectively. Nnum mig denotes the number of page size data migrated from

NVM to flash memory. The migration operations first read data from NVM and then store

the read data into flash memory. However, the migration overhead does not introduce much

performance degradation to applications in the vFlash scheme. This is because the proposed

adaptive space preparation utilizes the system idle time to do migration.

The proposed scheme uses time tables to record the I/O request size and update times

for each application. This table consumes some RAM spaces. However, the RAM cost for

the time tables is acceptable. Assume we use one hour as a time interval, and we record

seven days. A person installs 100 applications in his/her mobile device, and we use 8 bytes

to record the IOS and UT. Then, in the worst case, the RAM cost for the time table is

100 ∗ 24 ∗ 7 ∗ 8 = 131.25KB. Since usually these 100 applications do not always run in

one day, the RAM space consumes introduced by the time tables should be less that of the

worst case. In addition to the time tables, vFlash also needs a mapping table to record the

flash memory address when data are stored in NVM. This RAM space consumption is also

acceptable since even with a small capacity of NVM (e.g. 16MB used in the experiment)

we can achieve great performance improvement. Assume the capacity of NVM is 16MB,

and one flash page size is 4KB. If each mapping item consumes 8 bytes, the RAM space

overhead is 16∗1024
4
× 8 = 32KB in the worst case (all the NVM spaces are utilized).

3.5 Evaluation

In this section, we present our experimental results with analysis. We compare and evaluate

the proposed vFlash scheme with the baseline schemes in terms of the I/O performance and
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energy consumption. The baseline schemes adopt the stock Android 4.2 system and the

NVM integration with the LRFU [55] management. LRFU management is designed with

the consideration of the least recently used (LRU) and least frequently used (LFU) policies.

The performance evaluation is conducted on an Android platform with a Samsung ARM

Cortex-A9 quad-core processor and a 64Gb NAND flash memory chip.

3.5.1 Experimental Setup

NAND

Flash

DDR RAM

ARM 

Processor

SD Card

USB WiFi

Core Board

Mother Board

Figure 3.8. Experimental Android platform.

A hardware platform is used to evaluate the baseline schemes and proposed vFlash

scheme. Figure 3.8 shows the top view of the hardware platform. The evaluation platform

contains a core board and a mother board, which are connected via a one-to-one pin connec-

tor. The core board includes an ARM Cortex-A9 quad-core processor (Samsung Exynos4412

[74]) with ARMv7 architecture. In this platform, the ARM processor core runs at 1.4GHz

and consists of a 32KB instruction cache and a 32KB data cache. In addition to the proces-

sor, the core board is also equipped with 64Gb NAND flash memory, 128Gb SD card, and
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1GB DDR3 RAM. We use a small portion of RAM to simulate NVM, since the I/O accessing

patterns of NVM are similar to RAM [39]. That is, RAM and NVM are all byte addressable

and support in-place updates. The physical interfaces, such as the USB port, are designed in

the mother board, and a WiFi module is connected through the USB interface.

Table 3.3. The Android applications and their usage.

Applications Using Scenarios

Google Earth Search Places and View Streets

Browser Browse Websites and Search Pictures

WeChat Chat with Friends

YouTube Watch Online Movies

Facebook View Friends’ Status

Gmail Receive Emails and Send Emails

Gallery View Pictures

Download Download Applications

Install Install Applications

Media Player Watch Movies and Listen to Music

Angry Birds Play the Game and Select Levels

Android 4.2 with the Linux kernel 3.5 is ported to this platform. The proposed

scheme vFlash is implemented between the block device driver and the lower physical de-

vice driver (e.g. NAND flash memory device driver) in the Linux kernel. Since vFlash needs

to utilize application information to optimize the I/O performance, we modify the ext4 file

system and block device driver to transfer the application information from applications to

the vFlash layer. For fair comparisons, the same configuration has been adopted for the base-
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line and vFlash schemes. We have covered a wide range of applications to demonstrate the

effectiveness of the proposed scheme. In this experiment, we employ 11 different kinds of

applications, such as Google Earth for navigation, Browser for web browser, and Facebook

for social network. These applications and their using scenarios are shown in Table 3.3.

These applications are frequently used in people’s daily life and iteratively issue I/O re-

quests to the storage system. Three different persons are selected to evaluate the proposed

scheme, and each person uses this board for one month. In the time table, the time interval is

configured to 1 hour, and vFlash records up-to-date 7 days’ data to predict the IOS and UT.

3.5.2 Results and Discussion

In this section, we present the experimental results with analysis. We first give the offline

data to deeply analyze the application data characteristics in the Android environment. Then,

we show the performance and energy consumption improvement by comparing the baseline

schemes with the proposed vFlash scheme. Finally, the effect of the adaptive space prepara-

tion scheme is discussed.

We utilize PCM as an example of NVM to study the benefits of the proposed scheme.

The response time of NAND flash device is directly measured with the help of the Linux

kernel function do gettimeofday. The other results are obtained by capturing I/O requests

to PCM and NAND flash memory and calculating with the models of NAND flash memory

and PCM. The read latency and write latency of PCM are configured to be 50ns and 150ns,

respectively. In order to study the energy consumption, the read and write energy of PCM

are configured to be 1J/GB and 6J/GB, respectively. The read and write energy of NAND

flash memory are set to 1.5J/GB and 17J/GB, respectively. NAND flash memory also

supports the erase operation which is not available in PCM. The energy consumption of the

erase operation is configured to be 10J/GB [39, 41, 52, 87, 104, 105]. In the experiment, the

PCM capacity is configured to 16MB. This configuration is based on the consideration of the

PCM price which is much higher than that of flash device. In the future, the NVM price may

drop. So we will explore how the proposed scheme is influenced with increasing the PCM

64



capacity in the future work.

Offline Data Analysis
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(a) WeChat. (b) Facebook.

Figure 3.9. The I/O characterization with running (a) the WeChat application, and (b) the

Facebook application.

We select two representative applications, WeChat and Facebook, as examples to

analyze the application I/O behaviors. Figure 3.9(a) and Figure 3.9(b) compare the I/O char-

acterization with running the WeChat application and the Facebook application, respectively.

These results are obtained by modifying the proposed vFlash layer in the Linux kernel and

outputting the captured I/O requests to a trace file. As shown in Figure 3.9, there are three

different kinds of data, including metadata, log data, and regular data. Metadata and log data

are generated by the ext4 file system and usually can be easily identified according to the

data block address [21,96], which is an address from the file system’s perspective and differ-

ent from the NAND flash block address. The metadata usually present the frequent update

feature and should be migrated to NVM with the lowest priority. Different from metadata,

log data are sequentially written to the storage device with the infrequently accessed feature.

Therefore, the log data will be migrated to the flash storage with the first priority. The regular

data are generated by applications and the data access patterns are highly dependent on appli-

cations. For example, compared with the WeChat application, regular data generated by the

Facebook application present the frequent update feature, so these data should be migrated
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to NVM with the lower priority.

Performance Improvement
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Figure 3.10. The I/O performance by comparing the baseline schemes with the vFlash

scheme (the first user).

The normalized speedup is adopted to quantitatively analyze the performance im-

provement [103]. We first obtain the I/O throughput that is the number of megabytes pro-

cessed per second for each application, and then calculate the average I/O throughput of all

the applications. The normalized speedup is obtained by dividing the I/O throughput by the

average throughput.

Figure 3.10, Figure 3.11, and Figure 3.12 present the experimental results of the I/O

performance for the baseline and vFlash schemes with three different users. Several phe-

nomena can be observed from the experimental results. First, although different users may

have different usage behaviors, the proposed vFlash scheme can significantly improve the

I/O performance compared with the baseline schemes for all these three users. For example,

for three different users, the I/O performance by employing vFlash outperforms that of the
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Figure 3.11. The I/O performance by comparing the baseline schemes with the vFlash

scheme (the second user).
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Figure 3.12. The I/O performance by comparing the baseline schemes with the vFlash

scheme (the third user).
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stock Android system up to 9.54 times (2.89 times on average), 8.63 times (2.93 times on av-

erage), and 10.27 times (2.76 times on average), respectively. These results demonstrate that

the user behaviors are relative fixed for each person, and the vFlash scheme can well utilize

the user behaviors to optimize the I/O performance with NVM integration. The second ob-

servation is that the LRFU management policy could not better manage the NVM resources

under the mobile environment. The LRFU scheme can only enhance the I/O performance

to 3.92% on average for all the three users compared with the stock Android system. This

is because applications in mobile devices are switched much more frequently than those in

desktops or servers. While an application is accessing hot data in one moment, another ap-

plication might be launched in the next moment and access other data. If we do not use the

cross-layer technique to transparently mange NVM spaces, previous generated data, which

may become hot data later, are easily to be kicked out by the data generated by the other

applications. Moreover, mobile applications (e.g. WeChat) tend to generate many new data.

If the spaces are not prepared well, the NVM spaces can be quickly used up. This finally

results in aggressively cleaning the NVM spaces for the new I/O requests, and the perfor-

mance even becomes worse than that of the stock Android system (e.g. Browser shown in

Figure 3.10). Last, the results show that the proposed inter-app and intra-app techniques play

different roles in addressing the storage performance improvement and can well cooperate

with each other. The experimental results illustrate that with intra-app technique, the pro-

posed vFlash scheme can further improve the I/O performance to 15.77% on average for all

the three users compared with the inter-app technique. Compared with the stock Android

system, the proposed scheme reduces 30,250 block erasure times. The typical block erasure

latency is 1.5ms [31, 49, 87, 104]. By using Equation (3.4), we can calculate that the perfor-

mance overhead introduced by block erasures is reduced by 30, 250× 1.5 = 45, 375ms.

Energy Consumption

Energy consumption is another important metric to evaluate the effectiveness of the pro-

posed scheme. The results shown in Figure 3.13, Figure 3.14, and Figure 3.15 illustrate the

normalized energy consumption of the baseline and vFlash schemes. From the experimental
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Figure 3.13. Illustration of the I/O energy consumption (the first user).
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Figure 3.14. Illustration of the I/O energy consumption (the second user).
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Figure 3.15. Illustration of the I/O energy consumption (the third user).

results, we can discover that vFlash can effectively reduce the I/O energy consumption com-

pared with the baseline schemes. For example, in Figure 3.13, the proposed vFlash scheme

can achieve I/O energy consumption reduction to 60.36% and 51.98% on average compared

with the stock Android system and LRFU, respectively. The energy consumption reduction

for the vFlash scheme mainly benefits from two aspects. The first aspect is that the read and

write energy consumption of PCM is much lower that that of NAND flash memory. The

second aspect is that the proposed vFlash scheme can effectively reduce the data updates in

NAND flash memory, which finally results in the effectiveness reduction of the total number

of garbage collection operations in the flash storage.

Adaptive Space Preparation Effect

Since the adaptive space preparation needs to migrate data from NVM to flash storage, this

strategy may introduce the performance overhead. Figure 3.16 illustrates the normalized per-

formance degradation caused by the adaptive space preparation. These results are measured
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Figure 3.16. The performance degradation caused by the space preparation.

by monitoring the delays of the I/O requests caused by the data migration. The ideal case

assumes that no request is blocked by the data migration, and the normalized performance

is always 1. The direct space preparation performs the data preparation without utilizing the

system idle time. From Figure 3.16, we can observe that the proposed adaptive data migra-

tion introduces about 12.72% performance degradation on average compared with the ideal

case, while it can achieve 39.33% performance improvement on average compared with the

direct space preparation. These results demonstrate that the data migration overhead intro-

duced by the adaptive space preparation scheme is acceptable, and can be greatly eliminated

with the help of utilizing the system idle time.

3.6 Summary

In this chapter, we propose a unified NVM and flash memory architecture to improve the I/O

performance for mobile devices. We also present a software layer, called vFlash, to manage

this hybrid storage architecture. The basic idea in vFlash is to cross-layer transparent utilize

NVM resources to minimize the application modifications while maximize the I/O perfor-

mance for NAND-flash-based mobile devices. We conduct experiments on a set of realistic

I/O workloads of Android applications running in a hardware platform. The experimental

results show that the proposed scheme can significantly enhance the I/O performance and
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reduce the energy consumption for mobile devices.

72



CHAPTER 4

IMAGE-CONTENT-AWARE I/O OPTIMIZATION FOR MOBILE

VIRTUALIZATION

4.1 Introduction

Mobile virtualization is gaining more and more popularity in mobile devices, since it can

provide multiple platforms with a single device and can defend against increasing security

threat. Major virtualization providers, such as VMWare [84] and Citrix [27], have started

to provide their mobile virtualization solutions for mobile devices. By allowing a physical

device to host multiple virtual machines (VMs), mobile virtualization can reduce develop-

ment cost, shorten time-to-market with code reuse, and enhance privacy and security with

VM isolation.

While mobile virtualization provides all the benefits, it also introduces considerable

overhead with additional software stack layers. Particularly, storage accessing overhead is

increased. In mobile devices, NAND-flash-based devices, such as NAND flash memory/SD

cards, are widely used as secondary storage. NAND flash has well-known constraints such

as erase-before-rewrite, limited lifetime, and long time overhead for garbage collection [38,

46]. However, mobile virtualization was not designed to take the constraints of NAND flash

into consideration. Without any optimization, VMs place extra burden on the NAND flash

storage system in mobile platform. When a guest OS creates a file system, a VM image file

contains both the guest file system metadata and regular file data. In a VM image file, the

metadata will be updated much more frequently compared with regular data because most

file operations to regular files will also lead to the same metadata being updated. The same

thing occurs in the host operating system, since the frequent updating of the image file also
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leads to the host metadata being updated frequently. The frequent updating of the same

metadata will lead to frequently triggering of out-of-space update and garbage collection in

flash storage system. Therefore, both the system performance is degraded and NAND flash’s

lifetime is shortened [12, 43, 56, 79, 94]. A promising solution to overcome this drawback

is to identify the metadata and store it in a faster and more endurable NVM (non-volatile

memory). In this way, we can greatly reduce unnecessary updates to NAND flash, which

will further result in less garbage collection overhead and improving the I/O performance

and flash lifetime.

Wu et al. [96] explored how to classify file system metadata from regular data and

used dedicated fine-grained page-level mapping to manage metadata. Their work showed

promising performance and lifetime improvement in flash system. Their work can effec-

tively identify metadata for the host OS file system. However, it cannot identify the metadata

in a guest OS file system. In the virtual machine environment, guest OS file system metadata

are stored in a disk image file. So, the guest file system metadata are seen as the regular

file data in the mobile virtualization platform, and the unique challenge is how to separate

the guest file system metadata from regular data in the mobile virtualization platform. More

specifically, the most important challenging issue is how to identify the guest file system

metadata data via the IBA (image block address), which is translated through the VBA (vir-

tual block address) via a two-level mapping table. Without additional support, it is difficult

for the host OS to directly identify file system metadata in a guest OS disk image file.

In this chapter, we propose an image-content-aware scheme to effectively identify

both the host and guest metadata in a mobile virtualization platform. In order to achieve

this, the proposed image-content-aware scheme identifies guest OS file system metadata

according to the I/O request address in the guest OS file system, and uses a padding flag to

the virtual machine to trace the metadata. After the metadata are successfully identified, both

the guest metadata and host metadata are stored in a small faster and endurable NVM, such

as phase change memory. Smart data management techniques are proposed to manage flash

memory and the auxiliary NVM. With proposed management techniques, we can greatly

eliminate the frequent update effects to the NAND-flash-based storage caused by the file
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system metadata in a VM image file and in the host file system. The main contributions of

this chapter include:

• To the best of our knowledge, this is the first work to identify the file system metadata

from regular data in a guest OS VM image file under mobile virtualization.

• We propose to utilize a small faster and more endurable NVM to store file system

metadata to reduce the flash memory I/O traffic with negligible extra cost.

• Smart data management techniques are proposed to manage flash memory and the

additional NVM.

The proposed techniques are evaluated on an embedded platform with an ARM

Cortex-A15 processor and a 64Gb NAND flash memory chip. The experimental results show

that the proposed scheme not only improves the system response time, but also enhances the

lifetime in NAND flash memory.

The rest of this chapter is organized as follows: Section 4.2 presents the background

of this work, and Section 4.3 introduces the motivation for conducting this work. Section 4.4

detailed describes the proposed scheme. In Section 4.5, we analyze the performance and

overhead of the proposed scheme. The experimental results are presented in Section 4.6.

Finally, Section 4.7 summarizes this chapter.

4.2 Background

In this section, we introduce the background of mobile virtualization. We first introduce the

properties of NAND flash memory and PCM in Section 4.2.1, and then present the storage

architecture in Section 4.2.2. Finally, we analyze the metadata in Section 4.2.3.
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Table 4.1. The characteristics of NAND flash memory and PCM [18, 31, 76, 104].

Attributes NAND PCM

Non-Volatility Yes Yes

Byte Addressability No Yes

Bit Alterability No Yes

Read Energy 1.5 J/GB 1 J/GB

Write Energy 17 J/GB 6 J/GB

Erase Energy 10 J/GB No

Read latency ∼25 us ∼50 ns

Write latency ∼500 us ∼1 us

Erase latency ∼1.5 ms No

Endurance 104 − 105 106 − 108

4.2.1 NAND Flash Memory and PCM

Table 4.1 summarizes the characteristics of NAND flash memory and PCM. As shown in

Table 4.1, PCM and NAND flash memory both have the non-volatile feature; however, PCM

also has the byte addressability property and bit alterability property, which are not avail-

able in NAND flash memory. These two properties determine that PCM can support in-

place update, while NAND flash memory should do erase operations before update. Also,

PCM presents much shorter read/write latency and lower energy consumption compared

with NAND flash memory, even though its byte addressability has already made it superior

to NAND flash on handling reads/writes of small random data such as the file system meta-

data. Due to the heating process, each PCM cell only can sustain 106 − 108 writes before

a failure occurs. The read/write operations have asymmetric performance and energy con-

sumption [48, 78, 97]. However, PCM still has much better endurance than that of NAND

flash memory. Therefore, PCM is rapidly developed as a promising candidate for memory

and/or storage in the design of embedded computing systems due to its shock-resistance,

non-volatility, byte addressability, and low energy consumption. The capacity and price con-
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strains of PCM in the market make it impossible to fully replace NAND flash memory as the

storage devices in mobile devices.

4.2.2 Storage Architecture

Figure 4.1 shows a typical storage architecture of mobile virtualization. Similar to traditional

virtualization environment, three different software components are packaged above the stor-

age media: host operating system, VM, and guest operating system [37, 60]. In this chapter,

the VM is a more general concept, which can be represented as the virtual machine or virtual

machine monitor (VMM). In the full virtualization environment, the VM denotes the virtual

machine. In the hardware-assisted virtualization environment, the VM is used to denote the

virtual machine monitor (VMM). VM acts as a bridge that connects the guest operating sys-

tem and the host operating system. The function of VM is to emulate hardware devices that

execute programs like a physical machine, such as emulated storage media shown in Fig-

ure 4.1. With the help of VM, different kinds of mobile operating systems, such as Google

Android operating system and Apple iOS operating system, can simultaneously run in one

mobile devices. These different mobile operating systems are called guest operating systems

and run as multiple threads in the host operating system. Each guest operating system has

its own disk space represented as a VM image file, and each VM image file keeps its own

metadata, such as block bitmap in ext file system. Metadata show the frequent updating fea-

ture that both does harm for the NAND flash based storage media and shortens the flash’s

lifetime.

4.2.3 Metadata Analysis

In this part, we use a case to study the file system metadata. We employ a widely used

VM image format qcow2 [1] and ext4 file system [4] to show how the file system metadata

works in a VM image file. The qcow2 image format is one of the most popular used image

formats in mobile virtualization, which can be supported by many virtual machines, such as

QEMU [8]. The ext4 file system is the fourth extended filesystem, and it has become the
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Figure 4.1. The storage architecture of mobile virtualization.

78



default file system on popular Linux based embedded operating systems, such as Android

operating system.

Image Header Group 0

Block Bitmap Inode Bitmap Inode Table

Metadata

Qcow2 VM Image File

Ext4 File System

Superblock Group Descriptor

Group 1 Group N

Journal

Directory File

Regular File

Figure 4.2. The qcow2 VM image file format with the ext4 file system.

As shown in Figure 4.2, qcow2 file begins with an image header, which contains

image format related information. The virtual machine uses these information to identify

the image format and loads the image file content. For example, the first four bytes in an

image file contain a magic number, and virtual machine uses this magic number to identify

the image format. The other image space excepting the image header is exposed to the user

program and managed by the ext4 file system. In the ext4 file system, the image space is

split into several groups, and each group contains four parts, including file system metadata,

journal, directory file, and regular file. File system metadata are all in fixed, well-known

locations [96], and they mainly consist of five important elements, including superblock,

group descriptor, block bitmap, inode bitmap, and inode table.

Figure 4.3 and Figure 4.4 illustrate the detailed file creation and deletion process,

respectively. If a VM creates a new file under the root directory, such as a.dat, the following

procedures will occur. First, ext4 file system reads the inode table to find the root directory

location as shown in step (2). In ext4 file system, the location of the root directory is pointed

by the second inode and the address of root directory can be obtained from inode table.

After getting the root directory disk location, such as block 100, ext4 file system will read
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Figure 4.3. A file creation procedure in a VM image file.
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void main(int argc, char * argv[]) { 
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Figure 4.4. A file deletion procedure in a VM image file.

80



the root directory content as shown in step (3). Then, file system adds a new directory entry

in the root directory and allocates an empty inode to the new directory entry in step (4).

The new directory entry mainly contains three parts: len, name and inode, which denote the

length of this directory entry, file name and the number of the inode that this directory entry

points to, respectively. Since an empty inode is allocated, the content of superblock, group

descriptor and inode bitmap are updated correspondingly. The updates of block bitmap and

the contents of the inode table depend on the storing location of the new directory entry. If

the new directory entry is allocated to a new block, the contents of block bitmap and inode

table are updated. Otherwise, these two contents are untouched. Figure 4.3 (b) shows the file

deletion operation which is a reverse operation of the file creation operation.

Guest File System 

Buffer CacheLen Name Inode
10416 dir

12 a.dat 200

Storage

Block Bitmap Inode TableSuperblock Group Descriptor

Directory File (Block 100)

Journal

void main(int argc, char * argv[]) { 

File a = write(data, a.dat );

}

Application

Block Bitmap Inode TableInode BitmapSuperblock Group Descriptor

Block 1002

Block 300

1

200

Inode Table

(1)

(3)
(2)(5)

Regular File (Block 300) 

(4)

data

Root Directory

(5)

Inode Bitmap

Figure 4.5. A file content increase procedure in a VM image file.

Figure 4.5 and Figure 4.6 illustrate a file content increase and shrink process, respec-

tively. These two processes all need five steps. In step (2), ext4 file system uses the root

directory inode, more specially inode 2, to retrieve the root directory content. Then, in step

(3), ext4 file system gets the required file directory entry, and uses the inode table of the

directory entry to obtain the file content inode (the inode 200 in the example). With the help
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Figure 4.6. A file content shrink procedure in a VM image file.

of the file content inode, ext4 file system can locate the physical blocks which contain the

real file content as shown in step (4). Then, the real file content increase or shrink opera-

tion will be executed by adding or reducing the file contents. The file content increase or

shrink procedure requires to allocate new physical blocks or recycling discarded blocks. As

a result,superblock, group descriptor, block bitmap and the contents of the inode table are

updated as shown in step (5).

The above analysis shows that the frequent update of metadata is the intrinsic feature

of the file system, since the file system metadata are responsible for recording the changes of

the regular data. Normally, each file operation is accompanied with a file system metadata

updating procedure.
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Figure 4.7. The number of the logical block updates when running the facebook application.

4.3 Motivation

4.3.1 Metadata Effect

We utilize the ARM Cortex-A15 dual-core processor platform [2] with the original stock

Android system 4.2 running in QEMU virtual machine to analyze the data access patterns,

especially for metadata stored in the fixed lower address of the whole file system. Imme-

diately after the preconditioning is complete, we set the facebook application to issue 1.65

million 512B sized write requests. We collect each write request and the collected data are

periodically retrieved and written to a log file. Figure 4.7 shows the distributions of number

of logical block updates for the facebook application. The X-axis represents the logical block

number, and the Y-axis represents the calculated number of block updates. The graph has a

smaller graph embedded, which presents the whole data range with a log scaled Y-axis.

Several important results can be observed from the graph. First, the maximum num-

ber of updates of host file system metadata is 143, which is about 101x more frequently

than the facebook’s average number of updates of 1.41. Meanwhile, the number of guest

file system metadata updates is 103, which is more than 73x times frequent than that of the

average number of updates. These numbers show that both the guest file system metadata

and host file system metadata are updated much more frequently than that of the regular data.
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Figure 4.8. A motivational example of I/O optimization in mobile virtualization.

Second, the updated metadata size only occupies 0.42% of the whole captured write request

size. That means the frequently updated metadata only occupy a very small portion of the

write requests for the facebook application.

The frequent update of metadata is the intrinsic feature of the file system. Normally,

each regular data write request is accompanied with a file system metadata write request,

since the file system metadata are responsible for recording the changes of the regular data.

Taking ext4 file system as an example, when a new file is created, an available inode, which

is part of ext4 file system metadata, should be allocated for the new file. That is, the ext4 file

system will select an available inode from the inode table, and then change the status of this
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inode to be used. The changing status process is a filesystem metadata updating process.

4.3.2 Motivational Example

This work is motivated by the fact that frequent updates of the file system metadata in a VM

image file do harm to the NAND flash based storage media in mobile devices. The objective

of this work is to reduce the negative effects of file system metadata on NAND flash based

storage media so as to improve the system performance and prolong the lifetime of NAND

flash based storage media. Therefore, we propose to classify the file system metadata from

the VM image file, and utilize the non-volatile memory to store these metadata to eliminate

the metadata effects on NAND flash memory.

A motivational example is illustrated in Figure 4.8. In this example, we assume

that all I/O requests are write requests, as we mainly concern the frequent update effects

caused by file system metadata in this chapter. We divide the I/O requests into two kinds of

requests, file system metadata (MD) requests and regular data (RD) requests. The MDi and

RDi (i ≥ 1) denote the ith file system metadata request and regular data request issued from

a VM, respectively, where i represents the request address. If the addresses of two requests

are the same, the later coming request is an update request of the early coming request, such

as MD0 at time t2 and t10 in Figure 4.8 (a).

Figure 4.8 (a) shows the default scheme used in the original mobile system. This

scheme does not use non-volatile memory to cache the file system metadata in a VM image

file. Figure 4.8 (b) illustrates our proposed scheme that uses non-volatile memory to cache

the file system metadata. Normally, each regular data write request is accompanied with a file

system metadata write request, since the file system metadata are responsible for recording

the changes of the regular data.

From Figure 4.8 (a), we can observe that the frequent updates of metadata will in-

cur block invalidation and garbage collection operations in NAND flash memory. These two

operations seriously affect the system response time, especially the garbage collection opera-

tion. Garbage collection operation contains two parts including moving the valid data into an
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empty block, and erasing the invalid block. It is particularly time consuming if the cleaning

block contains many valid data. Metadata usually updates a small portion of blocks and lead

to a lot of valid data. For example, in Figure 4.8 (a), no valid space exists at time t8, since

metadata MD1 is updated, resulting in generating the invalid data at time t6. When the I/O

request RD3 is issued to NAND flash memory at time t8, the garbage collection is triggered

to reclaim the invalid data MD1. At that time, in order to perform the erase operation, five

valid data (RD0, RD1, RD2, MD0 and MD1) are required to move to a new empty block,

which consumes a lot of time.

Therefore, in order to eliminate the frequent update effect introduced by metadata,

we propose to utilize the non-volatile memory to store the file system metadata in a VM

image file. As shown in Figure 4.8 (b), the file system metadata MD0 and MD1 are stored

in the non-volatile memory, while the regular file data are kept in flash memory. Since

non-volatile memory supports in-place update, all the updates of file system metadata can

be efficiently tackled by non-volatile memory. As a result, we can effectively improve the

system performance and prolong the NAND flash lifetime with the proposed scheme.

Although the I/O performance can be enhanced by putting the frequent-update meta-

data in the PCM memory, this method can introduce the lifetime degradation of the PCM

memory. However, compared with the NAND flash memory, the lifetime of PCM is much

longer. For example, the lifetime of PCM is 106∼108, while the lifetime of NAND flash

memory is 104∼105. Here, we use PCM as one kind of NVM, for the other kinds of NVM

(e.g. STT-RAM), the lifetime of other NVMs is even longer than that of PCM. So, nor-

mally, the lifetime of PCM is more than 100 times longer than that of NAND flash memory.

Meanwhile, our experimental results show that the update frequency of metadata is about

100 times more than that of the regular data in the mobile virtualization environment. So,

putting the frequent-update metadata in NVM does not lead to PCM being worn out much

earlier than that of the NAND flash storage, and it is reasonable to put the frequent-update

metadata in PCM for the lifetime and performance enhancement for the NAND-flash-based

storage system.
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Figure 4.9. Three possible ways of integrating NVM into virtualization environment.

4.4 VM Image File Content Aware Design

In this section, we introduce the proposed scheme to effectively avoid the frequent update of

file system metadata in a VM image file. We first give an overview in Section 4.4.1, and then

present the proposed scheme in Section 4.4.2 and Section 4.4.3.

4.4.1 Overview

In order to achieve the results shown in the motivational example, we propose to store fre-

quently updated metadata in the non-volatile memory to avoid the bad effects (long time

garbage collection and lifetime degradation) to NAND flash memory. When a virtual ma-

chine issues an I/O request, the proposed scheme will use a metadata monitor to check the

data type based on the address of the request. If the data are file system metadata, these data

will be stored or fetched from non-volatile memory. On the other hand, the regular data will

bypass to NAND flash memory. As a result, the I/O response time can be improved and the

NAND flash lifetime can be prolonged.

By utilizing NVM to optimize the I/O performance, we need to integrate NVM in
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the current mobile virtualization environment. There are three possible ways of integrating

NVM as shown in Figure 4.1. In the first method, NVM can be directly operated by the

guest operating system. This method involves modifications of the guest operating system,

virtual machine, and host operating system. These modifications can be summarized as fol-

lows. From the guest operating system’s perspective, each guest operating system should be

modified to support the proposed scheme. Meanwhile, virtual machine should provide the

emulated NVM device, and host operating system should expose the NVM access interface,

such as NVM Read and NVM Write. So, these modifications are expensive, and even im-

possible by considering the real implementation. For the second method, NVM is managed

by virtual machine. This method also requires a lot of software modifications in terms of

modifying the virtual machine and the host operating system. Virtual machine should be

renovated to support the proposed scheme, while the host operating system should provide

the NVM access interface.

Therefore, in order to reduce the software modifications, it is more desirable to in-

tegrate the proposed scheme into the host operating system. More specifically, we propose

to put the proposed scheme at the bottom of the I/O stack, lying beneath the standard block

device driver in host operating system as shown in Figure 4.9. Compared with the first two

usage methods, the last management method is transparent to upper layers in the I/O stack.

The design is implemented in both the host OS and the virtual machine layer. In the virtual

machine layer, we propose a simple but effective method to identify the guest OS file system

metadata. More specifically, we use a padding flag to denote the data type. In the host OS

file system, with the help of the padding flag, we design and implement the proposed VM

image file content aware scheme. By using this method, we can effectively avoid substantial

software modifications. It is also the choice of this work. We will discuss the details of the

proposed scheme which will achieve the desired goals.
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Figure 4.10. VM image file content aware scheme.

4.4.2 VM Image File Content Aware Scheme

As shown in Figure 4.10, the proposed scheme consists of three components (metadata mon-

itor, decision maker and address manager). These three components interact with each other

and play different roles in the proposed scheme. The function of metadata monitor is to

classify the file system metadata and regular file data in a VM image file. Decision maker

determines the storing media, NAND flash memory or non-volatile memory. Address man-

ager is responsible for managing the storage usage of non-volatile memory.

We have introduced the function of the three components in the VM image file con-

tent aware scheme; and we will describe the detailed working procedures of these three

components. The metadata monitor identifies the location of the file system metadata in the

flash storage device by analyzing the metadata layout in a VM image file during the system

start-up. Therefore, whenever the metadata monitor receives an I/O request, it should be able

to distinguish metadata from regular file data according to the accessed address issued from

a VM. If the accessed address belongs to the regular data, the regular data can be directly

bypass to NAND flash memory. On the other hand, metadata will be delivered to decision

maker. Decision maker will consult the address manager and allocate the required address

89



to the metadata requests.
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Figure 4.11. Two level address mapping in qcow2 image file.

The metadata monitor is responsible for classifying the file system metadata from

regular file data. However, it is difficult for the host OS file system to identify the guest file

system metadata mainly because of lacking of the VM context in the host file system. The

reason for this context loss is that the guest metadata address is translated to the regular image

file block address via a two level mapping table as shown in Figure 4.11. So, in the host file

system, it is difficult to identify the guest file system metadata according to the translated

address. The two levels of tables are called L1 table and L2 table. There is only one L1

table, and each entry of the L1 table links to an L2 table. Each entry of an L2 table points

to a cluster, which is the unit for space allocation in an image and contains multiple blocks

(e.g., a 64KB unit consists of sixteen 4KB blocks). Accordingly, a VBA consists of three

components: L1 table offset, L2 table offset, and cluster offset. L1 table offset and L2 table

offset indicate specific entries in the corresponding L1 and L2 tables, respectively, and the

cluster offset specifies the block in the corresponding cluster, or the IBA the VBA is mapped

to. These two mapping tables translate the virtual block address (VBA) into an image block

address (IBA), which is actually also a logic block address in the disk image. Therefore, it is

difficult to directly identify the metadata based on the translated VM I/O request address.

90



4.4.3 Metadata Identification

Metadata Identification in the Guest File System

One key observation here is that the metadata and regular data can still be identified before

VBA is translated. Therefore, we can use techniques proposed in [96] to identify metadata

and regular data before the address is translated.

Algorithm 3: Metadata identifier
Input: V BA: The virtual block address

Output: DT : The data type

1 MT ← the table recordered the metadata address

2 DT ← Regular data

3 counter ← 0

4 while MT [counter] is available do

5 MVBA← The virtual address in MT [counter]

6 MLen← The data length in MT [counter]

7 if MVBA ≤ V BA ≤ (MVBA+MLen) then

8 DT ←Metadata

9 Return

10 counter ← counter + 1

Algorithm 3 describes the metadata identifier used to identify I/O requests as meta-

data requests or regular requests. The metadata identifier maintains a run length structure for

each metadata file in the main memory. Each I/O request contains information like MVBA

and MLength, where MVBA is the first virtual block address belonging to the metadata,

and MLength is the number of consecutive MVBA. By comparing the request address, the

metadata identifier determines the request type, which is a metadata request or a regular data
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request. If the request is to access the content of a file or directory, the request is identified as

the regular data request. Although many popular commercial file systems seldom change the

location of their metadata, the proposed metadata identifier analyzes and updates the changed

VBA regions of metadata during the systems startup, so as to prevent the loss of accuracy in

metadata tracking in the long run and to prevent the adoption of the costly online monitoring

mechanism. In the ext file system, all of the VBA regions of metadata could be reconstructed

by parsing its Superblock and Group Description Table, because the layout of an ext2 parti-

tion is determined when it is formatted [96]. Each block group usually consists of the same

number of blocks with the same number of metadata blocks in the beginning of the block

group, and each block group is allocated one after another. Therefore, the MVBA region of

the metadata in each block group could be easily derived by several arithmetic operations,

instead of maintaining a run-length structure for each block group. Once the Superblock or

the root sector of the storage is modified, the calculation parameter for the MVBA region of

metadata in each block group could be revised accordingly.

Metadata Information Delivered in the Virtual Machine

After the data are successfully identified, we modify the VM and append a padding flag

P in the I/O request as shown in Figure 4.12. Then, when metadata monitor receives an

I/O request, the metadata monitor can identify the metadata based on the appended padding

information.

Figure 4.12 shows the padding flag strategy to classify metadata from regular data.

We add a metadata identifer in virtual machine. From [96], we know that both metadata and

regular data are located in fixed, well-known VBA. By looking at VBA, we can easily iden-

tify them and use metadata identifer to give different padding flags, such as 1 for metadata

and 0 for regular data. The detailed working procedure is discussed in the following part.

When I/O requests are delivered to the VM, the VBA will be translated to an image block

address (IBA) with the two level mapping table. After the IBA is found with the help of the

two level mapping table, the padding flag will be appended by metadata identifer. Then, both
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Figure 4.12. Padding flag strategy to classify metadata from regular data.

the IBA and padding flag P will be transferred to host operating system. After VBA with

padding flag P is transferred to the VM image file content aware layer, metadata monitor can

utilize the padding flag P to check whether this data is metadata or regular data.

4.5 Performance and Overhead Analysis

In this section, we analyze the system performance of the proposed scheme by comparing it

with the original mobile virtualization. The system response time is an important metric to

evaluate the system performance. It is the time period from the point when an operation is

issued to the point when the operation has been completed. The inputs of an I/O request are

read and write operations, and the basic read and write unit is one page. Thus, we conduct the

analysis for the best-case and worst-case system response times of read and write operations.

The symbols used in this analysis are listed below.
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Tflash rd The time to read one page in flash memory
Tflash wr The time to write one page in flash memory
Tflash erase The time to erase a block in flash memory
TNVM rd The time to read one page size data in NVM
TNVM wr The time to write one page size data in NVM
Tecc en The time to encode data in flash memory
Tecc de The time to decode data in flash memory
Nmax vpage The maximum number of valid pages in one block
Ngc The number of garbage collection operations
Nmd wr The number of metadata write requests
Nmd rd The number of metadata read requests

The extra performance degradation is first reflected to garbage collection operations,

including extra valid page copies and block erasures, and the time is:

((Tflash rd + Tflash wr)×Nmax vpage + Tflash erase)×Ngc (4.1)

Tflash erase ×Ngc (4.2)

In the mobile virtualization environment, the frequent metadata updates in a VM im-

age file leads to generate many invalid pages in NAND flash memory. The generation of

these invalid data finally results in triggering the garbage collection operation, which needs

to copy the valid pages and erase the dirty blocks. The worst-case and best-case overhead of

garbage collection operations can be calculated through Equation (4.1) and Equation (4.2),

respectively. The timing difference between the worst-case and best-case is reflected from

the valid page copy procedure. If one block contains maximum number of valid pages de-

noted by Nmax vpage, the worst-case will occur and plenty of valid pages are needed to copy

from dirty blocks as shown in Equation (4.1). On the other hand, if a block has no valid

pages, only block erasure operations occur as described in Equation (4.2).

(Tflash wr − TNVM wr)×Nmd wr + (Tflash rd − TNVM rd)×Nmd rd (4.3)
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Tecc en ×Nmd wr + Tecc de ×Nmd rd (4.4)

The proposed scheme not only reduces the garbage collection overhead but also

can enhance the read and write speed. Equation (4.3) describes the read and write per-

formance gain by utilizing NVM. NNVM wr stands for the number of NVM write requests,

and NNVM rd represents the number of NVM read requests. Without the proposed NVM

integration scheme, these requests are issued to flash devices. Given that the I/O speed of

flash memory is orders of magnitude slower than that of NVM, we can achieve great perfor-

mance gain for I/O operations as shown in Equation (4.3). In addition, the proposed scheme

can further improve the data coding time. Since the reliability of NVM is much better than

that of NAND flash memory, metadata stored in NVM usually use simple coding or non-

coding method to guarantee the data reliability. The proposed scheme stores the metadata

in NVM resulting in eliminating the encoding/decoding time for these metadata as shown in

Equation (4.4).

We use an example to illustrate the benefits of the proposed scheme. Assume that

the flash page size is 4KB and each block contains 512 pages. Given that the flash page

read and write latency are 25us and 500us, respectively, and the block erase time is 1.5ms.

For the NVM, we use the parameters of PCM as an example to quantitatively analyze the

performance improvement, and the read latency and write latency for accessing one cache

line size (e.g. 64bytes) data are configured to be 50ns and 1us, respectively. If 800 garbage

collection operations are reduced, the performance improvement with the garbage collection

reduction is ((0.025ms+0.5ms)×63+1.5ms)×800 = 27660ms in the best case, and 800×

1.5ms = 1200ms in the worst case. If 50,000 metadata read requests and 50,000 metadata

write requests are received, the response time can be reduced by (0.5ms− 0.001ms× 64)×

50, 000 + (0.025ms− 0.00005ms× 64)× 50, 000 = 22890ms.
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4.6 Evaluation

In this section, we present our experimental results with analysis. We compare and evaluate

the proposed scheme with the baseline scheme in terms of three metrics: the lifetime, the I/O

performance and the energy consumption. The baseline scheme is the original stock Android

4.2 system. The performance evaluation is conducted on a real Android based VM platform

with a Samsung ARM Cortex-A15 dual-core processor and a 64 Gb NAND flash memory

chip.

4.6.1 Experimental Setup

We conducted experiments on a real Android platform [3]. The evaluation platform adopts

an ARM Cortex-A15 dual-core processor (Samsung Exynos5250 [2]) with ARMv7 archi-

tecture. In this platform, the ARM processor core runs at 1.7GHz, and it consists of a 32

KB instruction cache and a 32 KB data cache. The platform adopts Android 4.2 with the

Linux kernel 3.9. The core board is equipped with 64 Gb of eMMC flash memory, 128Gb

SD card and 2GB DDR3 RAM. We use a small portion of RAM to simulate PCM, since the

I/O accessing patterns of PCM are similar to RAM [39]. That is, RAM and PCM are all byte

addressable and support in-place update. The physical interfaces, such as the USB port, are

designed in the mother board, and we connect a WiFi module through a pin to pin connector.

Also, one pin connector is used to connect the core board with the mother board.

The scheme is implemented in the host operating system. In evaluation, QEMU em-

ulates the hardware devices, and the popular used mobile operating system, Android 4.2 with

the Linux kernel 3.9, is running on the QEMU. When an application accesses the storage in

QEMU, QEMU issues the I/O requests to the host operating system. Host operating system

can issue read/write operations to the flash device driver, which can control the NAND flash

memory chip and SD Card. We utilize the universal serial device driver to obtain and output

the experimental results. For fair comparisons, the same configuration has been adopted for

both the baseline scheme and our proposed scheme.
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Table 4.2. The Android applications and their usage.

Applications Using Scenarios

Google Earth Search Places and View Streets

Browser Browse Websites and Search Pictures

WeChat Chat with Friends

YouTube Watch Online Movies

Facebook View Friends’ Status

Gmail Receive Emails and Send Emails

Gallery View Pictures

Download Download Applications

Install Install Applications

Media Player Watch Movies and Listen to Music

Angry Birds Play the Game and Select Levels

We use real Android applications as benchmarks to evaluate the effectiveness of the

proposed scheme. These applications are running in the guest Android operating system.

The applications and their using scenarios are shown in Table 4.2. These applications are

typical operations in our daily lifetime. They can be used to accelerate the evaluation process,

and evaluate the I/O performance for mobile virtualization. We test each application on the

evaluation platform. The applications iteratively issue requests to the storage system. In

the experiments with 2 and 3 VMs, these VMs are running simultaneously, which can help

understand the scalability of the proposed design.
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4.6.2 PCM and NAND Flash Memory Models

We utilize PCM as an example of NVM to study the benefits of the proposed scheme. The

response time of NAND flash device is directly measured with the help of the Linux kernel

function do gettimeofday. The other results are obtained by capturing I/O requests to PCM

and NAND flash memory and calculating with the models of NAND flash memory and PCM.

The read latency and write latency of PCM are configured to be 50ns and 1us, respectively.

In order to study the energy consumption, the read and write energy of PCM are configured

to be 1J/GB and 6J/GB, respectively. The read and write energy of NAND flash memory

are set to 1.5J/GB and 17J/GB, respectively. NAND flash memory also supports the erase

operation which is not available in PCM. The energy consumption of the erase operation is

configured to be 10J/GB [16, 25, 39, 53, 101].

PCM also has much better endurance than that of NAND flash memory. Each PCM

cell can sustain 106−108 writes before a failure occurs, while NAND flash memory can only

support 104− 105 program/erase operations. That is why we can utilize PCM to improve the

NAND flash memory lifetime.

4.6.3 Results and Discussion

In this section, we present the experimental results with analysis. We first present the im-

provement in performance by comparison of the baseline scheme and the proposed scheme.

Then, we discuss the lifetime enhancement for flash memory. Finally, we analyze the I/O

energy consumption for the two schemes.

The performance and power models of NAND flash memory and PCM are presented

in Section 4.6.2. We get the experimental results by capturing and calculating the number

of I/O requests to PCM and NAND flash memory, respectively as shown in Table 4.3 and

Table 4.4. Then, we can obtain the I/O performance and I/O energy consumption with the

help of PCM and NAND flash memory models.
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Table 4.3. The I/O requests with different numbers of VMs (part 1).

Applications

I/O Requests

All Read All Write PCM Read PCM Write Avg. Req.

(1 VM) (1 VM) (1 VM) (1 VM) Size (KB)

Google Earth 33,272 122,301 26,625 97,842 4.91

Browser 140,423 13,652 98,301 9,562 21.53

WeChat 1,123 124,215 995 113,722 4.23

YouTube 2,787 3,100 2,240 2,040 8.35

Facebook 38,831 41,242 31,074 32,919 6.85

Gmail 1,652 55,110 1,132 41,408 4.26

Gallery 32,210 878 25,568 745 89.65

Download 7,318 7,344 5,790 5,995 232.94

Install 9,725 24,622 7,291 16,475 145.95

Media Player 15,260 5,024 12,221 4,023 12.55

Angry Birds 7,791 522 6,241 390 58.32

Applications
All Read All Write PCM Read PCM Write Avg. Req.

(2 VMs) (2 VMs) (2 VMs) (2 VMs) Size (KB)

Google Earth 22,582 82,994 18,072 66,393 4.85

Browser 94,851 9,222 75,488 7,438 20.56

WeChat 810 92,582 642 74,064 4.23

YouTube 1,889 1,908 1,512 1,581 8.56

Facebook 29,113 30,942 23,301 24,775 6.23

Gmail 1,072 35,681 860 28,542 4.89

Gallery 22,377 612 17,904 429 100.23

Download 4,392 4,435 3,521 3,524 212.53

Install 6,901 17,424 5,521 13,596 156.23

Media Player 7,747 2,543 6,195 2,023 15.63

Angry Birds 5,779 365 4,635 210 68.56
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Table 4.4. The I/O requests with different numbers of VMs (part 2).

Applications
All Read All Write PCM Read PCM Write Avg. Req.

(3 VMs) (3 VMs) (3 VMs) (3 VMs) Size (KB)

Google Earth 9,342 34,312 7,457 27,465 5.62

Browser 51,354 4,989 41,081 3,992 22.35

WeChat 351 35,373 252 28,306 5.63

YouTube 772 805 621 684 8.79

Facebook 23,234 24,667 18,587 19,714 5.94

Gmail 426 15,259 367 12,213 4.56

Gallery 18,402 506 14,742 410 112.35

Download 2,878 2,903 2,320 2,132 256.32

Install 3,510 8,814 2,802 7,083 186.32

Media Player 3,972 1,310 3,185 1,052 18.62

Angry Birds 2,791 272 2,235 142 75.62

Performance Improvement

Figure 4.13 illustrates the write performance and read performance of the baseline and the

proposed scheme. We run one to three VMs to study the effects with running different

number of VMs in mobile devices.

From the experimental results, we can discover that the read and write performance

can be effectively improved compared with the baseline scheme. We take applications run-

ning with one VM as an example (shown in Figure 4.13 (a) and Figure 4.13 (d)) to illustrate

the benefits of the proposed scheme. Compared with the baseline scheme, the proposed

scheme can improve the write and read performance to more than 45.21% and 12.48% on

average, respectively. In addition, with the number of VMs increase (from one to three), the

read and write performance decrease in both the baseline scheme and the proposed scheme.

This phenomenon is introduced by the mobile resources preemption between different VMs,

which significantly degrades the system performance. However, the proposed can still work
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(a) Write performance with one VM. (b) Write performance with two VMs.

G
oo
gl
e
Ea
rth

Br
ow
se
r

W
eC
ha
t

Yo
uT
ub
e

Fa
ce
bo
ok

G
m
ai
l

G
al
le
ry

Do
wn
lo
ad

In
st
al
l

M
ed
ia
Pl
ay
er

An
gr
y
Bi
rd
s

0

4

8

12

16

20

24

W
ri
te
P
e
rf
o
rm
a
n
c
e
(M
B
/s
)

16MB PCM + 3 VMs Baseline Our Scheme

G
oo
gl
e
Ea
rth

Br
ow
se
r

W
eC
ha
t

Yo
uT
ub
e

Fa
ce
bo
ok

G
m
ai
l

G
al
le
ry

Do
wn
lo
ad

In
st
al
l

M
ed
ia
Pl
ay
er

An
gr
y
Bi
rd
s

0

10

20

30

40

50

60

70
16MB PCM + 1 VM Baseline Our Scheme

R
e
a
d
P
e
rf
o
rm
a
n
c
e
(M
B
/s
)
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Figure 4.13. The I/O performance with different number of VMs.

better than the baseline scheme even working with more VMs as shown in Figure 4.13. All

these good performance achievements benefit from storing the file system metadata in PCM,

since PCM has better I/O performance and supports in-place update compared with NAND

flash memory.
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Lifetime Enhancement
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(c) Data updates with three VMs.

Figure 4.14. Comparison of all write requests and data updates in PCM with different number

of VMs.

The NAND flash lifetime is mainly affected by data updates, since data updates gen-

erate invalid pages, and lead to more block erasures. Figure 4.14 shows the number of data

updates in PCM with running different number of VMs. In the figure, the white bar stands

for the number of write requests to flash memory and PCM, while the bar with cross lines

represents the number of data updates in PCM. From the figure, the proposed scheme can

effectively reduce the number of data updates to NAND flash memory, and thus prolong

the lifetime of flash memory. We take the Google Earth application running with one to

three VMs as an example to show the effectiveness of the proposed scheme. Compared

with the baseline scheme, the proposed scheme can reduce 63.88% data updates on average.
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For all the evaluated applications, the proposed scheme can reduce 67.03% data updates

on average. These experimental results demonstrate that a large number of write requests

is to update metadata, and the proposed scheme can effectively reduce the data updates to

NAND-flash-based mobile devices.

IO Energy Consumption

Table 4.5. The I/O energy consumption with different numbers of VMs.

Applications

I/O Energy (mJ)

Baseline Our Scheme Baseline Our Scheme Baseline Our Scheme

(1 VM) (1 VM) (2 VMs) (2 VMs) (3 VMs) (3 VMs)

Google Earth 39,976.99 19,469.08 26,880.12 13,051.03 12,835.64 6,248.78

Browser 36,390.66 23,685.27 23,684.58 14,077.31 14,058.57 8,303.45

WeChat 34,221.20 13,907.76 25,416.23 12,264.84 12,946.16 6,236.32

YouTube 1,811.80 1,061.35 1,171.68 559.11 507.70 235.00

Facebook 19,872.60 9,974.46 13,568.85 6,785.26 10,341.63 5,167.28

Gmail 15,284.98 7,853.82 11,345.00 5,480.38 4,523.44 2,183.34

Gallery 21,627.64 14,453.08 16,841.61 11,584.54 15,546.78 10,424.81

Download 120,713.49 59,522.57 66,516.70 33,611.97 52,505.67 28,410.47

Install 241,294.86 138,237.27 182,770.31 91,924.22 110,300.14 53,867.36

Media Player 5,214.71 2,773.58 3,290.45 1,758.96 2,045.03 1,069.96

Angry Birds 4,574.16 2,925.52 3,919.95 2,679.69 2,561.54 1,768.59

The energy consumption is another important metric to measure the effectiveness of

the proposed scheme. With the versatile mobile applications appearing in mobile devices,

people have more and more relied on mobile devices, and the energy consumption becomes

an important issue for battery-driven mobile devices.

Table 4.5 summarizes the measured energy consumption. From the experimental
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results, we can discover that the proposed scheme can achieve less I/O energy consumption

compared with the baseline scheme. For example, compared with the baseline scheme, the

proposed scheme can reduce about 44.99% I/O energy consumption on average when one

VM is running. With increasing the number of VMs (from one VM to three VMs), the I/O

energy consumption decreases for both the baseline scheme and the proposed scheme. This

is because we get the experimental results by running the applications with the same time

period. The decreasing of the I/O performance leads to less I/O requests generated from the

VMs. The energy reduction for the proposed scheme benefits from two aspects. The first

aspect is that the I/O energy consumption of PCM is lower than that of NAND flash memory.

By storing metadata in PCM, we can directly reduce the I/O energy consumption. The

second aspect is indirectly reflected by reducing the garbage collection operation. Garbage

collection includes valid pages copy and block erasure operations that both need to consume

a lot of energy. By storing frequently updated metadata in PCM, we can reduce the garbage

collection operations, and thus can effectively save the energy consumption.

4.7 Summary

In this chapter, we propose an image-content-aware scheme to improve the system perfor-

mance, and prolong the lifetime for NAND-flash-based mobile devices. The basic idea of the

proposed scheme is to analyze the VM image file content, and store both the guest and host

file system metadata in small but faster and endurable non-volatile memory. We conduct

experiments on a set of representative Android applications in an embedded development

board. The experimental results show that the proposed scheme not only improves the sys-

tem performance for mobile virtualization, but also extends the lifetime, and reduces the I/O

energy consumption for mobile devices.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

5.1 Conclusion

In this thesis, we investigate emerging storage techniques for I/O optimization in mobile

devices, which can provide comprehensive solutions and generate optimal storage optimiza-

tion for resource-constrained mobile devices. Specifically, we proposed three schemes to

optimize I/O performance.

• For the first scheme, we propose a scheme, called DHeating, to solve the concentrated

heating problem, enhance the reliability, and eliminate the lengthy heating operation

for self-healing NAND flash memory. We conduct experiments on a set of realistic I/O

workloads collected from our embedded development board. The experimental results

show that the proposed scheme not only solves the concentrated heating problem for

NAND flash memory, but also improves the average system performance and enhances

the reliability of the self-healing flash memory.

• For the second scheme, we propose a unified NVM and flash memory architecture to

improve the I/O performance for mobile devices. We also propose a software, called

vFlash, to manage the novel architecture. The basic idea of vFlash is to cross-layer

transparent utilize NVM to minimize the application modifications and maximize the

I/O performance for NAND-flash-based mobile devices. We conduct experiments on

a set of I/O workloads of Android applications running in a representative hardware

platform. The experimental results show that the proposed scheme can greatly enhance

the I/O performance.
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• For the third scheme, we propose a VM image file content aware scheme to improve

the system performance and extend the life time for NAND-flash-based mobile de-

vices. The basic idea in our scheme is to analyze the VM image file format, and store

guest OS metadata and hot regular data in faster and more endurable NVM. We con-

duct experiments on a set of Android applications in an embedded development board.

The experimental results show that the proposed scheme not only improves the sys-

tem performance for mobile virtualization, but also greatly reduces the data updates to

NAND flash memory.

5.2 Future Work

The work presented in this thesis can be extended in different directions in the future.

• First, we will continue to study self-healing NAND flash memory. Since the data

access pattern of applications may influence the endurance and heating of self-healing

flash memory, how to effectively identify the characteristics of the access pattern of

applications and employ this access patter to guide the design of the self-healing flash

management scheme is a possible topic for exploration.

• Second, we will continue to study the non-volatile memory technologies and apply

these technologies to the other fields. The non-volatile memory based processor [89–

91] is one direction that we can explore.

• Third, the newly emerged other memory technologies, such as memristor [7,57,58,61,

82,92], racetrack memroy [98,99,102], and scratch pad memory [45], present different

features. It is also an interesting topic to research these different features and utilize

these memory technologies to serve the current computer system.

• Finally, we will continue to investigate the performance and energy issues in the mo-

bile virtualization environment. The mobile virtualization environment presents many
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new challenges in effectively running multiple operation systems in the resource-

constrained mobile systems. How to optimize the virtualization to satisfy the mobile

devices would be an important direction for us to explore.
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