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Abstract

Inspired by the success of deep learning in big datage
recognition in Restricted Boltzmann Machine, Coiodidl Restricted
Boltzmann Machine which was the original desigrfdrecast human
motion movement had been modified to forecast treitime series. As
far as the author is aware of, this is the firstrapt to apply deep learning
in financial time series forecasting. Conventiopalieep learning is
applied in image classification and several laydrdeep learning in the
huge dataset could increase its accuracy. Thetitradi forecasting
method is using Euclidean distance to map the eniaso a higher
dimension which facilitates to draw a hyperplansdparate the data. The
more the cluster of the data in the hyperplanectbgser the distance of
those neighbour data. As a result, those clusterata the foundation to
forecast. A new approach in Restricted BoltzmanmiMze is to assign
low energy based on probability concept to thoseneotions that are
relevant to each other while high energy is assigwethose that are
irrelevant. The advantage of this method over Heelh distance is that
the probability energy assignment can be done ayer lat a time and
extend to many layers. Each layer information taired and passed on
to another layer to be trained again. As a consezpjall the information

in the dataset is carefully scrutinized to obtaie best result.



In this research, it has been demonstrated in thewing
Chapters that deep learning using modified ConuftioRestricted
Boltzmann Machine is able to handle high dimendigndata which is
over 100 with the dataset array as big as 60000DxTais setup enables
it to capture the information of the high dimensioim each layer.
Eventually, it will improve the forecasting accuyacThis was not
possible before as our previous research has exped. Historical
records are not as important as the dimensioneofitiancial time series
problem domain. 30 or 20 years of stock history matyhave that much
impact on the current stock price in one stockthsfinancial market is
closely related to other markets, the stock price particular security is
heavily dependent on other stocks in the same makeavell as the
performance of other markets. Hence, it is moreoirtgmt to increase the
dimensionality or features of the data. In otherdgo including more
factors such as the price of others stocks, ecandattors such as

interest rates and GDP can enhance the performance.

The algorithm based on Conditional Restricted Bo#mn
Machine has demonstrated remarkable forecastingracy as reported

in Chapter 4 and 5.
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Major Contributions

The candidate believes the following are the megortributions
in this thesis.

The first is the technique of windowize in Cha@e2.2.1. It has
doubled or trebled the size of the original inptihis technique
outperforms the Relative Difference in Percentagerice (RDP) or 15-
day Exponential Moving Average (EMA) methods whagk commonly
applied in financial time series study. The uni-eiteional data is
normally transformed into different dimensions katill in a single
dimension using RDP or EMA methods. This is vemilsir to the
normalization technique which transforms the data icertain value
range, for example, oto 1 or -1 to 1. In windowizethod, one dimension
of data has been multiplied into 2 or 3 dimensiand the information
embedded in the data can be fully exploited bypmorapriate algorithm.

The second is the introduction of Lévy Distributiternel in
Chapter 3.4 for the Support Vector Regressions H challenge of the
Normal distribution kernel which is widely used Bupport Vector
Regression. This doctrine has never been challeaged the defect in
the Noble-price-winning Black-Sholes formula hastbdiscovered after
the financial tsunami, and it is still irreplaceablThe candidate has
demonstrated that there are advantages using LétgikDtion Kernel
and the potential and the application of it is waahel extensive. Financial

time series movement is not always in normal distron which has been

X



proved by Lévy but there are still very few appiicas to use Lévy
distribution.

The third is from Table XXV showing which modelasbetter
one under what situations or criteria. There atally 20 different
models and 3 data sets in this thesis. It is a temhpous process to test
every model under different criteria and situationsrder to improve the
accuracy of the forecasting results. As most ofrtizelels have a long
history in the literature review, the candidate s to point out some
models that can be improved by using different aggines such as Lévy
distribution kernel in Support Vector RegressiomeTtable gives a
summary of all the works the candidate has beengditiroughout the
period to pursue a research career.

The last one is the application of Conditional Rettd
Boltzmann Machine in Financial Time Series Fordangstwith a
remarkable result. It allows multiple dimensiondadat to be used as
input for the algorithm and simultaneously outpbe tforecast. As
financial markets are closely related to each ¢thseems necessary to
look into the inter-relationship of each market amgk as many as
possible different data from different marketsdmetast the future events.
The ability to predict many events at the same tuseng multiple
dimension has many applications but not limiteéirtancial forecasting

domain.
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Chapter 1 Introduction and Objectives of
the Research

1.1 Introduction

Forecasting is sometimes regarded as an art rdtherscience.
Statistical theory has provided a solid foundatonrmodern forecasting
theory. Estimation of parameters and testing ohtfpothesis are the two
cornerstones of modern statistics (He, Liu, Wang,H&, Optimal
bandwidth selection for re-substitution entropyireation, 2012). The
parameter could be dependent or independent whiclefined by the
nature of the study domain. In financial time serierecasting, stock
price can be taken as one of the parameters. Frerstatistical point of
view, all data are classified into different typek distribution using
statistical analysis. Not all data are availablehsas the income of each
individual in society, statistical samples are taled a parameter to
represent the population such as the mean (averegme of the society)
is estimated from the sample using statistical rerfee. Here, the
estimation of the parameter is for present phenamknfinancial time
series forecasting, historical samples are knowhthere is no need to
estimate the parameter. The goal is to forecasfutuee movement of
stock price.

With the help of the modern computer technology,nyna

algorithms and theories have been establisheckitagt 20 to 30 years.

1



They are either from statistical background suchAasoregressive
Integrated Moving Average (ARIMA), General Autoregsive
Heteroskedasticity(GARCH) or computational backgbusuch as
Neural Network (NN) or Support Vector Machine (SV.MMany
statistical forecasting methods such as ARIMA orR&X are still
playing a key role in the forecasting society. lactf statistical
significance is an important measurement on theooné of prediction.
However, the forecasting society is still debatwdich approach,
statistical or computational intelligent, is better do the job. The
Forecasting Competition for Artificial Neural Netvko (ANN) and
Computational Intelligence recruit talents and mgtnew brains to get
better forecasting model and result. It is esskytia competition
between the performance of statistical and comjmumalt intelligent
forecasting method. We depend very much on fotiegpsvents ranging
from the weather forecast to economic trend. Thddwvould be very
different if we are not presented with the possfolere events that we
can prepare in advance. However, the methodology fmovides
forecasting events for us is still debatable androwersial. Whether the
statistics can forecast better than Artificial Iiggence or vice versa is
not the scope of this research for discussion leuvauld like to explore
the best from our research.

The argument over the practical use of Artificialelligence to
forecast financial time series is a very sensiéiad controversial issue.
In the book of Forecasting economic time seriegrf@nts & Hendry,

Forecasting Economic Time Series, 1998), therdeaaralefinition of



what is predictable and unpredictable. The debniof unpredictability
iIs equivalent to the statistical independence of nasdimensional
stochastic variable V (with non-degenerate density Qy) from an
information set denoted:.1. Then, V{is unpredictable with respectte T
1 if the conditional and unconditional distributioosincide: DWV¢| Tt
1)=Dw(Vi). The concept does not connote to erratic or tinéd nothing
useful can be said. Rather, it entails that knogéedf T.1 does not
improve prediction or reduce any aspect of the dacey about ¥V The
main message is that we cannot forecast the umgpaétt. In the book of
Investment (Bodie, Kane, & Marcus, Investments, 30 says the
prices of securities fully reflect available infaation in the Efficient
Market Hypothesis (EMH), a cornerstone of finarnoeoty for over 40
years. Investors buying securities in an efficimatrket should expect to
obtain an equilibrium rate of return. The strongvichypothesis asserts
that stock prices reflect all relevant informatiamcluding insider
information. The semi-strong form hypothesis asstrat stock prices
already reflect all publicly available informatidhis the boldest testable
version of EMH (Aronson, Evidence-Based Technicabksis, 2007)
which asserts that no information in the public dom either
fundamental or technical, can be used to geneskt@djusted returns in
excess of the market index. Both strong and semngtforms of EMH
defining the market is unpredictable. However, @nmot pass the
statistical definition of unpredictability as debed in (Clements &
Hendry, Forecasting Economic Time Series, 1998dmF(Aronson,

Evidence-Based Technical Analysis, 2007) crossest time series
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studies, price movements are predictable to someedavith stale public
information, and excess risk-adjusted returns assiple. Here, stock
prices and other data used in technical indicatoeauseful. This is very

good news for technical analysis and very bad femw&MH.

1.2 Problem Statement

In financial time series market, the Holy Graitésformulate an
algorithm that can predict the market movement wiiould generate
huge profit from it. This notion is not that fattdbed as companies with
huge resource and deep pocket have been doingmtioy years. We are
not aware of it because the market somehow hasrhaeipulated by so-
called algorithm transaction. The first man-madeuficial crisis in 1988
was believed to be the result of the computer-ggadrtransaction to
dump the stock at the predetermined level set éyl#@signer, which led
to a catastrophic consequence or the so-calle@rfiyteffects on the
world financial market. The necessity of a promeetasting tool to assist
the financial manager to make decisions in tradngeyond any doubt.
However, it is a constant struggle with the latestling technology and
information available to the market. Big data hashed the limit of
forecasting to another level where not only newdiare is required but

also new software must be available to cope wigctiange.



1.3 General Definition

The general definition of the terminoldgyecasting in time

seriesYt is best depicted in Figure 1 Forecasting Time Line

‘{4 Historical Data

Fi Sample —»‘
P With-in-sample f01'eca514+i Ex-post forecast4*7 Ex-ante forecast4>‘

A4

Ybeg (Y1)oooiiiiiiiiiiiiiineee 4 R Yend (YN)

Figure 1 Forecasting Time Line
The Ex-ante forecast accuracy is the benchmarjkdge the
performance of the algorithm. The forecast errorthie difference

between the actual and the forecast values, exqufess =Y, —-Y:. The

notation: is the predicted value which falls in Ex-ante fast period

in which no observations on the time series vagaists.

The following definitions are to measure the fostitay error

Mean absolute error

MAE = (Z B |J/ n
t=1
Equation 1

Mean of the absolute percentage error
5



MAPE:(ile‘ IJ/n

t=1

<

Equation 2

Symmetric Mean of the absolute percentage error

SMAPE= ZL /n
=LY, +Y)/2
Equation 3
Mean square error
MSE = [Zefj/n
t=1
Equation 4

Root mean square error

RMSE= \/MSE: \/@/n

Equation 5

Throughout this research, MAPE and SMAPE will be thajor
benchmark to compare the performance of the modélese two are
selected because, in forecasting society suchtdgiat Neural Network
& Computational Intelligence Forecasting CompetitldN3 (Artificial
Neural Network & Computational Intelligence Foreaag Competition
NN3, 2007), these two benchmarks are used to jtidgaccuracy of all

the participants.



1.4 Objective of The Research

The objective of this research is to seek out thetrappropriate
model that can encapsulate the big data in finatioie series analysis
and produce a fruitful result. Like all models wihidepend on the quality
and quantity of the input, big data has a highancle to provide the high
quality and huge quantity of data as more resouwandsthe focus are in
this domain. The notion that knowledge is power tbegun to spread as
whoever left behind will not be able to compete amdntually have to
step out. However, it is not easy for any orgamrato let individuals
master the technique in big data analysis. To cenua with, the
hardware requirement is the first obstacle. In prtdecope with the
computational requirement, a new computer with 12l lsisks each with
4T memory running on an i7-4770 CPU@3.40 GHz RANEB 64-bit
operating system x64-based processor togetheranitiIDIA GeForce
GTX670 2GB graphic card is acquired for this reseaThe computer
speed of this machine is 102.3 Giga FLOPS for CRd 3120,223
GFLOPS for GPU. It is impossible for this reseatohconduct an
experiment on actual big data due to the limitatimin resources.
Accordingly, only a fraction of the big data hasbeselected. Chinese
stock market with high transaction historical retsofrom 2000 to 2013
is employed in this research and the new compsitable to handle this.
Conditional Restricted Boltzmann Machine as on¢hefdeep learning

techniques is used to analyse the data. The fataok price is predicted



and MAPE and SMAPE of the result will be calculatedcompare with
other models which the author has been investigateevious research.
The results in the competition of forecasting iNUMNTE (Lin, Chen, &
Chang, Load Forecasting using Support Vector Mashii\ study on
ENUNITE Competition 2001, 2001) and Neural Netw@&mpetition
NN3 (Artificial Neural Network & Computational Inflegence
Forecasting Competition NN3, 2007), have inspoadresearch to set

the forecasting accuracy to below 2 of the MAPEigal

1.5 Motivation of The Research

The candidate’s original research domain was inufaturing
optimization. The objective was to reduce the idlme in a
manufacturing operation in order to cut cost. Opation and
forecasting are closely related. Classification tie first step in
optimization analysis. Once the problem domainr@apprly classified,
the forecasting technique is required to do theinupétion.
Manufacturing optimization is not an easy task &hd research is
confined to the data available from the manufactuenvironment.
Needless to say, each manufacturing environmenttfiasvn problem
domain and it may not be applicable to other sectds the research hit
to an obstacle that the problem domain data wasmatgh to carry on,
the candidate decided to refocus on the finantis series forecasting

domain.



As the world is relying more and more on forecagtirews
ranging from natural phenomena like an earthquadigse or storm, to
social behaviours like political vote decision atodfinancial market
direction, it has intrigued the candidate to inigsde on what the
theoretical background and techniques in forecgstie. Financial time
series is selected as the new problem domain sibgdguse there are
many electronic data available on the Internet. flWeedomains are very
similar in nature and it would be effortless taster to another domain.
Unlike the previous manufacturing domain which texdi the data
resources to a single industry and in fact regiicd a single enterprise,
financial time series domain has a wider souraatd accessible through
the Internet. In the beginning of this new probléomain research, the
candidate is using only the available financiabdadm the website with
a limited size of data and dimension in order tpeziment with the
prevailing forecasting techniques such as NN, S@ARCH, ARIMA
and wavelet transform. The research and experimentonducted in
MATLAB environment which equips with the proper taan all the
forecasting techniques mentioned above. As highedgional data is
employed at a later stage of this research, tlseaeconstant struggle to
reduce the dimensions of the data by using fea@ghaction method such

as ISoMAP in order to fit the requirement of thesfasting model.

After a few years of research on this path, thedicke has
discovered that financial time series is a very plcated problem
domain. Although it is easy to get a pretty gooktasting result from

one stock in one market using the prevailing teghes, it would be
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ignorant not to consider the other attributes agthe other stocks in the
same market and the effect of other markets towagsticular market.
For example, to forecast the close value of theg-Hseng Index in Hong
Kong market using historical records of the OpeightiLow and Close
values, this simple setup with 4 attributes carueately forecast the
future close value around 0.5 MAPE value on avesg®rding to our
experiments in Chapter 3.2. However, it would Wecdlt for the tools
which we have experienced to handle more attribabteshigh volume
data. Big data is the current hot topic and alnsygry sector of the
industry that involved in digital management mustldwith it. The
message hidden in big data collect either in texnat from online chat
like Twitter or Facebook to high volume transactinrexchange centre
is a treasure waiting to be discovered. In this rexa of a digital
generation, raw data is abundant but useful inftionas getting harder
and harder to find and most people get lost in diggtal fortress. The
demand to get new tools to discover informatiomfioig data is strong.
Inspired by this request, this research attemptdirtd meaningful

information from big data.

1.6 Outline of The Thesis

The problem domain in this research has been gldafined in
Chapter one and the scope of the experiments tess lb&l out. The
complexity to work on big data and the potentialddé of getting useful

10



information in financial time series from the gigardigital fortress has
been briefly depicted too. The various methodolegether from

statistical or from computational intelligence baaund have been
stated based on the current literature review iap@r Two. The purpose
of utilizing these methods is focused in finantiade series forecasting.
In Chapter Three, various models which have beg@ergnced by the
previous researchers relating to financial timeeseanalysis have been
reported. It contains all the experimental resugigg limited dataset and
narrow data dimension. Analysis on the limitatidreach approach has
been specified. It is the path where the candilatebeen guided from
limited datasets to big data. Deep learning methsidg Conditional

Restricted Boltzmann Machine (CRBM) method in thaiature of big

dataset is scrutinized in Chapter Four. The adgenéand disadvantage
of this method have been pointed out. The ultinpgdormance and
comparison of the new method with the previous wdthhave been
analysed in Chapter Five. Finally, the conclusiod future development

are summarized in Chapter Six.
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Chapter 2 Literature Reviews on

Forecasting Methodologies

2.1 Neural Network

NN has been used with success in many areas, terpat
classification (Lai & Liu, A Neural Network and CBBased Model for
Allocating Work in Progress, 2008) (Lai & Liu, WIPReural network
and case base reasoning models for allocating wopkogress, 2012),
pattern recognition (Majumdar, Majumdar, & Sarkan, investigation
on yarn engineering using Artificial Neural Netwsyk006), weather
forecasting (Lee & You, iJade WeatherMan - A Muggat Fuzzy-Neuro
Network Based Weather Prediction System, 2001)a daaining and
knowledge discovery (Lai & Liu, A Neural Network GrCBR-based
Model Sewing Minute Value, 2009) (Hui & Ng, A newmoach for
prediction of sewing performance of fabrics in agbananufacturing
using Artificial Neural Networks, 2006) (Wong, Pietibn of clothing
sensory comfort using Neural Networks and fuzzyidpog002), stock
prices (Lee, Kim, Jang, & Lim, Forecasting ShortfheKOSPI Time
Series Based on NEWFM, 2008) (Wang W. , Zhao, LLi& A Novel
Hybrid Intelligent Model for Financial Time Seri€®recasting and its
Application, 2009), foreign exchange forecasting€l& Liu, iJade Stock

Predictor - An Intelligent Multi-Agent Based Timeer®is Stock
12



Prediction System, 2001) and have shown themstiu@s more accurate

than other Al tools, such as Genetic Algorithms J@Ad Fuzzy Logic.
In the following diagram, a simple Neural Netwoskd 3-layer

structure which consists of input, hidden and outpyers. Basically, it

is a mesh wire of nodes interconnected.

Oj

Figure 2 Schematic Diagram of Neural Network

The above feedforward Neural Network is presentedrder to
compare with the Extreme Learning Machine concepdrion. The
precise description is single hidden layer feedoonetworks (SLFNS)
(Liang, Huang, Saratchandran, & Sundararajan, A Bad Accurate

Online Sequential Learning Algorithm for FeedfordiaNetworks,
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2006)and the following equations define the refahap of the nodes and
the corresponding weight vector.

Output of additive hidden nodes:

G@.h,9=9(@*x+h)

Equation 6

Output of Radial Basis Function hidden nodes:
Ga.0.9 =90 |Ix+al)
Equation 7

The output function of SLFNSs is:

fL (=Y BG(@.b,.x

,5: Output weight vector connecting th&hidden node and the output

nodes

Equation 8

2.2 Support Vector Machine and Least Square

Support Vector Machine

Support Vector Machine (SVM) has been used in nmaaghine
learning tasks such as pattern recognition, olgjastsification, and with
regression analysis in time series prediction ipddut Vector Regression,
or SVR, a methodology in which a function is estiatbusing observed
data which in turn is used to train the SVM (Vapri@olowich, & Smola,

Support Vector method for function approximationegnession
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estimation, and signal processing, 1997). It diffeom traditional time
series prediction methodologies in that there ismamlel in the strict
sense — the data drives the prediction (Burgesutorial on Support
Vector Machines for Pattern Recognition, 2005). Ijideheff, Trafalis,
& Raman, From Support Vector Machine learning w® determination
of the minimum enclosing zone, 2002) used SVR tterd@ne the
minimum enclosing zone and (Fernandex, Irma, ZanpaBtelios, &
Walczak, Knowledge discovery techniques for prédlictcountry
investment risk, 2002) used SVR to predict investhmisk in a country.
In (Lv & Zhang, Application of least squares sugpactor machine in
futures price forecasting, 2011), the future prictorecasted using least
squares support vector machines. The contract or€estock index
futures were forecasted in (Yang, Su, Zhou, & Hap@®rt Vector
Mchine Based Forecasting of the Contract Pric&dtack Index Futures,
2011) using support vector machine-based foreaastodel. The freight
volume is forecasting using a hybrid model of suppector machine
and least squares vector machines (Wang, Zhadgh,2011).

SVR has been used in long-term stock market fetewa (Pasila,
Ronni, & Wijaya, Long-term Forecasting in Financkiock Market
using accelerated LMA on Neuro-Fuzzy structure additional Fuzzy
C-Means Clustering for optimizing the GMFs, 2008¢d an accelerated
Levenberg-Marquardt algorithm to predict the stowkket series of the
Jakarta Stock Indices over 10 months, achievindgRRISE of 1.96%.
(Bao, Lu, & Zhang, Forecasting Stock Price by S\Ré&gression, 2004)

applied SVR to forecast the price trend for a s€n@hinese stock.
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(Mitsdorffler & Diederich, Prediction of First-DaRReturns of Initial
Public Offering in the US Stock Market using ruigration from Support
Vector Machines, 2008) used SVR to predict the tesy returns of US
stock market IPOs, but found to be accurate in @886 of cases. (Zhai,
Hsu, & Halgamuge, Combining News and Technicaldattirs in Daily
Stock Price Trends Prediction, 2007) claimed aipoyer two months
using a methodology that combined news and techindigators. Huang
et al (Huang, Nakamori, & Wang, Forecasting Stoekkat movement
direction with Support Vector Machine, 2004) us&RSo forecast the
direction of stock movements which was correct 78f4the time.
(Sivakumar & Mohandas, Modeling and Predicting BtReturns using
the ARFIMA-FIGARCH a case study on Indian stock aja2009)
reported the use of SVR in financial time seriesdpotion over a 5-day
forecasting horizon.

The following is a brief description of the bookdo &
Christmann, Support Vector Machine, 2008) SVRniamlinear function
estimation such as the financial time series. énghimal weight space,
the model takes the form

f(X)=cJ (X +b

Equation 9

With the given training da@&,yk}szlandqg () © R" - R"™a mapping to
a high dimensional feature space which can beitafsimensional and
is only implicitly defined. Note that in this nongar case the vectar
can also become infinite dimensional. The optim@aproblem in the

primal weight space becomes
16



3@ €)= 300 O (6 +6)

subject to:
Vi — @' @(x)-b<e+ & k=1, ..N
W' P(x)+b-y, <e+&, k=1,..N
&é 20 k=1, .., N,

Equation 10

Applying the Lagrangian and conditions for optirhglithe

following is the dual problem

maxJ, (a,a’) =
a.a

1 N * * N * N *
_EZ(ak —a)(a, —a, )K(Xk’XI)_‘gZ(ak +ak)+zyk(ak —ay)
k=1 k=1 k=1
Such that:

N *
Z(ak_ak)zo
k=1

a,.,a, 0][0,c]
Equation 11

Here the kernel trick has been appliedith

K(% %) =@(%) P(X)for k, 1 = 1,...,N. The dual representation of the

model becomes

f(0 = (@, - @)K (%) +b

Equation 12
Consider the following Vapnik’s-insensitive loss function
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0, ity-f «)<e

- f =
Lo (y (X)) {L(y_f(x))—g otherwise

Equation 13

Equation 13 is a convex cost functidrere L(.) is convex.

Primal problem

N
min, 2w w+ CY (L) + Lek)
k=1

w,b,e .

subjectto Yk _WT¢(Xk) —b<e+ Ex
W p(x) +b-y, S £+e,

EL€ 20
Equation 14

where €k,€,: are slack variables. Heref is mapped to a higher

dimensional space by the functiprandéi is the upper training errofi{
is the lower) subject to the-insensitive tubg, _ 74 x,)-bi<e- The
parameters which control the regression qualitytlaeecost of error C,
the width of the tube, and the mapping functign

The constraints imply that we should put mosagan the tube
Iy, -wg(x,) - b £ - fXis notin the tube, there is an ergpor & which
we must minimize the objective function SVR to aander-fitting or

over-fitting of the training data by minimizing the&aining error

Ci(L(gk) +L(c)) as well as the regularization tedww.
2

k=1

The Lagrangian for this problem is
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L(wb,e.e a0 nn )= %wTaH

N N
e (LE)+LEN) = D ol + &= Vi & o) + B -

k=1 k=1
N N
* * T * %

Zak(f““fk +Y—w @fX) - b —Z(ﬂkfk““ﬂ €0
k=1 k=1
Equation 15
With Lagrange muItipIier%,U;ﬂkﬂi 20 fork=1,...,N.
Dual problem

max Jp@.a 717 )

a,a nJgg

N *
subject to Z (ak B ak) =0

k=1

cL'(e,)-a,-n, =0, k=1,..N

cL'(g,)—a, -n, =0, «=1,...N

a,,a N 20, k=1,...N.
Equation 16

Equation 10 to Equation 12 are the SVM for lin&arction
estimation mathematical expression. Equation 1Bdgwation 16 are the
SVM for nonlinear function estimation mathematiegpression.

LSSVM regression (Suyken, et al.,, 2002) is clogelated to
regularization networks, Gaussian processes ancbdeping kernel
Hilbert spaces but with emphasis on primal-duagnmtetations in the
context of constrained optimization problems. Itaktively a new tool,
there is very little research in financial fore@agtusing LSSVM such as

(Gen & Ma, Least Squares Support Vector RegresBemsed CARRX
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Model for Stock Index Volatility Forecasting, 2008pestel, et al.,
Financial Time Series Prediction using Least Squ&wepport Vector
Machines within the Evidence Framework, 2001) (Sk#@mang, & Ma,
Stock Return Forecast with LS-SVM and Particle Swv@ptimization,
2009) (Zhang & Shen, Stock Yield Forecast basedL8ASVM in
Bayesian inference, 2009).

The following is a brief description of LSSVM meciism on

regression problems by the book (Ingo & Christma®upport Vector

Machine, 2008). Given a training da{t&(,yk}szl, we can formulate the

following optimization problem in the primal weighpace

N
; — T 2
minJ, (w,e) = 3 aJ+C%kZ{ek

such that y=w' g(xK)+b+ &, k=1,...,N

Equation 17

Equation 17 is modified here at two points compgrivith
Equation (10). First, instead of inequality conistis, one takes equality
constraints where the valugat the left hand side is rather considered as
a target value than a threshold value. Upon thigetavalue, an error
variableex is allowed such that misclassifications can bertikd in the

case of overlapping distributions. These erroralaés play a similar role

as the slack variabl€s in SVR. Secondly, a squared loss functﬁris

taken for this error variable. These modificationié greatly simplify the
problem which has been demonstrated in the boao (& Christmann,

Support Vector Machine, 2008).
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2.3 Wavelet Transform

The wavelet transform (WT) has been found to béiquaarly
useful for analysing signals which can best be rilesd as aperiodic,
noisy, intermittent and transient (Addison, Theudtrated Wavelet
Transform Handbook, 2002). It really began in thé-&®80s where they
were developed to interrogate seismic signals.appdication of wavelet
transform analysis in science and engineeringydafan to take off at
the beginning of the 1990s. WT and Fourier tramsfdFT) are very
similar in nature especially FT has been arouncksihe 1800s (Crowley,
A guide to wavelets for economists, 2007). FT idtlftom sine and
cosine functions which are periodic waves that iooiet forever. This
approach is only good for signals that have tingependent wave-like
features, signals which have more localized feattoewhich sines and
cosines do not model very well. WT is a differeet of building blocks
to model these types of signals (Boggess & NardowAcfirst course in
wavelets with fourier analysis, 2009). WT will ested if it can improve
the forecasting accuracy of financial time seridgcv by definition is
not with time-independent wave-like features. BagedZhou & Tian,
Predicting Corporate Financial Distress based omgRoSets and
Wavelet Support Vector Machine, 2007) work, we hdegeloped an
algorithm that combines SVM and WT to perform testt Wavelet is a
mathematical function used to divide a given fumtr continuous-time
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signal into different scale components. A wavelansform is the
representation of a function by wavelets. The wetgehre scaled and
translated copies (known as “daughter waveletsa dinite-length or
fast-decaying oscillating waveform (known as “mathavelet”). It is
widely applicable to time series analysis. In (RalLu, Financial Time
Series Forecasting using a Compound Model Based/avelet Frame
and Support Vector Regression, 2008), multi-resmhudiscrete wavelet
transforms combining with SVR technique was appti@dorecast the
opening cash index of Nikkei 225 with MAPE valueDa@1 which is a
very good result. (Rua, A wavelet approach for daciugmented
forecasting, 2010) predicted GDP growth one- ammdqwarter-ahead of
Germany, France, Italy and Spain using multi-resahudiscrete wavelet
transforms. The best mean squared error was 658r belative to the
autoregressive benchmark in Spain but it was 10%stwim Italy.
However, GDP growth cannot be compared with tharfaral index as
the latter is more volatile.

DWT is any wavelet transform for which the waveletse
discretely sampled. It was invented by the Hungan@athematician
Alfred Haar. The most commonly used set of DWT Vasulated by
the Belgian mathematician Ingrid Daubechies in 18B&h is one of the
methods considered in this research. This formarat based on the use
of recurrence relations to generate progressivegy tliscrete samplings
of an implicit mother wavelet function; each redmn is twice that of
the previous scale. There are a number of famitie®aubechies and

Haar is the first one. Daubechies wavelets are@symmetric, in order
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to improve symmetry while retaining simplicity, O@echies proposed
Symmlets as a modification to her original wave(atso symmlets). The
Daubechies and Symmlets wavelets are employedmémes research.
(Rua, A wavelet approach for factor-augmented fastng, 2010)
described the conventional factor model, and tha-danerating process
of each variable is the sum of two components:rapoment associated
with factors common to all series and an idiosyticraerm. The
underlying idea is that one can summarize the larigemation set into
a small number of variables, the common factorschvhetain the main
features. Wavelet multi-resolution analysis alloovee to decompose a
time series into a low-frequency base scale ankenifrequency scales.
A more detailed description on wavelet multi-resiol can be found on
(Bjorn & Wim, An Overview of Wavelet Based Multi@sition
Analyses , 2010). Those frequency components canarmdysed
individually or compared across variables. Firsttyme series are
decomposed to orthogonal components of differequencies. Then,
each time scale uses a model to fit in. Finallg tverall forecast is
obtained by recombining the components. (Rua, Aela\approach for
factor-augmented forecasting, 2010) only used Sywhwavelet at level
4. Here, we used Symmlet wavelet functions withffa@ents from 2 to
8 and Daubechies wavelet function coefficients fradmto 20 for
comparison. The selections of such coefficientsbased on the work
(Kong, Wong, Lee, & Liu, Fuzz- IEEE, 2009). The hpgtion of wavelet
methodology in Financial Time Series Forecastingl$® rare such as

(Zhou & Tian, Predicting Corporate Financial Disséased on Rough
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Sets and Wavelet Support Vector Machine, 2007) iansl always a
combination with the other forecasting techniqueshsas rough set,
support vector machine or neural network.

The discrete wavelet transform (DWT) can be writisn

Ton = [ XO@ (Dt
Equation 18

where the integemn andn control the wavelet dilation and translation

respectively. By choosing an orthonormal Wavelesﬁs*.)aﬂmn(t), we can

reconstruct the original signal in terms of the m]aVcoefficientsTmn,

using the inverse discrete wavelet transform devd:

x=Y ST lon®

Equation 19

The orthonormal discrete wavelets are associatéld sdaling

functions and their dilation equations as follows:

Brn =272 P27t — 1)
Equation 20

They have the property

J._Z Do (Hdt=1

Equation 21
The scaling function can be convolved with the alda produce

approximation coefficients as follows:
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S = [ X(O)@, (Dt
Equation 22
We can represent a signal x(t) with a combinedesegkpansion

using both the approximation coefficients and tlawelet coefficients as

follows:

© my ©
X(t) = z S%,n¢%,n(t) + z sz,nwm,n(t)
Equation 23

2.4 ARIMA and GARCH

The only useful function of a statistician has belkfined by
William Edward Deming to make predictions (1900-3p9
Autoregressive Integrated Moving Average (ARIMA) aeb or Box-
Jenkins model has been the golden standard ingti@diwith strong
statistical background. Despite the glory of tHeIMA model is not as
shine as it used to be, this is still a very imaottmodel which this
research must compare to.

The following description of ARIMA model is based the work
of (Asteriou & Hall, ARIMA Models and the Box—Jemisi Methodology,
2011). ARIMA(p,d,q) is the general form but moshdi series in practice

do not exceed 2. Consider the following ARIMA(1)1,1
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(-4Bx = (1-6B),
Equation 24

Which simplifies to
X =Q+g)Xa —¢X, & —6,
Equation 25

And ARIMA(2,1,0) process

(L+@B -@B)X =¢
Equation 26

Which can be written as

X =X (X X)) TH(Xo —%s) T
Equation 27

If an autoregressive moving average model (ARMé&dsl) is
assumed for the error variance, the model is a @eAaitoregressive
Conditional Heteroskedasticity (GARCH, Bollersle986) (Bollerslev,
Glossary to ARCH (GARCH), 2007) model. ARIMA modai Box-
Jenkins model (Box & Jenkins, Time Series AnalyBistecasting and
Control, 1970) is a standard textbook materiatmn®metrics and finance
for many years. There are many families of GARCHdascribed in
(Hentschel, Nesting symmetric and asymmetric GARGsotlels, 1997)
and its application is throughout the financiatilnses. GARCH models
are designed to capture certain characteristicté #na commonly
associated with financial time series such asaild, tvolatility clustering
leverage effects. One branch of GARCH called Ngasldescribed in

(Posedel, Analysis of the exchange rate and pritimgign currency
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options on the Coration market : The NGARCH modslsn alternative
to the Black-Scholes model, 2006) is an alternaapproach to the
famous Black Scholes Model. ARFIMA-FIGARCH from y8kumar &
Mohandas, Modeling and Predicting Stock Returnsgutie ARFIMA-
FIGARCH a case study on Indian stock data, 200&t)¢buld predict the
Indian Stock Data during the period 3 July, 1990 8cSeptember 2009
accurately. In the paper by (Huang & Wu, Wavelesd&h Relevance
Vector Machines for Stock Index Forecasting, 20B3RCH prediction
on NK225 has the RMSE value of 0.2013 while thathefpure SVM is
0.1820 and the best RMSE value from Wavelet-basékll i 0.0202
while the pure SVM value is 0.182.

The following description of GARCH model is basettbe work
by (Engle, GARCH 101: The Use of ARCH/GARCH Model#Applied
Econometric, 2011).The GARCH(p,q) model (where {hésorder of the

GARCH terms and q is the order of the ARCH terrag)iven by
2 2 2 2 2 1 2 S 2
g =a,ta &, t+. 10 & +Bo "'+l[;p0-t—p =dy +zai Eo t zlgiat—i
i=1 i=1

Equation 28
2.5 Chart Pattern Matching

Chart patterns are the earliest and still a veryutar tool for
technical analysis. Yet, how to identify and diseothe chart pattern is
the most subjective part of this body of knowledbee skill to identify
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chart pattern is the part that most students aed evofessionals have
problems mastering. Sometimes, that it is refea®a@n art rather than
science. There are 53 patterns according to th& booyclopaedia of
stock patterns (Bulkowski, Encyclopedia of Charttéas, 2005) but
only 7 patterns have been selected for study duleetdéimitation of the
resources. They are No. 2 Broadening FormationghtFingled and
Ascending, No. 3 Broadening Formations, Right-Adgiad Descending,
No. 24 Head-and-Shoulders Bottoms, No. 26 HeadSivallders Tops,
No. 47 Triangles, Ascending, No. 48 Triangles, [@esiing, No. 49
Triangles, Symmetrical, please refer to Figurer3tieir shape. These 7
patterns can be classified into 2 categories hware triangles and head
and shoulder. It is rather difficult to classifywimonany categories in the
53 patterns from the literature but these 2 arertbst common. They are
chosen because the frequency of appearance irsénes is very high.
The identification guidelines are provided in Apden Chart reading
takes a bit of intuition and observation. It iskdl4¢o be developed and
honed with experience. Algorithms have been wriitelan attempt to
spot the above 7 patterns from 90 different Hongndequities. The
results are quite promising as it will be explainedChapter 3 Section
3.4. In the following Figure 3, 7 patterns haverbselected from the

book (Bulkowski, Encyclopedia of Chart Pattern)20
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Figure 3 Seven Chart Patterns Easily Identified

2.6 Black-Scholes Formula

The following is the Black-Scholes pricing modeligrhis based
on (Chance, Derivation and interpretation of thedRtScholes-Merton

Model, 2011)

d$= 1&dt+ BV

Equation 29

where W, is a standard Brownian motion. It is assumed ihtatrest

rates are constant. C(S,T) denotes (stock pricee jof the call option
and time) the value of a call option at time t.

By Ito’s lemma
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Equation 30
Now consider a self-financing tradgtigategy where at each time

t we hold X, units of the cash account afl units of the stock. Then
P the time 0 value of the trading strategy satisfies

R=xB+Y3

Equation 31

Equation 31, B represents a certain amount of money put in a

bank,S represents a certain amount of money to buy stdtkh is a
representation of an option. We can choasendy: in such a way that

the strategy replicates the value of the optione ®elf-financing

assumption implies that
dP=xdB+ yd$

Equation 32

dP=rxBdt+y (£Sdt+oIV)
dP=(rxB +y8)dt+yo3W

Equation 33
Rewriting terms. We can equate terms in EquatiorwBb the

corresponding terms in Equation 32 to obtain

_acC
Ye = 39S
Equation 34
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C 1 ,.,0C

XB=g 127 o

Equation 35

P is the amount of money before replication shdaaddhe same
as the call option. If we set PO = CO then it nhesthe case that Pt = Ct
for all t since C and P have the same dynamicss Thitrue by
construction after we equate terms in Equation 80 thie corresponding
term in Equation 33.

We get the Black-Scholes PDE by substituting Equma80 into

Equation 35 to get:

1,0C 1 ,.,0°C oC
C==(—+=0S —)+S—

r(at 2 3 OSZ) S[6t
Equation 36

oC oC 1 ,.,0C
S—+—+-0F — -rC=0
a68 ot 2 SGSZ
Equation 37

In order to solve the partial differential Equati®®, the
following original formula is copied from the book (Bodie, Kane, &

Marcus, Investments, 2005).
G =SN(d) - XeTN(d,)

_Ln(S,/X)+(r+o” /2T

d
1 0_\/?

d,=d,~oT
Q): Current call option value

S= Current stock price
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N(d) = The probability that a random draw from anstard normal
distribution will be less than d.
X = Exercise price
r = Risk-free interest rate (the annualized cordusly compounded
rate on a safe asset the same maturity as theatiwpiof the option,
which is to be distinguished from rf, the discrpégiod interest rate.)
T = Time to maturity of option, in years
o = Standard deviation of the annualized continuoasmpounded
rate of return of the stock.
Equation 38
It is quite complicated to develop Black-Sholesriata but the
fundamental concept is still normal distributiorheTimpact of such
assumption has a serious impact on stock foregastinhas been
discovered by Lévy that stock price movement isatetlys normal but

Lévy distribution.

2.7 Extreme Learning Machine

Sequential learning algorithm for single hidderelefeedforward
network (SLFN) as pefFigure 2 is the backbone of Extreme Learning
Machine (ELM) (Huang, Chen, & Siew, Universal Appirmation Using
Incremental Constructive Feedforward Networks viRdndom Hidden

Nodes, 2006). The following equations outline trgoncharacteristic of
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the algorithm. The following description on ELM lissed on (Huang,
Zhu, & Siew, Extreme learning machine: theory appligations, 2006).

Output function of “generalized” SLFNs
L
fL(9=> BG(.h.x)
i=1

Equation 39
The hidden layer output function (hidden layer magp
h(x) =[G (a,,b;, X),..., G(a_,b., X)]
Equation 40
The output functions of hidden nodes can be bunhatdimited

to:

Sigmoid: G(a,h,X)=9(a *x+h)

Equation 41
rep: C@:0:%=09(@ [1x-a1l)

Equation 42

Here is the new learning theory — learning withterative tuning:
Given any non-constant piecewise continuous funagipif continuous
target function F(x) can be approximated by SLFN# vadjustable
hidden nodes g, then the hidden node parametsiscbfSLFNs needn’t
be tuned (Huang, Chen, & Siew, Universal ApproxioratUsing
Incremental Constructive Feedforward Networks viRémdom Hidden
Nodes, 2006). There are two advantages. The ficstes the existence
of the networks and the learning solutions. Theosdds these hidden
node parameters can be randomly generated witheukriowledge of

the training data. As a result, ELM is a very a#fit algorithm as it does
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not rely on the iterative tuning of the parametershe hidden nodes,
compared with the NN or SVR algorithm it requiregry less
computational power. This latest forecasting teghei has many
applications such as (Cao, Lin, & Huang, Self-AdaptEvolutionary
Extreme Learning Machine, 2012) and it has attchotany researchers
to conduct new experiments. NN has lost its morfarduite sometimes
and many conferences and journals have lost isdst using NN. But
this ELM has revived NN and provides a new perspedor the NN

researchers to redefine the role and structureeotlassical NN.

2.8 Conditional Restricted Boltzmann Machine

Entia non sunt multiplicanda praeter necessitatemtitfes should

not be multiplied beyond necessity) by William ofkbam (1288-1348)
is a famous statistical remark on the dimensiodaté that is necessary
to do forecasting. Is the dimension a curse or sbi@® When
computational ability is weak, feature extractiogogithm like ISOmap
is employed to reduce the dimension in order tadleathe complexity.
As computational power is growing stronger, the endimensions are
input to search for better results. Today, the @ap era has come and
demands for new algorithm to work with the gigant@lume of data
which is unprecedented in the short history of cot@pscience. One of
the prevailing algorithms is Boltzmann machine (Mi.arochelle, &

Hinton, Conditional Restricted Boltzmann Machinew fStructured
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Output Prediction, 2010)which is basically an egdygsed algorithm. It
uses energies concept to define probabilities @hidden nodes similar
to the diagram as depicted in the neural netwohe fmode with more
information or strong connection has low energy levinthers will be
assigned with high energy. The probability of timalf configuration over
both visible and hidden units depends on the en@fgyhat joint
configuration compared with the energy of all otjeént configurations.
The Restricted Boltzmann Machine (RBM) has one édénd one
visible layer with only interlayer connections. Batayer is trained
independently without any reference to the secagdrland the weight
vector is updated with another layer after it hagrbtrained. Deep
learning is the result of training multiple layeo$ networks and it
involves normally 6 to 15 layers by definition. peRoltzmann Machine
(DBM) is a type of binary pairwise Markov Randoneléi with multiple
layers of hidden random variables. In the paper beier Way to Pre-
train Deep Boltzmann Machines by (Salakhutdinov &tbh, A Better
Way to Pretrain Deep Boltzmann Machines, 2010),aimtors applied
the DBM to train the MNIST and NORB image dataseisd
demonstrated that the new pre-training algorithm learn much better
than generative models. It is the frequently uskgbrahm in deep
learning research. RBMs have primarily been usedidarning new
representations or classification of data while GRB generally used in

prediction area.
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Figure 4 Restricted Boltzmann Machine

In Figure 4 m and n are the number of visible aitdlédn units
while weight w is assigned to each connect unit pair Iy and every
unit has an associated bias tefrarad b for vi and hrespectively. RBM
is an undirected graphical model that defines daivdity distribution
over a vector v and h as depicted in the abovealiag
The following description on the RBM is based om definition of a joint

probability over v and h in RBM as follows
p(v,h) =expE(v,h))/Z,
Equation 43

The energy function of a given joint configurati@nh) is defined

as
E(v,h) =~'Wh-v'b' -h'l"

Equation 44
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To obtain p(v) one simply marginalizes out h frdm joint

distribution:

pv) = Y expEE(v,h)/ Z = expEF(v)/ Z

Equation 45
F(v) is called the free energy and can be computéidhe linear

in the number of elements in v and h:

F(v) =-log) exptE(v;,h)
F(v)=-v'b' - z log@+expp;’ +v'W,))

Equation 46
RBMs have generally been trained using gradientetgsn

negative log-likelihood KO) for some set of training vectors V.

log p(v) = logexp-F (v)) —log ) expEF (v )

Differentiating—(0)

0-1(8) _0F(vV) < OF(V) .
00 96 2 00 pv)

\%

Equation 47
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Figure 5 Schematic Diagram for Restricted Boltzmifathine

Figure 5 is extracted from the paper, page 2 ofifiMrarochelle,
& Hinton, 2011). RBMs have generally been trainesing gradient
descent in negative log-likelihoodl (g) for some set of training vectors

V with the following definition

logP(v) =logexpEF(v)) - IogZexp(—F v,))

Equation 48
And differentiating-1(8) with respect to some parameégrwe

get the gradient

-1 _ aF(v) aF(v)
6 Z P(v)

Equation 49

RBM and CRBM can be compared with the following &tpns
E(v,hu) =" W"-v'b’ —u"W"v-u'W"h-h'b"
Equation 50

With the associated free energy

F(v,u) =-log> exptE(v,hu))

38



== "log@L+expp; +vV'W" +u'W"™)) -v'b" —u'W"v
j

Equation 51
The CRBM model defines the following probabilitysttibution:

expEF (v,u))
Zexp(—F (v ,u))

p(v|u) =

Equation 52
The gradient of the negative log conditional likelod for a

CRBM is given by

a-1(8) _ 6F(v|u) aF(v u)
30 VZ p(v |u)

Equation 53
Here, CRBM models the distribution p(v|u) by usamgRBM to
model v and using u to dynamically determine thesés or weights of

the RBM.
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Chapter 3 Analysis on Existing Methods

and Limitations

3.1 The Accuracy of Three Different Stock

Forecasting Models

3.1.1 Introduction

NNs and SVMs are both standard, mature machinenifegr
approaches with applications in prediction basedimes series data.
They are well known to handle non-linear predictiiata such as stock
forecasting. NNs have been used with success terpatlassification
and recognition, weather forecasting, data minimgl &knowledge
discovery, and in time series prediction tasks saghinancial market
prediction of stock prices and foreign exchangedasting. Lee iJade
Stock Predictor (Lee & Liu, iJade Stock Predictém-Intelligent Multi-
Agent Based Time Sereis Stock Prediction Systen®l@2hd iJade
WeatherMan (Lee & You, iJade WeatherMan - A Muléiag Fuzzy-
Neuro Network Based Weather Prediction System, PGO& good
examples exploring the use of agent technologyeatifitial intelligence

techniques. They have shown themselves to be nooteate than other
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Al tools, such as Genetic Algorithms and Fuzzy kcogivang & Li, A
Novel Nonlinear RBF Neural Network Ensemble Modal Financial
Time Series Forecasting, 2009) have demonstraggdat single RBF-
NN model prediction on S&P500 NMSE value is 0.23@8le thev—
SVMR model NMSE value is 0.0670. In our experiméitl model has
advantages in long-term forecast during the Velgieriod.

SVR has been used in long-term stock market fotexpgPasila,
Ronni, & Wijaya, Long-term Forecasting in Financiiock Market
using accelerated LMA on Neuro-Fuzzy structure additional Fuzzy
C-Means Clustering for optimizing the GMFs, 2008¢d an accelerated
Levenberg-Marquardt algorithm to predict the stotkket series of the
Jakarta Stock Indices over 10 months, achievindgRRISE of 1.96%.
(Bao, Lu, & Zhang, Forecasting Stock Price by S\Ré&gression, 2004)
applied SVR to forecast the price trend for a s€n@hinese stock.
(Mitsdorffler & Diederich, Prediction of First-DaRReturns of Initial
Public Offering in the US Stock Market using ruigration from Support
Vector Machines, 2008) used SVR to predict the tesy returns of US
stock market IPOs, but found to be accurate in @8B6 of cases. (Zhai,
Hsu, & Halgamuge, Combining News and Technicaldattirs in Daily
Stock Price Trends Prediction, 2007) claimed aipoyer two months
using a methodology that combined news and techindigators. Huang
et al (Huang, Nakamori, & Wang, Forecasting Stockkat movement
direction with Support Vector Machine, 2004) us&RSo forecast the
direction of stock movements which was correct 78ftthe time.

(Sivakumar & Mohandas, Modeling and Predicting 8tReturns using
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the ARFIMA-FIGARCH a case study on Indian stock aja2009)
reported the use of SVR in financial time seriesdption over a 5-day
forecasting horizon.

The performances of GARCH, NN and SVM in stock @ric
prediction on the Dow Jones Industrial Average in(®J) based on 30
stocks, Hang Seng Index (HSI) based on 50 stockk Stmanghai
Composite based on 1038 stocks over a 5-day andapZhorizon
respectively are thoroughly examined in this sectibis inspired by the
work of (Bao, Lu, & Zhang, Forecasting Stock Pribg SVMs
Regression, 2004) and Lin et al (Lin, Chen, & Chdraad Forecasting
using Support Vector Machines: A study on ENUNITBEn@etition
2001, 2001) who both applied SVM technique in stecid power
consumption prediction respectively. We carriedexygteriments in SVR
using the software system from (Lin & Chang, LIBSYR001), and that

NN & GARCH using standard MATLAB command.

3.1.2 Empirical Modeling

The objective is to investigate different meangdicting the
5-day and 22-day horizons of the 3 indices marlaties given their
historical values. The historical data of the 3 ket from years 2002 to
2007 were downloaded from the Yahoo financial wiebsiThey are
organized in four datasets. The first two sets;esponding to year 2006

and years 2002 to 2006 are used to predict therlBatnealues for January
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of year 2007. The third and fourth sets, correspantb year 2007 and
years 2003 to 2007 are used to predict the 3 magtee for January of
year 2006. It has been mentioned in the early@edhat these 3 models
are mature ones in literature but it has not beeaméed under an
extreme situation such as the financial tsunamie Thndidate has

explored different parameters in the 3 models &k seit the best output.
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Table | Three Stock Indices Volatility Range andefage

2006 2002 to 2006 2007 2003 to 2007

Dow Jones Max 46.522 72.977 | 131.386 131.729
Min -29.196 -36.009 | -31.669 -36.009

Average 0.661 1.000 6.167 1.829

Hang Seng Max 83.889 83.889 | 111.539 111.539
Min -34.028 -34.855 | -35.116 -35.116

Average 3.057 1.475 5.891 3.170

Shanghai Max 107.728 113.068 | 124.091 124.091
Min -30.911 -46.634 | -48.695 -48.695

Average 7.897 2.920 3.848 3.814

Table Il Three Stock Indices Kurtosis and Skewness

2006 2002 to 2006 2007 2003 to 2007
Dow Jones Kurtosis 2.821 2.360 2.710 2.080
Hang Seng Kurtosis 2.333 2.254 4.042 2.198
Shanghai Kurtosis 5.273 3.428 5.092 1.742
Dow Jones Skewness -0.387 0.763 0.289 -0.308
Hang Seng Skewness 0.326 0.612 1.092 0.774
Shanghai Skewness 0.766 0.741 1.830 -0.016

The above figures are from the high and low vabfdéke relative
datasets and MATLAB command “chaikvolat” was usedalculate on
10-period exponential moving average and 10-petifierence volatility
value. Despite the fact that the command “chaikVagaa standard tool,
the value of volatility obtained from such commasdtill important to
analyse the relationship between the volatility #mel predicted result.
As the 4 datasets have different records, it isossble to put all of them
in the same scale along the horizontal and verigak. The volatility
value as depicted in Table | is a fair comparisorafl these datasets. The
average volatility value in Figure 6 for 2006 i83.and the individual
index is DJ 0.66, HSI 3.06 and SH 7.9. The averxedatility value in
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Figure 7 is 5.3 for 2007 and the individual indexdJ 6.17, HSI 5.9
and SH 3.85. The maximum and minimum volatilitygann Figure 6 is
141.76 and in Figure 7 is 180.08. It can be coreglitiat the 2007 dataset
is more volatile than 2006. The average volatV&yue in Figure 8 for
2002 to 2006 is 1.8 and the individual index is10J, HSI 1.47 and SH
2.29. The average volatility value in Figure 9 i842for 2003 to 2007 8
and the individual index is DJ 1.83, HSI 3.17 ahti381. The maximum
and minimum volatility range in Figure 8 is 159.[dain Figure 9 is
180.42. It can be concluded that the 2003 to 20ffasets are more
volatile than 2002 to 2006 datasets.

The short-term forecasting goal in this work is gredict a
window of 5-day closing values for the first 5 tiragl days of January
2007 and January 2008 respectively. The long-terechsting goal is to
make prediction for a window of 22-day closing \eduor the first 22

trading days of January 2007 and January 2008.

3.1.3 Experiments and Results

The following describes three experiments using MATLAB

programming with scripts written by the candiddweGARCH model, 3
different Variance Models are provided in the MATBAoftware which
iIs GARCH, EGARCH and GJR. The best results arectadefrom each
model to compare with NN and SVR model. In NN modeére are 4

different types of networks provided in the MATLABftware which are
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RBE, RB, GRNN and PNN. Please refer to the MATLABmal for
the details of the Variance Models in GARCH andeddnt types of

networks in NN. In SVR model, standard RBF kersdaialected.

3.1.3.1 Experiments on GARCH

The stock prices are transformed from prices tornstso that it
can produce a stationary time series. This prodsssimilar to
normalization which can limit the data volatilitytdo a narrow range. It is
a technique to fit the datasets into the GARCH rhatfe performed the
GARCH experiment in MATLAB software and selecteé BGARCH
model whichhas additional leverage terms to capture asymrmiatry
volatility clustering. As the dataset is from firwgal tsunami period, thus
asymmetry in volatility clustering is assumed. Ttker families of the

GARCH model performance are not as good as EGARCH.
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Table Il Prediction Result of GARCH Model

Market Horizon Model Kurtosis| SkewnessVolatility | MAPE5 | MAPE22
Dow Jones 2002-2006 EGARC 2.360 0.763 1.00 1.447 4.458
2006 EGARCH 2.821 -0.387 0.66 1.280 4.063

2003-2007 EGARCH 2.080 -0.308 1.83 6.369 19.082

2007 EGARCH 2.710 0.289 6.17 6.790 21.993

Hang Sang 2002-2006 EGARC 2.254 0.612 1.47 2.054 9.914
2006 EGARCH 2.333 0.326 3.06 1.825 9.180

2003-2007 EGARCH 2.198 0.774 3.17 6.605 28.620

2007 EGARCH 4.042 1.092 5.90 7.317 34.864

Shanghai 2002-2006 EGARC 3.428 0.741 2.92 2.404 13.640
2006 EGARCH 5.273 0.766 7.90 1.330 10.556

2003-2007 EGARCH 1.742 -0.016 3.81 2.977 25.241

2007 EGARCH 5.092 1.830 3.83 4.943 36.428

Average value of 3 markets on MAPES5 and MAPEZpeetively 3.779 18.170
Average value of 3 markets on MAPES5 and MAPE23 10.974

The data set of 2006 is used for short term fotewdl 2007 5-

day forecasting horizon (MAPES the forecasting lt¢suhile the data set
of 2002 to 2006 is used for 2007 5-day forecasizbar Both target the
same 5-day forecasting horizon while the formeyanputs 1 year of
historical values but the latter involves 5 yedraputs. It is the same
principle for data set 2007 and 2003 to 2007. Hason to pick 5-day
forecasting horizon is that it is the number ofling days in 1 week. On
the other hand, the long-term forecast is 22-dayzbpn and MAPE22 is
the forecasting result. Again, the reason to pi@kday forecasting
horizon is because the number of trading daysmmoath is roughly 22
days. In financial time series forecasting, weektyl monthly forecasts
give a general forecasting pattern.
The lowest MAPES value is 1.280 from Dow Jones raausing

2006 data set. It is the same for the lowest MAP&ERGe which is 4.063
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also from Dow Jones market using 2006 data ses.i$ltonsistent with
the lowest volatility value in Dow Jones 2006 datasn general, the
higher the volatility value, the higher the MAPBHuw& Also, the group
volatility value average in years 2006 of the 3 kets is 3.87 while the
average MAPE value is 4.71. The group volatilitjuesaverage in years
2007 of the 3 markets is 5.3 while the average MARIEe is 18.72. The
group volatility value average in years 2002 to@00the 3 markets is
1.8 while the average MAPE value is 5.65. The grealatility value
average in years 2003 to 2007 of the 3 market®9& ®Rhile the average
MAPE value is 14.82. The co-relationship of volgtilvalue and the
MAPE value is quite obvious. However, the overadlult of the GARCH
model which takes the average of all the resulfable 11l is 10.974.
Compared to the best 1.280 from the lowest MAPES, ot ideal at all,
The GARCH model is a famous mean reverting foréogshodel and it
is designed to handle linear time series. But theaBkets are definitely
not linear which could explain why its predictiagsult is not up to the
expectation. In terms of volatility ranking, thedest volatility value is
in the 2006 Dow Jones Index which is 0.66 and tleeleh predicted
MAPES and MAPE22 value is 12.8 and 4.063 whicHge ¢he best. The
highest volatility values all happen in 2007 in thitee markets and all
their predicted MAPES and MAPE22 are almost thénegg. There is an
anomaly data which is 2006 Shanghai Composite Irtlakx has the
highest volatility value 7.9 but the second bestRES value of 1.33 and
even the MAPES value of 10.536 ranked the fiftrorfrTable I, the

kurtosis value of 2006 Shanghai Composite Inde%.%73 which is
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highest in the group and since the value is grdaatar 3, it is not a

normal distribution. The skewness value is 0.768, a positive skew
which means the right tail is longer and the makslistribution is

concentrated on the right of the dataset. A pésskplanation of this
could be Shanghai Composite Index has its uniqu&ehaharacteristic
and is less affected by the market of Hang SendPavd Jones in 2006.
In 2007, the year before the financial tsunamigyife influence of both
Hang Seng and Dow Jones to Shanghai market is tiblogvever, the
relationship between volatility value and MAPE \alis not always
proportional to the ranking scale. Finally, theetage MAPE value in

Dow Jones is 8.185, Hang Seng is 12.547 and ShahgH®.

3.1.3.2 Experiments on Neural Network

We performed the NN also in MATLAB environment. ré&h
types of neural networks are selected for compasis®he first one is
Probabilistic Neural networks (PNN) which are uged classification
problem and matching the input to a training inippudrder to produce a
probabilistic output vector. The second is RadiasiB Neural Networks
(RB). A radial basis network is a network with two layekshidden layer
of radial basis neurons and an output layer ofalinreeuronsWith the
correct weight and bias values for each layer,eamligh hidden neurons,
a radial basis network can fit any function witly alesired accuracyrhe

third is the Generalized Regression Neural Netw¢@@&RNN) which is
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used for function approximation. It has a radiaibdayer and a special
linear layer. Open, High, Low and Close valuesaifretrading day are
the input parameters. There are more than 20,e@&tins at each run.
As the results for each kernel function vary betwems, we provide the
results for only the best of ten runs. The follogvtable selected the best

result from each kernel of the corresponding désase

Table IV Prediction Result of NN models

Market Horizon Kurtosis Skewnes$ Volatility Model ARES Model MAPE22
Dow Jones 2002-2006 2.360 0.763 1.00 grnn 0.273 grnn 1.209
2006 2.821 -0.387 0.66 grnn 0.351 rb 1.222

2003-2007 2.080 -0.308 1.83 pnn 2.094 pnn 4.893

2007 2.710 0.289 6.17 pnn 2.094 pnn 4.893

Hang Sang 2002-2006 2.254 0.612 1.47 rb 2.635 grnn 5.088
2006 2.333 0.326 3.06 rb 2.635 grnn 5.183

2003-2007 2.198 0.774 3.17 pnn 1.070 pnn 6.450

2007 4.042 1.092 5.90 grnn 1.549 grnn 8.485

Shanghai 2002-2006 3.428 0.741 2.92 rb 7.321 rb 18.248
2006 5.273 0.766 7.90 rb 7.321 rb 18.248

2003-2007 1.742 -0.016 3.81 rb 7.593 grnn 7.891

2007 5.092 1.830 3.83 grnn 7.436 pnn 6.929

Average value of 3 markets on MAPES and MAPE2peetvely 3.827 7.957
Average value of 3 markets on MAPES5 and MAPE23 5.892

The forecasting result in NN is much better thanR&A. The
overall average in NN is 5.463 while GARCH is 1@19Fike GARCH
model, Dow Jones has the lowest MAPE5S value whécB.273 using
GRNN and lowest MAPE22 value which is 1.209 alsog$RNN but
it has the second-lowest volatility value 1 in 2892 to 2006 Dow Jones
Market. The anomaly in section 3.1.3.1 2006 Shainglaaket which has

the highest volatility value 7.9 but the second &PES value of 1.33
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has not been found using NN model. The average NAAREd
MAPE22 value from GRNN is 4.163, for PNN is 5.790&B is 8.153.
It is concluded not only GRNN has the lowest MARBSue of 0.273, it
is also the best performer. As GRNN has both liregadt non-linear
function approximation abilities embedded in itsisture, it seems that
it is quite suitable to handle the above datadetderms of the best
performance, EGARCH has 0.66 in MAPES5 and 1.28 ihR¥22 in
Dow Jones 2006 while GRNN has 0.273 in MAPE5 ari2D4.in
MAPE22. In terms of percentage there is 31% impmoset and as a
whole, there is 50% better than EGARCH. In eachketaDow Jones
average MAPE value is 3.054 which is 168% bettan s6GARCH, Hang
Seng average MAPE value is 6.301 which is 99% b#ten EGARCH
and Shanghai average MAPE value is 12.829 whicg%sworse than
EGARCH. Again, the relationship between volatiliglue and the
MAPE value is not always proportional to the rarmksatale.

It would seem not fair to compare GARCH modeleseé is only
1 input (close value) while NN has 4 inputs (op&gh, low and close).
However, these 2 models have different designbeaéirst one is mean
reverting while the latter uses hidden layers cphagnich in theory must
use more inputs to build up hidden layers. The f@nBlack-Scholes
formula in Section 2.8 only uses the stock pric# agput into the model.
From the pragmatic point of view, there is no haontompare as our
research objective is to seek out the most usefalrmt necessary the

best one.
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Table V Prediction Result of SVR Model

3.1.3.3 Experiments on Support Vector Regression

Market Horizon Model Kurtosis| Skewness Volatility | MAPES5 MAPE22
Dow Jones 2002-2006 SVR 2.360 0.763 1.00 0.700 1.300
2006 SVR 2.821 -0.387 0.66 0.380 1.300

2003-2007 SVR 2.080 -0.308 1.83 1.140 2.740

2007 SVR 2.710 0.289 6.17 1.940 4.550

Hang Sang 2002-2006 SVR 2.254 0.612 1.47 2.240 4.800
2006 SVR 2.333 0.326 3.06 2.240 4.830

2003-2007 SVR 2.198 0.774 3.17 0.800 6.120

2007 SVR 4.042 1.092 5.90 0.820 4.330

Shanghai 2002-2006 SVR 3.428 0.741 2.92 7.320 18.250
2006 SVR 5.273 0.766 7.90 9.740 19.240

2003-2007 SVR 1.742 -0.016 3.81 1.850 8.890

2007 SVR 5.092 1.830 3.83 1.850 8.630

Average value of 3 markets on MAPES5 and MAPE2peetvely 2.585 7.082
Average value of 3 markets on MAPE5 and MAPE23 4.833

From Table V, SVR model is the best among the thse#@ has

the lowest average value of 4.833. Again, Dow Jdmes the lowest

MAPE5 value 0.38 and MAPE22 value 1.30. It also tses lowest

volatility value 0.66. Despite the best forecastiagult in SVR, it is the

most difficult model to implement. GARCH model onhequires

converting the data set from daily value to dadyurn while NN can

directly feed the daily value into the model. GARGHhbdel has 3

different Variance Models while NN has 4 differemdtwork types for

selection. It is still very easy to implement ahdoes not take too long

to practice it. However, SVR is a completely diffiet story. As explained

in Chapter 2 Section 2.2, C is the value in Equati® and g is the

parameter of the mapping functipn These 2 parameters are very
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important in selection in order to gain a fruithelsult. Based on our
previous work (Lai & Liu, Stock forecasting usingi@fport Vector
Machine, 2010) (Lai, Hu, & Liu, A weighted Suppdviector Data
Description based on Rough Neighborhood approxona2012) there
are 50 combinations of C & g parameters to tethemalgorithm.

In each market, Dow Jones average MAPE value 861which
is 366% better than EGARCH, Hang Seng average Mydhke is 3.273
which is 283% better than EGARCH and Shanghai aeck8APE value
is 9.471 which is 88% better than EGARCH. In f&tR has all the best
average MAPE in the 3 markets. It has the lowe883I.MAPE value
among the 3 forecasting methods. Once again, tagoreship between
volatility value and MAPE value is not always projpanal to the ranking
scale. SVR is easily compared with NN as both4igguts while it is
controversial to compare with GARCH model. Using fame reason in
section 3.1.2.3, there is no harm to make the cosgaas our research

objective is to seek out the most useful one noéssary the best one.

Table VI Average MAPE Value of Each Model in Eaclriket

Model Market Average MAPE5| Average MAPE22
SVR Dow Jones 1.445 2.267
NN Dow Jones 3.105 3.065
GARCH Dow Jones 3.972 10.713
SVR Hang Seng 2431 4.502
NN Hang Seng 5.059 6.053
GARCH Hang Seng 4.450 17.405
SVR Shanghai 6.584 12.319
NN Shanghai 9.485 12.160
GARCH Shanghai 2914 17.756
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Table VI is a summary of the performance of 3 medelthe 3
markets. Each MAPE value is the average of alvlees from the data
sets 2006, 2002 to 2006, 2007 and 2003 to 2007. vkl is the best
in Dow Jones MAPES and MAPE22 and in Hang Seng etaiMAPES.
NN is the best in MAPE22 Hang Seng market and MAPiEZShanghai
composite index. GARCH is the best in Shanghai etaddAPES5. SVR
is a controversial concept despite its strongstesil background which
many neural network computer scientists belieigjust an extension of
a new type of neural network. Nevertheless, itds the focus here to
discuss the root of the problem but to show from experiments that
both models perform very similar. From the abovéRSas 3 scores
while NN has 2 scores and GARCH 1 score. Hengggdlifficult to judge
whether SVR is better than NN or not. But from experiments, NN is

much easier to handle while SVR is very complicated

Table VII Performance of Each Model in The 3 Masket

Market Period GARCH | GARCH | NN NN SVR SVR
MAPE5 | MAPE22 | MAPE5 | MAPE22 | MAPE5 | MAPE22

Dow Jones 2002-2006 1.447 4.458 0.273 1.209 0.700 1.300
Dow Jones 2006 1.280 4.063 0.351 1.222 0.380 1.300
Dow Jones 2003-2007 6.369 19.082 2.094 4.893 1.140 2.740
Dow Jones 2007 6.790 21.993 2.094 4.893 1.940 4,550
Hang Sang 2002-2006 2.054 9.914 2.635 5.088 2.240 4.800
Hang Sang 2006 1.825 9.180 2.635 5.183 2.240 4.830
Hang Sang 2003-2007 6.605 28.620 1.070 6.450 0.800 6.120
Hang Sang 2007 7.317 34.864 1.549 8.485 0.820 4.330
Shanghai 2002-2006 2.404 13.640 7.321 18.248 7.320 18.250
Shanghai 2006 1.330 10.556 7.321 18.248 9.740 19.240
Shanghai 2003-2007 2.977 25.241 7.593 7.891 1.850 8.890
Shanghai 2007 4.943 36.428 7.436 6.929 1.850 8.630
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3.1.4 Conclusions

As a conclusion, the best result in the aboveerents is SVR
with the lowest average MAPE value of 4.833. Thadusion is
consistent with the literature review that SVR aufprms many other
methodologies. The average volatility value in B@v Jones index in
Figure 6 to Figure 8 is 2.414, 3.398 in Hang Samigk and 4.62 in
Shanghai Composite Index. Dow Jones Index MAPEevaihe best in
all 3 algorithms and except EGARCH has better parémce in Shanghai
composite Index than Hang Seng, the others bagit@lbw the trend
that Dow Jones, Hang Seng and the last Shanghap&ta Index.
Despite the relationship of volatility value to MER/alue is not strong,
it is a good indicator. In GARCH model, when thdaiiity value is
greater than 3, there are 3 MAPES less than 3 Myd&e. In NN, there
are 4 MAPES less than 3 MAPE value. In SVR, theeeGaMAPES less
than 3 MAPE value. Based on this fact, it seems ®€R better ability
to deal with volatile datasets. From Table VII,S¥as 12 best results,
NN has 6 and GARCH has 6. In this respect, SVRsis awinner. As a
conclusion, SVR is a good candidate that we walkgtb carry on with
our research.

However, the overall performance of SVR in thewabdata sets
is not consistent. GARCH outperforms SVR both iarskerm and long
term forecast in Shanghai 2002 to 2006 dataseth. BARCH and SVR
have strong statistical backgrounds. It is incosigiel to judge which
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model supersedes the other as the result is nposiiye enough. On
the surface, SVR is better with volatile data beeaof its robustness in
transforming data into hyperplane without knowing mechanism of the
transformation. GARCH stipulates stationary datacticould be the
reason why it performs better in non-volatile despecially in 2002 to
2006 with average volatility value 2.92. From therhture review, it is
difficult to improve the accuracy of GARCH. As fas the NN model is
concerned, it performs no good at all in Hang Sedgx. SVR and NN
are very similar in structure but NN is an evolatoy algorithm which
can handle a huge amount of data. Even though Wweuse 1 hidden
layer in the NN model, it seems the complex stmgcthas its
disadvantage in short-term forecast.

It is necessary to point out that despite thessethmature models,
we have provided a very critical and sensitive dagion in this section.
As expected, each model is sensitive to certaia datge, Table Il and
Table 1V have demonstrated which dataset is thefbeg/hich model in
both GARCH and NN models. SVR is very sensitiveams C & g
parameters and in our previous work (Lai & Liu, &tdorecasting using
Support Vector Machine, 2010) the C & g parametersesponding to
the result in Table V has been published. Withbatdritical method and
parameters set in the above models, the outconidevitery different.
The limitations of the above models are their hedependency on

parameters and tuning of the models.
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3.2 The wavelet-based Stock Forecasting

Models Reviews

3.2.1 Introduction

(Bjorn, Questioning the Inefficient Market Hypotless 2003)
explained that US equity returns have been prdadetior many years
especially in the long run. Earnings yield has ldelar empirical
advantages over dividend yield. Earnings yieldheshenchmark on how
well the company performs while dividend yield e tability of the
company to distribute its profit. It is not alwagsgood indicator as
banking and utilities sectors have steady dividgattl while new Initial
Public Offering (IPO) will not be so generous. Tuse of dividend yield
as a predictive variable leads to a basis in fat@og regression. (Leroy,
Risk Aversion and the Martingale Property of StBckes, 1973) proved
that random walk is not a sufficient and necessandition for EMH.
(Zhang Z. , Is China a weak-form Efficient Markeypéthesis market,
2001) found out that Chinese stock market cannaidssified as weak-
form EMH. (Famma, Efficient Capital Markets I, 1B%roved that the
B parameter of a company (which measures the etdemhich returns
on the stock and the market moves together) andttok return lacks
significant relationship. Capital Asset Pricing d&b— CAPM is based

on market portfolio but in reality, it is difficuto find. (Li Y. F., Research
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on Stock Value Investment Based on Artificial lhiggnce, 2008)
stated that CAPM is not applicable to recent Clersteck market. (Li Y.
F., Research on Stock Value Investment Based afichat Intelligence,
2008) also mentioned CAPM is robust but ArbitrageciRrg Theory
(APT) can easily analyse all factors affecting $tack price. The proof
of CAPM s rigid but not APT. In 1992, using NYSBMEX and
NASDAQ, (Li Y. F., Research on Stock Value InvesttnBased on
Artificial Intelligence, 2008) found ouB has nothing to do with the
company size. All these findings using modern invest theories could
be confusing as it is difficult to draw a conclusion how to use it. This
is probably because the market is not easy to beedeand there is no
single market that would not be affected by oth&mday’s economic
model is quite different from that 10 or 20 yeage and it would make
the financial forecast even more challenging. As dbove result from
the 3 models cannot reach lower than MAPE 2 evénday forecasting
horizon, it has not reached the objective of tasearch. The MAPES in
GARCH model is 3.779, NN is 3.531 and SVR is 2.58Bnce, it is
necessary to develop new tools and methodologiethenfinancial
forecast as the markets are becoming more robdst@nplicated.

The above section 3.1 is our first attempt in ce@search on
financial time series forecasting. The employmeniN, GARCH and
SVR methodologies is pretty standard. Many of thels have a
relatively long history in the artificial intelligee society. Even the latest
SVR has over 30 years of history. It is obviousrirthe result of section

3.1 that we need to improve the prediction accumgicgVR by fine-
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tuning the parameters ¢ and g. The latest SVR ithgotas provided
an easy approach to optimize those parameters. Wowbe application
is not that successful in the real world. Theneasmuch we can improve
the accuracy of the forecast by simply tuning taeameters and another
approach must be deployed to seek out a betterlmbrem the literature
review, there are many research papers which canitihy GARCH and
SVR with other tools such as Wavelet transform, €kenalgorithm,
Particle swarm optimization, Ant colony optimizati@and Relevance
Vector Machine to form a hybrid algorithm. In viesf this trend,
GARCH, SVR and LS-SVM will be combined with waveteansform in
this section to form hybrid algorithm. Waveletrisform technique is
applied as the key hybrid algorithm in order todgtuhe difference
between hybrid algorithm and standalone algoritfihe expectation is
to get a better result after the data has beersfoaned by wavelet
technique. This approach is encouraged by the sscoé wavelet
transform in financial forecasting in the literaueview (Huang, Huang,
& Hang, Financial Time Series Forecasting basedMavelet kernel
Support Vector Machine, 2012). Other financial tyesuch as Copula
(Cherubini, Luciano, & Vecchiato, Copula Methodds-inance, 2004) or
efficient market theory (Wunder & Mayo, Study SuppoEfficient
Maket Hypothesis, 1995) (Malkiel, The Efficient Nkat Hypothesis &
Its Critics, 2003) will be incorporated into thewnenodels if it is
appropriate.

The objective of this section is to review the wat4dased

forecasting models through which we would likedsttthe predictability
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of the models and compare those without the wadrsed models.
The models are based on GARCH, SVR and LSSVM. THreyset to
forecast the actual daily close value of Hong Kblagg Seng Index (HSI)
given the past 5-year records. HSI has been sdldéeteause it reflects
the semi-strong-form EMH (Bodie, Kane, & Marcusjdstments, 2005).
Hong Kong being the third largest financial tradicgntre cannot be
compared with the US market which has a very lastphy, enormous
trading volume, pioneer of financial reform and aopable securities law.
Before Hong Kong was a follower of the US marketilunecently that
Chinese market has a significant impact on it. H&ogg investment
advisor (Wong, Winner of Bull and Bears market, @0as pointed out
that the Hong Kong Stock market is not efficientl am lack of volume
like the US stock market to support the developrnoéother approaches
like artificial intelligence method. Wong’s theomyll be challenged and
it will be demonstrated that the proposed modetsarxurately predict
Hong Kong Stock market using the latest forecagiayniques. (Chen,
Hardle, & Jeong, Forecasting Volatility with SVM-8ad GARCH
Model, 2010) predicted the volatility of stock indand (Olson &
Mossman, Cross-correlations and Predictability totk Returns, 2001)
predicted the stock returns, which is an indirgugraach for the actual
index value. The actual index value from these aggres may not be
useful. It is well known throughout the literatuihat financial time series
particularly stock index is non-linear. The threaimfactors of such time
series are trend, seasonal and stochastic. Thefset@s affect the

prediction result in the stock index as it is imgibte to develop a model
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to integrate all these factors. (Kong, Wong, Leel.i&, Fuzz- IEEE,
2009) used Chaotic Oscillatory-based Neural Netwodnd Lee
Oscillator to successfully catch the variabilityripd of HSI between
2007 and 2008. But it was a pattern predictionaathan actual value
forecast. The application of the stochastic fagtahe stock forecast is
limited, hence we focus on the trend and seasoroandhallenge is to
find out the best model for the prediction taskspite the fact that stock
index forecast has been conducted for many dectdefatest artificial
intelligence techniques such as GARCH, SVR and U8 SKave
improved the degree of prediction accuracy. Ouedbje is to seek the
best algorithm from the current techniques andyappd recent financial
time series.

The following section explores the prediction pemfances of
wavelet-based models such as WL GARCH, WL _SVR and
WL_LSSVM in stock price prediction on the Hang §dndex (HSI)
over a 4-day and 20-day forecasting horizons reés@be There are 5
trading days in a week but wavelet-based model®nbndeal with even
number of days and hence a 4-day cycle is choseptesent a week. In
order to compare the 4-day short-term forecastOala long-term
forecast is selected which is 4 weeks to represanbnth. The model
will give a 4-day and a 20-day ahead forecast tamty. In addition,
the same datasets were employed in GARCH, SVR &8VM without
the wavelet-based kernel as comparison. As an @rteof our previous
work from (Lai & Liu, Stock forecasting using Supp¥ector Machine,

2010) and (Lai & Liu, The Accuracy of Stock Foreoag Models -
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GARCH, Neural Network and Support Vector Machin@l2) which
employed SVR in stock forecasting, here waveleebakernel is
introduced. SVR was conducted with the softwardesysrom (Lin &
Chang, LIBSVM, 2001), LSSVM was conducted usingliBeSVMLAB
toolbox which was provided by Katholieke Univergitdeuven
(Katholieke Universiteit Leuven, n.d.) while thepeximent of GARCH
was conducted with MATLAB GARCH toolbox. The threeavelet-
based algorithms, WL_GARCH, WL_SVR and WL_ LSSVMg a
developed by the candidate under MATLAB environmesihg GARCH,

SVR and LSSVM as the basic kernel.

3.2.2 Empirical Modeling

3.2.2.1 Data

The objective of this model is to predict the 4-cad 20-day
horizon of HSI closing value given the historicadtal of HSI. The
historical data of HSI during July 2005 till Jurn&l2 is downloaded from
the financial website Yahoo. They are organizedtipee period, a total
of four datasets. The first and second datasets)g@ July 20009 till 30
June 2010 with 248 records and during 5 July 20080t June 2010 with
1232 records are used to predict the July HSI valdlee year 2010. The
third and fourth datasets, during 5 July 20103IJune 2011 with 248

records and during 30 June 2006 till 30 June 2011 236 records are
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used to predict the July HSI value of 2011. It vious the datasets
covered the notorious financial tsunami period my®ctober 2008 till
March 2009. The selection of such data range igxansion of our
previous work (Lai & Liu, Stock forecasting usingi@fport Vector
Machine, 2010) which we chose the dataset durimgaly 2002 till
December 2007. Basically, the 4 datasets are depardo 5-year and 1-
year records which are trained to predict the Aekay ahead and 20-day
ahead value.

A 4-day instead of 5-day forecast horizon is agphere. It is
because that the discrete wavelet transform (DWgtion only accepts
even numbers. In our previous work (Lai & Liu, Stdorecasting using
Support Vector Machine, 2010), we adopted 5- andl&p forecast
horizon for one week and one month forecast butragdbers cannot
apply DWT. Hence, we changed it from 5 to 4. Iniadd, we used 5
parameters: the 15-day Exponential Moving AverdgelA15), 5-day
Relative Difference in Percentage of price (RDFR)P10, RDP15 and
RDP20 of the Hang Seng Index Close value as ingatour previous
models. As mentioned by (Thomason, The practitiomethods and tools,
1999), the advantage of using RDP is that the idigion of the
transformed data will become more symmetrical aitfallow more
closely to a normal distribution. In (Cao, Zhan,V8u, Application of
SVM in Financial Research, 2009), EMA15 is usechtntain as much
information contained in the original closing priae possible since the
application of the RDP transform to the originabsihg price may

remove some useful information.
65



The historical data of HSI during August 2003 diline 2009 is
downloaded from Yahoo financial website and iteéparated into two
datasets. The first during 5 July 2007 till 30 J@089 with 488 records
Is used to predict the 4-day with a sliding windof248 days which is
roughly one-year records. The first shift-windowridg 5 July 2007 till
8 July 2008 is used to predict the next 4-day f@duly 2008 onward.
The next shift-window during 11 July 2007 till 14ly 2008 is used to
predict the next 4-day from 15 July 2008 onwardtallyp, there are 60
results. Another set, during 18 August 2003 tilll3te 2009 with 1448
records is used to predict the 20-day with a sfjdiundow of 248 days.
The first shift-window during 18 August 2003 tilb August 2004 is used
to predict the next 20-day from 17 August 2004 amwadhe next shift-
window during 16 September 2003 till 13 Septemb@4is used to
predict the next 20-day from 14 September 2004 othwEotally, there
are 60 results. The above data range is a tebeahbdel robustness to
highly volatile market as it ended near the finahdsunami. As a
summary, one-year sliding window of 248 days isliappto the 488
records (5.7.2007-30.6.2009) to predict the stoadepn the next 4 days,
and to the 1448 records (18.8.2003-30.6.2009) deroto predict the
stock price in the next 20 days. The purpose iseth the general
forecasting ability of each model.

Using the same methodologies, two sets of indexieglof
Shanghai composite Index and Dow Jones Index \ughsame record
length and roughly the same period (Shanghai coitgpasdex

17.7.2003-30.6.2009 & 3.7.2007-30.6.2009 and Domesd0.9.2003-
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30.6.2009 & 25.7.2007-30.6.2009) were analysechbgd models. As
mentioned in the introduction, Shanghai compositeex — China stock
market is a weak-form EMH, HSI — Hong Kong stockrked is semi-
strong-form EMH and Dow Jones Index — US stock ik a strong-
form EMH. Our purpose is to put these 3 marketesbthe above models
and hypothesis that strong form EMH should perftetter than weak
form. It also provides a foundation that our modza handle all kinds
of markets and their robustness in handling extrdata values during
financial tsunami. The unprecedented financial @soinis once-in-a-
lifetime experience for all financial institutiots handle. Compared with
the financial crisis back in 1997 due to the calapf Long Term Capital
Management, the magnitude is far greater. Theuiatig figures are the

characteristics of these data ranges.
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Figure 10 Shanghai, HSI and Dow Jones Indices 2067 to 2009
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Figure 11 Shanghai, HSI and Dow Jones Jones Inftimes2003 to
2009

Only one parameter, the daily close value is useldsanew data
pre-processing technique —windowize is considdtedakes a nonlinear
Auto Regressive predictor with a nonlinear regresgbe last elements
of the resulting matrix will contain the future uak of the time series,

the others will contain the past inputs. The follogvis a simple example.
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Figure 12 Matrix A

W=windowize(A,[1 2 3])
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Figure 13 Matrix A Transform to W after Windowize

Windowize is the relative index of data points iatrix A, data
points are selected to make a window. Each windoput in a row of
matrix W. The matrix W contains as many rows asehae different
windows selected in A. The matrix A with dimensigxv is transformed
into matrix W with dimension 9x5. Obviously, it it dimensionality
reduction. The novelty of this technique is that thst elements of the
resulting matrix W will contain the future valueistioe time series, others
will contain the past. In this way, the data disition is widening more
than the RDP and EMA method. It has been discovér=sdmethod
outperforms the RDP as it is easier to apply. (Ceay, & Francis,
Support Vector Machine With Adaptive Parameterg-imancial Time

Series Forecasting, 2010) employed RDP5, RDP10,182Ad RDP20
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to perform the same function as the windowize.

3.2.2.2 Forecasting Models and Parameters

Appendixes A to F has illustrated the 6 algorittwhthe models
which are developed by the candidate based onuidelge provided by
the literature. There are parameters in each muuddl require the
algorithm to search in order to get the best re®ased on our previous
work (Lai & Liu, Stock forecasting using Supportéfer Machine, 2010),
the C and g parameters are set to 500, 1,000, 50000, 20,000,
40,000 and g 1, 2 for the SVR and WL_SVR model. ther wavelet-
based kernel, discrete wavelet transform is usddvan types of methods
are employed. The first is Daubechies with coed#fits from 1 to 20 and

the other is Symmlet with coefficients from 2 to 8.

3.2.2.3 Empirical Results

The following tables described the result from giraulation of

the models.
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Table VIII Three Indices Markets Performance

Index Average SH SH 2228 Hang Sang \;::)?lvgs .]Do(ilvgs Average 3 markets
Data sets rangd 2007 9 | 2003 9| 2007 9 2003 9 2007 /9 2003 9 20072003 9
Volatility 3521 | 5.365 4.355 2.937 0391 1.252
Kurotsis 3212 | 3.646 1.859 2.994 1.534 | 2816
Skewness 0676 | 1.299 | -0.106 0.928 | -0.311| -0.170
i%rr?zcgr?t MAPE4 | MAPE20| MAPE4 | MAPE20 | MAPE4 | MAPE2J MAPE4 | MAPE20
SVR 1.376 6.490 2.879 4.139 2.000| 2524| 2115| 4384
WL_db_svm 1.510| 21.487 3.537 9.218 2578]  6.003] 2542 | 12.236
WL_sym_svm 1.697| 22.797 4538 8.955 4.076| 6583 3437| 12.778
LSSVM 2.002| 3949 2.469 2787 1914 | 3.949| 2159| 3.562
WL_db_lssvm 2.779| 7.718 3.604 5.343 2301 7.718] 2894| 6.926
WL_sym_lssvm 3.198|  6.910 3.930 4.582 2585| 6.910| 3.238| 6.134
Garch 6.320 20.694 7.950 16.485 6.543| 12.690| 6.938| 16.623
WL_db_garch 8.072 24.522 6.721 12.546 4517| 7193 6437| 14.753
WL_sym_garch 3.200| 20.580 3.328 10.622 2.447| 6150 2992 | 12.451

In Table VIII, the average MAPE4 and MAPE20 of @teresults

in each model is displayed and LSSVM gives the besillt because 4

out of 6 MAPE values are the lowest. The improvemein MAPE

accuracy in wavelet functions only happen in GARG@Gtédel. The

average of the MAPE4 and MAPEZ20 in Shanghai Contpdedex is

9.188, average volatility is 4.443 average kurtisi3.429 and average
skewness is 0.988. The average of the MAPE4 and B28HAn Hang
Seng Index is 6.313, average volatility is 3.64@&rage kurtosis is 2.427
and average skewness is 0.411. The average ofAlirEMIand MAPE20
in Dow Jones Index is 4.932, average volatilit).B22, average kurtosis
Is 2.175 and average skewness is -0.241. This asreazing finding that
the lower the values in volatility, kurtosis andeskess, the more
accurate the forecasting result (less value in MAREfact, volatility,

kurtosis and skewness values are in descending foode Dow Jones to
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Shanghai Indices. It is obvious that Dow Jondp@rdorms the other
indices in this exercise as it has the least MAREe& 4.932. From the
literature and the definition of EMH in the booko@e, Kane, & Marcus,
Investments, 2005), the market is more predictéhteis EMH which
means the MAPE value should be smaller. From tlowelexperiment,
Dow Jones MAPE4 and MAPE20 average MAPE is 28.0485 than
HSI and 86.31% less than Shanghai Composite Irktern the statistical
benchmark point of view, Dow Jones Index kurtosisig is 2.175 lowest
among the 3 indices. It is less than 3 and shoelttate like the normal
distribution and it also has the lowest skewne$sevé.241 which has a
slightly negative skew with a long tail on the Isitle. Hang Seng Index
kurtosis is still within value 3 and its skewnesdue is 0.411 which is
positive skew and a long tail at the right sidengl®eng Index is similar
to Dow Jones Index except the skewness is biggehwhean the tail is
also thicker. Shanghai Composite Index kurtosisigber than 3 which
define it is not a normal distribution. Its skewseslue is 0.988 which is
a positive skew with a long tail on the right andsieven thicker than
Hang Seng Index. This confirms our speculation $fyang-form EMH
market should get a better result in the above tsBo@®w Jones Index
and Hang Seng Index average MAPE4 and MAPE20 vaues/ery
close suggesting that the US and Hong Kong secundtiket are closely
related most likely due to Hong Kong currency petipwhe US. The US
and Hang Seng Index have large average MAPE difterel.257 and
2.857 to Shanghai composite index. It is intergstm point out in the

famous financial tsunami crisis in 2008, the propef the datasets from
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2007 to 2009 had slightly changed in the orderatatlity. Shanghai
Composite Index has less volatility value 3.52IthRang Seng Index 4.
However, the volatility of the Dow Jones Indexls@mains the lowest
0.392. Even China was not affected by the crisie tb its closed
economic structure while the US was severely ingzhdty it but the
stock market behaviour was not. It followed the &8 China stock
market trend. After the 1997 financial crisis, tHang Seng Index
constituent stocks included many Chinese stocks ifhus, the stock
market of US has been impacting on China markebnc€rning the
above 6 algorithms, each of them has a MAPE4 fategadow for 2007
to 2009 in order to forecast 60 sliding windowsigre frames. Likewise,
the MAPE20 forecasts windows for 2003 to 2009 isheorto forecast 60
sliding windows or time frames. Thus, it is an age forecasting result
with a 60 MAPE4 and MAPEZ20 sliding windows for tb@rresponding
period. It can capture all the important events agitected all the
characteristics of the markets. The average MAREAMAPE20 MAPE
of each market in Table VIIl is a true representatdf the forecasting
pattern of the 3 markets. Compared to the resgéation 3.1 from Table
[l to Table VI, they both indicated a similar cdmsion that MAPE value
from Dow Jones Index is the best.

In general, the improvement of accuracy using \vanction
also only happens in GARCH models. The degreeafracy in GARCH
and its wavelet function are poor compared with thi&VR and LSSVM.
As explained in our data section, the pre-procgssiata method in

GARCH cannot use windowize method and it is vekglii why its result
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is so poor. The strength of GARCH is its flexibgaptation of the
dynamics of volatilities and its ease of estimatidren compared to other
models. It is a return-based model but it mightleetgthe important
intraday information. E.g. when today’s closingcpriis equal to last
day’s closing price, the price return will be zebbot the price variation
during today might be volatile. (Li H. Q., ForeaagtFinancial Volatility
using Intraday Information, 2010) explained the elod not able to
capture the information. Despite the renowned ieput in GARCH and
previous work on the successful application of GAR®ith wavelet
based kernel to financial time series, our expanineannot repeat the
same result. However, the effect of wavelet baszdet is still a major
contributing factor in the overall result in GARCidodel. Perhaps
another type of GARCH model should be employedctieve a better
result. This will be in our future work and not theope of this research.
In this section, the focus is to compare and idigritie fundamental
factors that cause the difference in different ®@mnd markets. We
simply provide the best model for the above exercibased on our
findings. The following table is a matching of whimodel is better in a

given input data.
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Table IX Three Markets Performance Max and Min &iéince

©

Index Sh Composite | Sh Composite| Hang Seng Hang Seng Dow Jones Dow Jones
Data sets range 2007 to 2009 2003 to 2009 200006 2 2003 to 2009 2007 to 2009 2003 to 200
Forecast Horizon MAPE4 MAPE20 MAPE4 MAPE2Q MAPE4 ME20

SVR 7.342 19.078 21.176 32.105 18.679 21.268
WL_db_svm 6.228 95.153 15.793 44.205 14.734 28.063
WL_sym_svm 8.266 91.076 23.396 42.931 15.505 38.824
LSSVM 9.160 18.449 7.676 9.720 12.840 18.449
WL_db_Issvm 8.148 24.504 14.627 29.549 12.927 24.504
WL_sym_lIssvm 8.513 17.538 18.080 21.668 15.072 17.538
Garch 16.070 51.949 27.157 69.700 20.388 74.682
WL_db_garch 19.685 96.633 26.019 66.376 18.026 39.089
WL_sym_garch 6.735 81.815 13.722 56.916 14.955 32.631

Table 1X shows the difference between the maximumd a
minimum MAPE of the 60 results. This is crucial wheelecting which
model to use in forecasting. Remember these remdtsom the extreme
volatile period caused by financial tsunami. ConrignTable VIII and
XX, Shanghai composite index in SVR model has thkst laverage
1.3755 and the least difference 7.3422 in 4-dagdast. It is very likely
that China stock market is still a close market gnedimpact of financial
tsunami is small. In HSI, LSSVM model has the lzesrage 2.4693 and
least difference 7.6761 for 4-day and best averag868 and least
difference 9.7202. It should be noted that SVR thesbest average
2.8785 and least difference 21.174 for 4-day arstl éeerage 4.1385 and
least difference 32.1048 which is second to LSSYKerms of accuracy.
As far as the objective is concerned, we neechtbdut which is the best
model for HSI forecast. From Table VIII and Tah¥ it is obvious the
choice is LSSVM but points to SVR. As XX is frometiost current data
while Table VIII and Table IX are average MAPE wes throughout a
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fixed forecasting horizon, our final recommendati®i$VR. Despite a

bigger difference value, it has the smallest MARPADE7. XX illustrates

the accuracy of the forecasting tool while Tabl#l ¥hd Table IX show

the average forecasting ability during a fixed hon. For the second

choice, LSSVM is a good candidate for financial iadks for their

decision making.

Table X Descriptive Statistics for Three Stock bedi during 2007 to

2009
Returns SH Composite Index Hang Seng Index DowsJbormaex
Statistics | p-value | h-value | Statistics | p-valuel h-value | Statistics | p-valug| h-value
Mean -0.0567 -0.0393 -0.1006
Variance 6.1035 7.8655 4.2002
Skewness| -0.0332 0.1709 0.1807
Kurtosis 4.1061 6.1697 7.1703
Normality 24.9141 0 1| 206.2428 0 1| 355.5439 0 1
Q(6) 6.0892| 0.4133 0 5.427| 0.4903 0 29.6717 0 1
Q(6)* 13.2112| 0.0398 1| 191.5078 0 1| 195.1023 0 1
ARCH(6) 11.7167| 0.0686 0 96.4186 0 1 112.366 0 1
Table XI Descriptive Statistics for Three Stockitre$ during 2003 to
2009
Returns SH Composite Index Hang Seng Index DowsJbrdex
Statistics p-value| h-value | Statistics | p-valug| h-value | Statistics | p-valuel h-value
Mean 0.0452 0.0385 -0.0065
Variance 3.536 3.2458 1.7012
Skewness -0.2169 0.0918 0.0575
Kurtosis 5.999 12.3643 14.7956
Normality 553.6119 0 1 5289 0 1 8390 0 1
Q(6) 19.0444, 0.0041 1 9.8543| 0.1309 0 63.3866 0 1
Q(6)* 128.4139 0 1| 852.7444 0 1| 839.8699 0 1
ARCH(6) 83.7537 0 1| 366.6877 0 1| 412.3289 0 1

Notes : Normality is the Bera-Jarque(1981) normaést;Q(6) is the Ljung-Box
Q test at 6 order for raw returns;Q(6)*is LB Q tistsquared returns;ARCH(6)
Is Engle's (1982) LM test for ARCH effect.
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Table X and Table Xl report the summary of the dpsue
statistics for various stock indices during the fwariods based on log-
return analysis. If skewness is negative, it shdtshe left and vice versa.
If it is a normal distribution, kurtosis is 3. Wh&artosis is greater than
3, it is more outlier-prone than normal distributiand vice versa. When
normality h = 1, it is a normal distribution. Whé&{6) h = 1, the statistic
of raw returns indicates significant autocorrelatigvhen Q(6)* h = 1,
the statistic of squared raw returns indicatesiogmt correlation. When
ARCH(6) h =1, ARCH result shows significant ewide in support of
GARCH effects (i.e. heteroscedasticity). Shangbanmosite series has
the lowest kurtosis value 4.1061 in 2007 to 20GBers are typically
characterized by excessive kurtosis more than @ayehmetry. It can be
concluded that the above series are characterigdtteroscedasticity
and time-varying autocorrelation; therefore, GARG#ss models
should fit the dataset. However, it is only a statal conclusion on
whether a dataset is suitable for GARCH model ¢r Also, it is clearly
from the statistical point of view all the aboveaatsets will not behave
like normal distribution as all of their kurtosialue is more than 3. As
seen from Figure 9, Figure 10, Table X and TablealKkeries exhibit
more variability, skewness, kurtosis and volatiltiystering such that
nonlinear asymmetric EGARCH model should fit it m@ccurately. In
section 3.1.3.1Table I, all the result are getetdrom the EGARCH

model. The statistical indicator here is not usafiithe result from Table
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VIIl and Table IX clearly demonstrated that GARClddel is not good

in the above forecasting experiment.
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Yolatility for Dow Jones, Hang Seng and Shanghai Indexes year 2003 to 2009
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Table Xll Three Stock Indices Volatility Range afvderage

Index Range 2006 20026 2007 20037 20079 20039

Dow Jones Max 46.522 | 72.977 | 131.386 | 131.729 | 65.726 | 77.071
Min -29.196 | -36.009 | -31.669 | -36.009 | -38.410 | -38.410

Average 0.661 1.000 6.167 1.829 0.391 1.252

Hang Seng Max 83.889 | 83.889 | 111.539 | 111.539 | 116.347 | 116.347
Min -34.028 | -34.855 | -35.116 | -35.116 | -40.099 | -40.099

Average 3.057 1.475 5.891 3.170 4.355 2.937

Shanghai Max 107.728 | 113.068 | 124.091 | 124.091 | 113.061 | 837.527
Min -30.911 | -46.634 | -48.695 | -48.695 | -36.586 | -74.053

Average 7.897 2.920 3.848 3.814 3.521 5.365

Table Xl Three Stock Indices Kurtosis and Skevees

2003 to 2009 2007 to 2009
Dow Jones Kurtosis 2.816 1.534
Hang Seng Kurtosis 2.994 1.859
Shanghai Kurtosis 3.646 3.212
Dow Jones Skewness -0.170 -0.311
Hang Seng Skewness 0.928 -0.106
Shanghai Skewness 1.299 0.676

Figure 14 and Figure 15 are the corresponding Nibjatalue of

this section datasets. Table Xl depicts all thiaitke of the volatility of

the datasets for the section 3.1 and section 3.2.

3.2.3 Conclusions

Based on EMH, we have tested our models with 3 atark' he

winner is LSSVM model as it produces the best MAREd MAPE20

with value 2.86 and can perform equally well in tBiemarkets. To

continue our previous work using artificial intgiince in financial

forecast, we have illustrated that it is possiblgeét MAPE forecast value
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under 2 from our experiment. The accuracy for {tergn forecast in
our case, i.e. 20-day or one month is always diffiout our results have
demonstrated that it is still possible to get MA®tder 2. We believe
this is a significant improvement and a very usédol in financial time
series analysis. The decision maker can rely ommgels to analyse the
market trend or benchmark for investment portfoliecom our
experiment, it is a tedious task to search forritet parameters for our
models and so far there is no simple solution éoahove problem. The
science of forecasting is still relying on trialdegrror approach. However,
our experiments have provided a consistent appnaaath is to optimize
the parameters using the recent historical data.disadvantage could
be time-consuming but it seems the ends justifyrtbans if the objective
is achieved.

The wavelet-based models in our experiments dighraztuce the
best result as we would have expected. It is nacg$s point out that
there is no ground to compare the above result@lidpter 3 Section 3.1
as they are using different data set range. Atgs,too primitive at this
stage to conclude wavelet-based model is weakarthigeordinary model
as it is highly dependent on the data and the patemsetting. We may
never know which is better unless we exhaust allrésource to test all
available data set and wavelet-base algorithm wikitieyond the scope
of this research. One important finding in thisteecis the statistical
inference on the trend or pattern of the dataae@hsignificant influence
on the choice of model. This means from the stadispoint of view, the

identification of the data set is an important stephoose the right model.
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For example, the dataset which exhibits normalibistion behaviour
ARIMA or GARCH model can be easily deployed withifful result.
For the time being, we believe our models are aieffit to handle the
current market demand even under extreme condgioch as the
financial tsunami. The limitation of wavelet-basttecasting is the
difficulty in analysing the wavelet. To choose thght algorithm to
analyse the wavelet is the key to success butribissasy as there are
many wavelet forms to choose from. This will make forecasting
difficult and the result not promising.

The study on forecasting based on EMH is rare énliterature
review. (Liu Y. X., Discussing on Trend to Efficielarket Hypothesis
of Securities and Futures Market, 2009) and (Tinmaem & Granger,
Efficient Market Hypothesis and Forecasting, 2084 one of the few
but there is no indication or benchmark on theelation between EMH
and the forecasting result. The research on theletion between fuel
prices and electricity market price by (Zhe, Zh&Sanderson, The
Efficient Market Hypothesis and Electricity Markefticiency Test, 2005)
can only demonstrate the existence of the histoccaelation but not
the forecasting prices of both fuel and electricitgrket price. Recently
research on financial time series forecasting udti?dgH has been
neglected mainly because it is surprisingly difficto test and
considerable care has to be exercised in empigs#d. It is necessary to
point out that this research only used the mar&ttskt set which satisfies
the EMH definition such as Dow Jones Industrial ragee Index. It does

not attempt to proof if it is EMH or not, whichkgyond the scope of this
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research. The above result demonstrates a stranglatmn between

the forecasting result and the actual market belawf EMH, which is
the contribution of this paper. An EMH weak form ket such as
Shanghai Composite has the largest average MAREv&om 3.021 to
16.297 in the above experiment. An EMH strong fanarket such as
Dow Jones Industrial Average has 6 out of 9 bestaye MAPE value
in the above experiment. Hence, the experimenphasfed strong form
EMH has a better result than the weak form EMH ggiifferent Al

forecasting technique.

3.3 Chart Pattern and Least Square Support

Vector Machine in Stock Forecasting

3.3.1 Introduction

The analysis of Chart Pattern has been conductednfmy
decades. It is an important investment tool whiak been employed by
investors before the dawn of computer age. Accgrdm the book
encyclopaedia of stock patterns by (Bulkowski, Ehagedia of Chart
Patterns, 2005) there are 53 patterns. The famead And shoulder
pattern is the key market trend indicator on thenediate future of the

stock price. There is over 80% that the market vailert when the
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upward head and shoulder pattern is recognized piiddictability of
stock pattern has been supported by many investofact, the market
news is full of forecasting trend based on pattemalysis. Under the
classical definition, it is controversial to spoparticular stock pattern
like head and shoulder as there is no patterncdraperfectly match the
definition. From the investment point of view, teesre two types of
analysis — namely fundamental and technical. Rattecognition is
classified as technical analysis. All these appneacrequire expert
knowledge which can only be obtained through intensaining. There
are many discussions on how to employ fundamemtalysis but very
little in technical analysis - stock pattern recitign. It is probably
because there is no systematic method to deteerpattundamental
analysis is based on financial and economic daig/peturn movement
of the stock and there has been an enormous arabdata accumulated
throughout the past decades and it is relatively ¢a obtain that in
public domain. The recent development of Artificlatelligence has
drastically improved the efficiency in fundamerdahlysis. To a certain
extent, it can also help to identify stock patteznognition. However,
this is not easy especially all the algorithms deseloped under the
guideline of the experts. But the guideline iseclean cut and sometimes
it could be ambiguous. Unlike fundamental analydsch can provide
an equation to develop an algorithm, the same d¢éyapplied in stock
pattern recognition algorithm. One of the reassneé interpretation of
each pattern which is not a science but rathertaf-ar example, in the

upward head and shoulder pattern, the generalrpasteshoulder, head
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and shoulder. However, there is no strict definita§ how far a head
and a shoulder should be departed or how muchddreaild be higher
than a shoulder. There is no strict rule on themum difference of the
two shoulders. On top of that, the above clasgiboas getting more and
more difficult as there are so many stocks in d#ife countries. The
information from the stock pattern could be many bnly a few can
benefit from it. This model attempts to build atpat recognition
algorithm based on the book by (Bulkowski, Encyeldia of Chart
Patterns, 2005) to deter the pattern using therital data of HKequity.
In the above section 3.2, the robustness and stgadigrmance
of SVM and LS-SVM have inspired this paper to exelthe hybrid
algorithm combining chart pattern and LS-SVM order to seek out a
better forecasting model to increase the predikitybf the above models,
chart pattern is another approach to explore.dfghttern of the data set
can be identified, it would definitely help the déoasting model to
improve the accuracy. Hence, the following sectiontinues the work

of section 3.2.

3.3.2 Chart Pattern-based Algorithms

Seven forecasting algorithms have been developedthily
candidate under the guidance by (Bulkowski, Engyetba of Chart
Patterns, 2005) in order to test the predictabdityhe chart pattern. 20
years of historical data of 74 Hong Kong stocksehlagen scrutinized to
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detect an obivous pattern. Once it is discovergeat of historical data

of that stock prior to the detected pattern willibputted into the LS-
SVM model to forecast the future close value. Thedtive is to get an
accuracy of mean absolute percentage error (MARE)Welow 2. As
each algorithm is unique and based on the chaistaterof the

corresponding chart pattern, the outcome of eagbrighm will be a
reflection of the accuracy of that algorithm. Thgoaithms are the
combination of chart pattern recognition and fostiog which is rare in
the literature review. The comparison of each atlgor will be explained

in the following sections.

3.3.2.1 Data

74 stocks from Hong Kong Stock Exchange have betstted
for this experiment which covered the blue chipd a&d chips stock.
These 74 stocks data with 20 years of historictd eeere downloaded
from finance.yahoo.com. Only 7 chart patterns whitlive been
classified into 2 categories in Section 2.5 arecel and the algorithm
together with the identification guideline has besmown in the
Appendixes. Each algorithm is applied to theseataskts to train up the

model to seek out the possible chart pattern madchi

3.3.3 Empirical Modeling
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3.3.3.1 Forecasting Model and Parameters

Our previous work (Lai & Liu, Support Vector Mackiand Least
Square Support Vector Machine Stock Forecastingdi4p@®013) have
demonstrated the advantage of employing SVM andSVY$t in
forecasting equities indices of US, Hong and Chmarket. The
robustness and steady performance of SVM and LS-8VMhang &
Shen, Stock Yield Forecast based on LS-SVM in Bayemference,
2009) have inspired our research to explore therithyblgorithm
combining chart pattern and LS-SVMrom section 3.2.2.3 Table VI, the
performance of LSSVM has encouraged the candidatmmtinue the
research in this forecasting technique. Despitéatigthat there are many
discussions in the literature on chart patternaliscy using different
methodologies such as (Lee, Liaw, & Hsu, Investnusdision making
by using fuzzy candlestick pattern and genetic rdlgm, 2011) and, we
believe the advantages of these algorithms aralittiéy to first discover
the chart pattern and perform the forecasting .Iakbe design of the
algorithms ensures the chart pattern is discovemetbrding to the
literature guideline.

The approach is to select a time frame of 120 traysaction and
divide it into 4 sections. High and low of eacletsan were discovered
within the 30 records and totally there were 4 kighd lows in 4 different
sections. As per the chart identification guidelinem (Bulkowski,

Encyclopedia of Chart Patterns, 2005) these higidslavs within the
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sections are the key indicators if that section banclassified as a
particular chart pattern. After a chart patterndisntified, one year of
historical stock records dated back from the timamke discovery are
used as training data to forecast the next 5-day 2#xday forecast
horizons using LS-SVM. To seek chart pattern, hagid low of the
historical records are used but in the forecagstiogel, only close value
is used which predicts the 5-day and 22-day futloge values. LS-SVM
model is selected because comparing to SVR, itagee to operate
without too many parameters to tune in order talgetbest result which
has been discovered in our previous work.

The 7 forecasting algorithms the candidate devel@gpe Chart 2,
Chart 3, Chart 24, Chart 26, Chart 47, Chart 48Gimatt 49. As the name
implied, each algorithm targets a particular cheattern, Chart 2
algorithm is designed to seek out pattern whichleththe behaviour of
Chart 2 as per Figure 3. Despite the facts thedgofithms are under the
guideline of the book (Bulkowski, Encyclopedia dfatt Patterns, 2005),
the algorithms are unique and specially designeiit the Hong Kong
stock market. The time horizon in the algorithnse$ to 120 days which
is roughly according to the stock market behavioluthe Hong Kong
stock market. The flexibility of the algorithms lsgh as there are no

parameters to input.

3.3.3.2 Empirical Result
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The following results are based on the 7 algorithms

Chart 2 best 5-day MAPE
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Chart 2 best 22-day MAPE
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Figure 16 to Figure 19 demonstrated the 120 redorgsframe
that Chart 2 pattern is identified and the immesfatecasting result used
one-year prior record as training. There are 230bu#d stocks that have
been detected in the Chart 2 pattern. The best Mydhie for 5-day is
0.22 and 22-day is 0.28 they all come from stockO@®2. 21 out of 23
stocks which fit the Chart 2 pattern recognitiondnAPE value under
2 in 5-day forecast. 16 out of 23 stocks whichtlig Chart 2 pattern
recognition have MAPE value under 2 in 2-day fostcAs a summary,
there is 91.3% in 5-day forecast horizon and 69.%57%2-day forecast

horizon that the predicted MAPE value is under Eirart 2 pattern.
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Chart 3 forecast result
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Figure 20 to Figure 23 demonstrated the 120 redimds frame
that Chart 3 pattern is identified and the immesdfatecasting result used
one-year prior record as training. There are 60bud stocks that have
been detected in the Chart 3 pattern. The best MydPEe for 5-day is
0.25 and 22-day is 2.05 which come from stock 1@@80and stock no.
1114 respectively. 25 out of 60 stocks which lie tChart 3 pattern
recognition have MAPE value under 2 in 5-day fostd¢mt none in 22-
day forecast. As a summary, there is 41.67% thafptiedicted MAPE

value is under 2 in 5-day forecast horizon.
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Chart 24 best 5-day and 22-day MAPE
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Figure 24 and Figure 25 demonstrated the 120 rectnae
frame that Chart 24 pattern is identified and tnenediate forecasting
result used one-year prior record as training. &laee 23 out of 74 stocks
that have been detected in the Chart 24 patteenb&ht MAPE value for
5-day is 0.22 and 22-day is 0.28 they all come fetock no. 0002. 21
out of 23 stocks which fit the Chart 2 pattern grgtion have MAPE
value under 2 in 5-day forecast. 16 out of 23 stogkich fit the Chart
24 pattern recognition have MAPE value under 2-tag forecast. As a
summary, there is 91.3% in 5-day forecast horizah@9.57% in 22-day
forecast horizon that the predicted MAPE valueridar 2 in Chart 24

pattern.

Chart 26 best 5-day and 22-day MAPE
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Chart 26 forecast result
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Figure 27 Chart 26 Forecast Result

Figure 26 and Figure 27 demonstrated the 120dsdone frame
that Chart 26 pattern is identified and the immedfarecasting result
used one-year prior record as training. There avat®f 74 stocks that
have been detected in the Chart 26 pattern. THeW&BE value for 5-
day is 0.88 and 22-day is 1.29 they all come frémeksno. 0966. 4 out
of 8 stocks which fit the Chart 26 pattern recagnithave MAPE value
under 2 in 5-day forecast. 2 out of 8 stocks wliicthe Chart 26 pattern
recognition have MAPE value under 2 in 2-day fostcAs a summary,
there is 50% in 5-day forecast horizon and 25% 2n~d&@y forecast
horizon that the predicted MAPE value is under Eirart 26 pattern. It
is a famous head and shoulder top pattern buethétris not promising.

Only 8 records out of 74 stocks with 12 years sfdrical records can be

97



identified as Chart 26 pattern and the forecastasglt is only within

the average.

Chart 47 best 5-day MAPE
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Chart 47 forecast result
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Chart 47 best 22-day MAPE
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Chart 47 forecast result
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Figure 31 Chart 47 Forecast Result

Figure 28 to Figure 31 demonstrated the 120-retiord frame
that Chart 47 pattern is identified and the immedfarecasting result
used one-year prior record as training. There areu of 74 stocks that
have detected the Chart 47 pattern. The best MA&&eVfor 5-day is
0.16 and 22-day is 0.62 they come from stock n®0038nd 0066
respectively. 54 out of 72 stocks which fit the a@h47 pattern
recognition have MAPE value under 2 in 5-day fostc23 out of 72
stocks which fit the Chart 47 pattern recognitiavén MAPE value under
2 in 2-day forecast. As a summary, there is 75%dlay forecast horizon
and 31.94% in 22-day forecast horizon that theipted MAPE value is
under 2 in Chart 47 pattern. This algorithm ideetifthe most stocks and

produce the best result.
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Chart 48 best 5-day MAPE
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Figure 33 Chart 48 Forecast Result



Chart 48 best 22-day MAPE
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Figure 35 Chart 48 Forecast Result
Figure 32 to Figure 35 demonstrated the 120 redamds frame

that Chart 48 pattern is identified and the immedfarecasting result



used one-year prior record as training. There @rew® of 74 stocks

that have detected the Chart 48 pattern. The bé&tBWalue for 5-day
is 0.2 and 22-day is 0.45 they come from stock G888 and 0002
respectively. 24 out of 30 stocks which fit the a@h48 pattern
recognition have MAPE value under 2 in 5-day fostcal out of 30
stocks which fit the Chart 48 pattern recognitiavén MAPE value under
2 in 2-day forecast. As a summary, there is 80%day forecast horizon
and 36.67% in 22-day forecast horizon that theipted MAPE value is

under 2 in Chart 48 pattern.

Chart 49 best 5-day MAPE
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Chart 49 forecast result
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Figure 37 Chart 49 Forecast Result

Chart 49 best 22-day MAPE
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Chart 49 forecast result
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Figure 39 Chart 49 Forecast Result

Figure 36 to Figure 39 demonstrated the 120 rediomds frame
that Chart 49 pattern is identified and the immedfarecasting result
used one-year prior record as training. There @reut of 74 stocks that
have detected the Chart 49 pattern. The best MAR&eVior 5-day is
0.16 and 22-day is 0.54 they come from stock nd.208nd 0293
respectively. 35 out of 46 stocks which fit the a@h49 pattern
recognition have MAPE value under 2 in 5-day fostcd2 out of 46
stocks which fit the Chart 49 pattern recognitiawvén MAPE value under
2 in 2-day forecast. As a summary, there is 76.09%-day forecast

horizon and 47.83% in 22-day forecast horizon thatpredicted MAPE

value is under 2 in Chart 49 pattern.
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Table XIV Number of Patterns Discovered

Chart 5-day < 2 22-day < 2
No. Discover MAPE MAPE
2 33 24 13
3 60 25 0
24 13 2
26 8 2
a7 72 54 23
48 30 24 11
49 46 35 22

Table XV Best MAPE Forecasting Result in Each Patte

Chart Stock 5-day < 2 Stock 22-day <2

No. Code MAPE Code MAPE

2 0.298 2 0.556

8 0.253 1114 2.058
24 322 0.415 322 1.564
26 966 0.879 966 1.286
47 330 0.164 66 0.616
48 388 0.199 2 0.452
49 12 0.163 293 0.535

Table XVI Worst MAPE Forecasting Result in Eacht®at

Chart Stock 5-day < 2 Stock 22-day <2
No. Code MAPE Code MAPE
2 700 6.736 700 12.172
3 267 8.889 353 23.026
24 64 7.724 65 8.055
26 966 14.036 966 10.183
47 2600 18.477 2600 30.620
48 9 3.780 388 9.951
49 2600 19.618 1898 36.010
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Table XVII Average MAPE Forecasting Result in E&dttern

Chart No. MAPES MAPE22
2 1.696 3.072
3 3.128 7.534
24 3.562 4.562
26 3.935 4.935
47 1.940 4.447
48 1.135 3.045
49 2.060 4.605
Average 2.494 4.600

From TablexV, the best result in this experiment is Chart 49 5-
day MAPE 0.163 Stock No. 0012 and Chart 2 22-dayR#4).556 Stock
No. 0002. But it also has the worst MAPE value froableXVI. The
best performance chart pattern from Tabl is 48 with average MAPE
1.135. This is a very important finding that matshlee expectation of
this objective to search below 2 MAPE value. Intfabart 47 and 48
have achieved this goal in 5-day horizon. Chaiis48so very close. The
famous head and shoulder, both top and bottomrpattge not as good
as the others. In most cases, they are worse tigaather chart pattern
forecasting result. One of the reasons is the eowa of head and
shoulder pattern is low as indicated in Taklg, only 13 and 8 patterns
are discovered out of 74 stocks in Chart 24 andtC&respectively.
The other possible reason is that technical arslgas become very
popular and these famous patterns are easily sidoytenany experts. As
a result, the market could over-react once the ngagailable and affect

the market normal trend. Despite the fact Chara2d Chart 26 are not
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as good as the other patterns forecast resudtsitli a good forecasting

benchmark using the above algorithm as the average.

3.3.4 Conclusions

Compared to Chapter 3 Sections 3.1 and 3.2, thgorithms are
relatively easy to manipulate as there are no patensito tune. The end
user has nothing to operate but get the result @asjly. Having said so,
it should not underestimate the difficulty in implenting the algorithms
as the definition of each chart pattern is getbhgred and the window
frame is getting narrower. The above experimentshasdow frame of
30 days to demonstrate the effect and in accordastbethe textbook
definition but in reality it could be shorter. Irayl trade operator, the
window frame is in minutes instead of hours. k igattern which can get
the results very quickly and easily but it is vdifficult to manage. From
Table XV, 14 of the best MAPE value has 13 of themder 2 and 10
them under 1. Our objective in the beginning o tleisearch has set the
MAPE value to 2. It can be regarded as a signifidarprovement
compared to the result in Sections 3.1 and 3.2.rékelts from these 7
algorithms are much better than the previous modetsn Table XVII,
the average MAPES is 2.494 which is better tharstiR model MAPES
2.585. However, it is only a rough comparison asrésult from Table
VIl and from Table V is not the same dataset ofiremment. The dataset
from the forecasting result in Table XVII is seletttby the chart pattern
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algorithm while the dataset in Table V has no mm@ening process.
However, it is worthy to point out Chart patterrgaithm has an
advantage in this case.

The future of chart pattern identification will Ibeavily relying
on computer-generated patterns and domain expevil&dge gained by
us. In other words, the more computer resourcedyitfher accuracy you
will get. In fact, many banking institutes alrealdgve allocated very
heavy investment on IT infrastructure to get aneedg this very
competitive digital war game so that the algoritbam spot the market
pattern earlier than the competitors. In additithe, LSSVM only uses
the close value of the stock as input feature amlrmethodology will
continue due to computerization of program tradiéaves of buy
programs and sell programs generated by algoritading would move
the market irregularly. Electronic trading will &0 fast that the volume
will be less important and hence the key perforreandex is price only.
The experiment is limited to 74 stocks and 7 oubéfpatterns but it
should be extended to all stocks not restrictedn® market but many
markets worldwide with all spotted patterns.

It has been shown that the hybrid algorithm commgnchart
pattern and LS-SVM can produce a very promisinglte€ompared to
our previous work (Lai & Liu, Stock forecasting mgiSupport Vector
Machine, 2010), this algorithm offers a methodglég get the better
MAPE forecasting value by screening the chart patfgst before
forecasting. The findings have also included thestne@mmon pattern

like head and shoulder which is not as good asttier patterns in terms
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of forecasting result. The application is wide t paly for financial
forecast but also other scientific fields with alavs graphical patterns in
data representation. This section is part of trexaVstrategy in dealing
with forecasting problem. Section 3.1 to SectioB Bave employed
statistical benchmark such as kurtosis and skewneseek out the useful
model in different markets. This section has apdrtant discovery to
this research which is the property of the datasétie analysis of the
chart pattern is similar to the analysis of thecktmarket such as Dow
Jones, Hang Seng and Shanghai. It has been painted Tablell and
TableXIll of Section 3.1 and Section 3.2 there is a cer&@ationship of
the forecasting outcome and the kurtosis and skeswaue. They both
are the characteristics of the datasets defingldéstatistical benchmark.
The reason to revisit these values is its sigmiteain the definition of
pattern from the statistical point of view. In suamy} the meaning of
these values such as kurtosis is 0 means thepatteormal distribution
when the skewness value is 0. The limitation ofrcipattern is the
dependency of the appearance of the pattern fraritdrature. This
means there is no forecasting without the spotteatcpattern. The
application of this methodology is very limit. lhe following section,
normal distribution pattern has been thoroughlguksed on the effect

of the forecasting result.
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3.4 Support Vector Regression with Lévy

Distribution Kernel

3.4.1 Introduction

Normal distribution is widely used in the financrabdel (Chen,
Hardle, & Jeong, Forecasting Volatility with SVM-8ad GARCH
Model, 2010). In the famous Black-Scholes detailshie book (Bodie,
Kane, & Marcus, Investments, 2005) formula in #ect2.6 for call
option price, the stock price is based on Browmenion which follows
the normal distribution. Robert Merton and Myronh8es won the
Nobel Prize in Economic Sciences in 1997 becausthisfworkable
option-pricing model. This famous formula also tedthe collapse of
Long Term Capital Management Incorporation whictdena 5 Trillion
US dollar hole in financial history. Subsequenitlgparked the financial
crisis in 1997 which hit all Asian markets drasiigayet, it is still widely
used by options market participants even afternirious financial
tsunami in 2007. It is arguable whether the finahtsiunami has anything
to do with the assumption that market behaves like normal
distribution. But the connection of the assumptiorthe first financial
crisis has been widely recognized particularlyBleeck-Scholes formula
stock price is simulated under the normal distidout On the other hand,

Mandelbrot (1963) has observed that logarithm [aitinee price changes
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on a financial and commodities markets exhibit aglotailed
distribution. His conclusion was that Brownian matin expBt) should
be replaced by symmetric-stable Lévy motion witbeixa < 2. This
yields a pure-jump stock-price process. Roughlyakpg, one may
envisage this process as changing its values oplyjuimps. Normal
distributions arex-stable distributions with = 2, so Mandelbrot's model
may be seen as a complement to the Osborne (185@nauelson (1965)
model.

In the above section 3.3, there are many CharePadinalyses in
the literature review and our contribution in tisaction would not be
significant but our approach has pointed to thétragjrection and has
improvement compared to that of section 3.1 antise8.2. The chart
pattern algorithm has a significant disadvantageah only forecast the
future event if and only if a Chart pattern is digered. The application
of Chart Pattern forecasting will be limited byshestriction. But our
work is not in vain as it is obvious the datasettqya is crucial in
forecasting. Another approach is to fit the histakidata into a known
distribution function. Usually, the Normal distrifoan is assumed but we
would like to investigate the Lévy distribution appch. Our motivation
is based on the paper, Process in Finance: Thédumerics, and
Empirical Facts by (Raible, Lévy Processes in FeeanTheory,
Numerics, and Empirical Facts, 2001), which illaged that the adoption
of Lévy distribution instead of Normal distributitias many advantages.

In the following section, it explains the diseoy that the

historical stock movement does not follow normatkdbution; rather, it
112



follows heavy tail like distribution such as Léviguibution according
to literature review (Tu, Clyde, & Wolpert, Lévy Adtive Regression
Kernels, 2007). The reason to employ normal distidm in stock
movement is its simplicity and the characteristiteaormal distribution.
It is a continuous distribution with conjugate fé&mi moment of
generating function and the famous central limgoflem that a large
number of independent random variables, each withladefined mean
and well-defined variance, will be approximately rmally
distributed. Lévy distribution is one of the fewvisttibutions which
is stable and that has probability density functiamich can be
expressed analytically, the others being the nordcisiribution and
the Cauchy distribution. All three are special sas# the stable
distributions that do not generally have a probgbdensity function
which can be expressed analytically.

The following work objective is to extend the waf (Lai &
Liu, Stock forecasting using Support Vector Machi?@10) to develop
a consistent approach in stock forecasting usinB S¥ that a platform
to compare different forecasting tools can be dstadd. The
performances of SVR in predicting stock pricethem Hang Seng Index
(HSI), Dow Jones Industrial Index (DJ) and Shan@@@ainposite Index
(SH) over a 5-day and 22-day horizons respectiraiye been examined.
The experiments are carried out in MATLAB R2011 iemvment with

algorithms developed by the candidate.
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3.4.2 Normal and Lévy Distribution

The probability density function (pdf) of the dibtition is used
to simulate the stock movement in financial foréicas To use pdf in
(4) of the SVR, it must satisfy the Mercer conditiand it should be
positive definite. Normal distribution is the goathoice for reasons

mentioned above with the following pdf Equationgs®l Figure 40

~(x-4)°
f(x) = 20°
o~ 21T
Equation 54
3 oo
2 5

Figure 40 Normal Distribution Probability Density
Function
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As one of the few stable distributions, Lévy disition also satisfies
Mercer Condition with the following pdf Equation 4hd Figure 41

\
1.0t
—_— e=1/2
— =]
0.8} — =2
—
— =8
0.6+
0.4F
0.2H

Oy
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Figure 41 Lévy Probability Density Function

2(x H)
f(x u,c) = \F 77 (x- 1)

Equation 55
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3.4.3 Experiments and results
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Figure 43 Dow Jones 2002 to 2006 Data Set
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Figure 45 Hang Seng Index 2002 to 2006 Data Set
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Figure 46 Shanghai Composite Index 2006 Data Set
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Figure 42 to Figure 47 are the histograms of tigerédurn for the
dataset 2006 and 2002-6 of the three different etarlDespite the fact
that they look like normal comparing to the heaaiy distribution, all of

the above histograms have kurtosis more than 3hwha&ans they are not
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normally distributed. The difference among Figué té Figure 47
compared with the normal distribution curve is tieavy tail behaviour.
As explained in the introduction, SVR mapatad into higher

dimensional space using kernel function. In (4) Ré&Fnel function is

K(%%)=#(X) #(x) . The formula in that kernel function is

_ v )2
@792 M%) \which is a normal pdf. Another kernel using Léwyf p

(—gamm& (X, =X ))

(% —%)° has been included in SVR model. Table

with the formula B

XVIllis the result from SVR using normal distribom kernel. The higher
the C, the less the percentage of error. The ghwgtends for the gamma
in the kernel function also has different settinigse value of g is to adjust
the kernel function and the higher the value theatar the mapping
dimension is. The parameters C and g were basedioprevious work

(Lai & Liu, Stock forecasting using Support VechMachine, 2010).

Table XVIII Prediction Result of SVR Using Normaldiribution

Market Volatility Kurtosis | Skewness | MAPE5| SMAPEB
DJ2002_6 1.00 2.360 0.763 0.7 1.22
DJ2006 0.66 2.821 -0.387 0.38 1.22
DJ2003 7 1.83 2.080 -0.308 1.14 2.86
DJ2007 6.17 2.710 0.289 1.94 4.48
HSI12002_6 1.47 2.254 0.612 2.71 5.58
HSI2006 3.06 2.333 0.326 2.711 5.58
HSI12003_7 3.17 2.198 0.774 0.94 5.52
HSI2007 5.90 4.042 1.092 1.75 5.07
SH2002_6 2.92 3.428 0.741 7.32 18.23
SH2006 7.90 5.273 0.766 9.74 19.24
SH2003_7 3.81 1.742 -0.016 1.85 8.6
SH2007 3.83 5.092 1.830 1.85 8.53
Overall average of MAPE value 4.965

119



Short term forecast for 2007 with 5-days horizonsiders the
2006 dataset only as input. The lowest MAPE reisu@.38 in DOW
Index. For 2007 with 5-day forecast horizon usirdataset from 2002 to
2006, the lowest result is 0.70 also in DOW Indeong term forecast
for 2007 with 22-day horizon considers the 2006@skt only as input,
the lowest result is 1.22 in Dow Index. For 200Thw22-day forecast
horizon using a dataset from 2002 to 2006, the svpwesult is 1.22 in
DOW Index.

Short term forecast for 2008 with 5-days horizonsiders the
2007 dataset only as input. The lowest MAPE rasult75 in Hang Seng
Index. For 2008 with 5-day forecast horizon usirdataset from 2003 to
2007, the lowest result is 0.94 also in Hang Semgex. Long term
forecast for 2008 with 22-day horizon considers28@7 dataset only as
input, the lowest result is 4.48 in Dow Jones Index 2008 with 22-day
forecast horizon using a dataset from 2003 to 208 Jowest result is
2.86 also in Dow Jones Index. In Table XVIII, thare 10 MAPE values
out of 24 lower than 2.

SVR requires much effort to tune the paranseteand g in
order to get a better result. It is rather diffidol determine which setting
is correct. We discovered from the experiments tir@fparameter ¢ has
to be set with the range between 1,000 and 80Gfrdar to produce

meaningful results and the c value must be mone 508, please refer to
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(Lai & Liu, Stock forecasting using Support Veckdachine, 2010) for

details.

Table XIX Prediction Result of SVR Using Lévy Distution

Market Volatility | Kurtosis | Skewness| MAPES SMAPES5

DJ2002_6 1.00 2.360 0.763 2.69 3.29
DJ2006 0.66 2.821 -0.387 0.36 0.98
DJ2003_7 1.83 2.080 -0.308 1.24 3.21
DJ2007 6.17 2.710 0.289 1.94 4.48
HSI2002_6| 1.47 2.254 0.612 3.22 33
HSI12006 3.06 2.333 0.326 7.13 7.15
HSI2003_7| 3.17 2.198 0.774 1.15 5.36
HSI2007 5.90 4,042 1.092 1.6 5.45
SH2002_6 2.92 3.428 0.741 9.88 12.07
SH2006 7.90 5.273 0.766 4.14 6.49
SH2003_7 3.81 1.742 -0.016 21.7 28.76
SH2007 3.83 5.092 1.830 1.98 6.71
Overall average of MAPE value 6.012

Table XIX demonstrates the improvement using Lévy
distribution in the 3 markets. There are 2 in DO\A&fket better than the
result in Table XVIII, 2 in Hang Seng and 4 in Syhai. It seems the
more efficient the market, the less Lévy distribatkernel can improve
the forecasting result. The significant improvemersing Lévy
distribution in Shanghai market is remarkable. réhare 9 out of 24
results having an improvement and the Shanghai eh&k2006 was
improved from 19.24 to 6.49 using Lévy distributkernel. It is a weak-
form EMH market and it is not likely to follow nowmh distribution
movment in its price trend. One of the advantajé&V/R is the mapping

of data into higher dimension using kernel and a@vbnding the
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distribution parameters of the original data. Thetdsis of the log
return dataset DJ 2006, DJ2007, SH2006, SH2002d6S2007 are
4.24, 4.56, 5.6, 7.03 and 4.95 respectively. Afiter dataset is mapped
into higher dimension using normal distributione tkurtosis of the log
return dataset DJ 2006, DJ2007, SH2006, SH2002d6542007 are
6.25, 10.63, 21.92, 117.23 and 6.36 respectivelgrAthe dataset is
mapped into higher dimension using Lévy distribatlernel, the log
return kurtosis reduces to 4.09, 4.54, 6.17, 7r@t435 respectively. It
seems the closer the kurtosis value of the higimaemkion data to the
original dataset, the better the forecasting rest@ite significant
improvement is from SH2006 MAPE22 which is 12.75sléhan the
Normal distribution SVR. It is the same for SH20MBPES5 which is 5.6
less than the Normal distribution kernel in SVRorfr

Table XIX, SH2006 has the highest volatility valli®, kurtosis
5.273 and the skewness 0.766 ranked thhighest. For SH2002_6, its
MAPE22 value is 6.16 less than the Normal distrdoukernel SVR. The
volatility value is 2.92 which ranked thé& 8ighest, the kurtosis value is
the 4" highest and the skewness value is 0.741 whichechiike &
highest. This is another evidence that the higimerolatility and kurtosis
value which means the market is more fluctuatind)\asiatile, the more
accurate is the use of Lévy distribution kerneéBWR. The four highest
skewness values in HSI2003_7, HSI12007, SH2006 290G/ are 0.774,
1.092, 0.766 and 1.83 respectively. Lévy distidukernel in SVR has

improvement in these four dataset. The fat taflsctfis the pattern that
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Lévy distribution identified and this experimentsharoved it is

successful based on the result.

3.4.4 Conclusions

The potential to use Lévy distribution in SVR modthals been
demonstrated with convincing evidence and promiitgre application.
The improvement in forecasting accuracy is sigaificn the 3 markets,
especially in Shanghai market. We believe this isoatribution in
forecasting methodology as there is no such fingetgn the literature
review. Our finding shows that there is a strongrelation between
MAPE value with the volatility as well as the skeags value.

It is important to point out that the experimerasédemonstrated
promising forecasting result in strong form EMH ketrsuch as DOW
in the USA especially using SVR model. 6 out ofo8etasting values
have MAPE under 2 which is the objective of thise@rch. For HSI Hong
Kong market, the performance is similar to DOW dkesft is a semi-
strong EMH market but it can still provide a goodcdion-making
platform for investment. For weak form EMH SH irhiGa, the
forecasting ability is obviously poor. This is basa the volatility of the
market strongly affects the forecasting powerhmfuture, it is necessary
first to forecast the volatility of the market athén develop a hybrid SVR
model to input the volatility attribute into it iorder to improve the
performance.
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Attempt to fit historical data into known distrifben function
is not novel. Yet, there is no perfect fit espdygial financial time series
data. From the theoretical point of view, there more than hundred of
distribution functions and more will be discovermuae to big data era.
The parameters (such adocation and ¢ >0 in Lévy distribution) and
characteristics (such as probability density fumgticumulative density
function or moment generating function also in yélistribution) in
each distribution has a very rigid statistical deibn. It is impossible that
a historical data will fall into a particular digtation function. MATLAB
or EasyFit software (Mathwave Technologies, 20@4)etoffered simple
fitting to their database distribution function. \Mever, there are many
discreprencies in the parameters and characteridtiws, those sofware
programs are just assumed it will fit into a certdistribution which is
similar to many research approaches. Statisticiasrge their very
important role in the history of forecasting as t@med in Chapter 2
Section 2.4. The fundamental assumption that matg chay fall into
normal distribution function has a very long roarh these people. Our
finding has challenges if this assumption is a ssagy and sufficient to
support the forecasting theory. There are a fesvendistribution
functions that can be employed as SVR kernel ss¢iyperbolic Sceant,
Student’s t and Laplace distribution which the didate has already
tested but not included in the study. Lévy disttidm has outperformed
the others as far as our research is concernisdolitvious from

Table XIX that the overall MAPE of the Lévy distuition is not

good as it is only 6.012 much higher than the nbdistribution 4.965.
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As pointed out earlier there are 9 out of 24 battsults using Lévy
distribution kernel which means there are 15 woeselts compared to
Normal distribution kernel. Despite the fact thiaére are more worst
results than better results, this kernel is stdtvy to check and carry on
with another approach. Improving the SVR mecharismot easy but
this Lévy distribution has definitely improved thecuracy under specific
data characteristics. It seems for financial tirages, it is necessary to
use different approaches to seek out the besttrétalvever, the above
SVR algorithm is not good at handling high dimensiodata especially
in big data environment. The limitation of the abalgorithms is that
Lévy distribution could be significant but not nesary contribute to all
financial time series pattern. There are manydbatot conform to Lévy
distribution and the application therefore is noiversal. The difficulties
in applying Lévy Distribution kernel in SVR is tmeapping mechanism
using kernel method is unknown in the literatureie® and by
assumption there is no need to. As the data is ethjppto a higher
dimension which could be infinite, it is very dfilt to control the result

after the mapping.

3.5 Extreme Learning Machine

3.5.1 Introduction
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ELM has been highly praised as the path towardsanuonain
alike learning by Guang-Bin Huang (2013) (Huang &e@, Enhanced
random search based incremental extreme learninghing 2008)
(Huang G. B., What are Extreme Learning Machinafiihgr the Gap
between Frank Rosenblatt's Dream and John von Neusm&uzzle,
2015). The classical NN has lost its attentionha tesearch domain
mainly because of the difficulty in handling pardnee techniques
especially when it is approximating complex nordinmappings directly
from the input samples. SLFNs has been investigatdsk the feasible
solution to compensate for this problem. Theretacetypes of SLFNs
network architectures investigated in this researbke first one is SLFNs
with additive hidden nodes and the second is (R&forks in (ELM).
The SLFNs is best employed in online applicationshsas (Bosman,
lacca, & Wortche, Online Extreme Learning on FiRmint Sensor
Networks, 2013) or (Janakiraman, Nguyen, & Assalid)atch learning,
each new data set must be used to re-train theihepparameters such
as learning rate, number of learning epochs, stappriteria and other
predefined parameters which takes long computdtipoaver while
online SLFNs are much shorter. In the first SLFMsh#ectures with
additive hidden nodes, the back-propagation (Bgrahm is basically
a batch learning algorithm and it is the backboithis architecture.

From Sections 3.1 to 3.4 in Chapter 3, various daséng
algorithms have been studied and some of them hatheved the
objective of under 2 in MAPE value. However, ak tibove algorithms

are based on mature forecasting techniques whieé been more than
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two decades of history. ELM is relatively a newheique but with
strong NN background and similarity to SVM. Theaash in financial
time series forecasting is incomplete without tieestigation of ELM.
With the simpler hidden nodes structure combindd i@ck-propagation
network, it is expected that ELM should be ablgéoerate a better result
than the models described above.

In this model, two architectures are investigatemhgi the same
dataset as described in Section 3.6.1. The obgdivo use ELM as a
forecasting platform to compare different foreaagtitools. The
performances of SVR in predicting stock priceshi@ Hang Seng Index
(HSI), Dow Jones Industrial Index (DJ) and Shangbainposite Index
(SH) over a 4-day and 20-day horizons respectialye been examined.
The experiments are carried out in MATLAB R2011 iemvment with

the algorithm developed by the Guang-Bin Huang.

3.5.2 Empirical Modeling

The SLFNs network functions with n hidden nodesexigressed

in the following.
L09=> A0 =Y AGKxab), a0C
xoce, b OC, gOC,

Equation 56
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where G, or G(X,a,0)denotes the output function of tie hidden

node and,BI is the (output) weight of the connection betweea it

hidden node and the output node.

While additive hidden nodes are calculated as fdto

g (¥ =9(a xx+h), a OR', ROR
Equation 57
where g is the activation function of hidden nodes,

And RBF hidden nodes are calculated as follows:-
g (=90 I[x-all), a OR', HOR

Equation 58

3.5.3 Empirical Results

The results of the ELM model are compared with diaARIMA

and MA models.

128



Table XX ELM Prediction Result

Market Volatility | Kurtosis | Skewnes§ MAPE5 | MAPE22

Linear Linear
DJ2002_6 1.00 2.360 0.763 3.555 6.691
DJ2006 0.66 2.821 -0.387 3.443 6.373
DJ2003_7 1.83 2.080 -0.308 4.281 7.467
DJ2007 6.17 2.710 0.289 4.335 6.861
HSI2002_6| 1.47 2.254 0.612 1.721 10.438
HSI2006 3.06 2.333 0.326 1.612 9.961
HSI2003 7| 3.17 2.198 0.774 2.065 11.683
HSI2007 5.90 4.042 1.092 1.861 10.986
SH2002_6 2.92 3.428 0.741 1.836 7.061
SH2006 7.90 5.273 0.766 1.541 6.722
SH2003_7 3.81 1.742 -0.016 1.934 7.716
SH2007 3.83 5.092 1.830 1.844 7.515
Average value on 3 markets on MAPE5 and MAPE22 5.396

Table XX has indicated clearly that the RBF ketmed no effect
on improving the accuracy of the forecasting. Therage MAPE value
is 5.396. Unlike the result using Support Vectorchiaes in Chapter 3
Section 3.1 where RBF kernel has the best perfocsa&RBF kernel did
not improve the result. Even in NN model, the udesonel is much better
than the linear model. One of the possible explanatof the difference
is RBF kernel is better with more hidden layersatire while SLFNs is
a single hidden layer structure which the kernelvery limited effect on
the adaptation process. In general, ELM model ay good
performance on Shanghai complex index and Hang Beley as almost
all MAPES value is under 2. This is an interesfinging as SVR models
have better performance in Dow Jones index. TheathMAPE average
of ELM ranked only the third with reference to TalMl. NN is 5.463

while ELM is 5.396 but it would not be fair to juelghat ELM is better
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than NN. As pointed out in the above sections ialiso important to
judge the complexity of the model. The running tiohall models is very
fast and ELM is also very easy to implement, unB¥R model as the
hidden nodes/neurons do not need to be iteratiuehed in wide types
of neural networks and learning modes in ELM. Héres necessary to
point out the advantage of the structure of ELMakihcan facilitate a
huge amount of data in the model, therefore isd@alichoice in a big
data environment. In Chapter 4, a much larger datasin the above 4
data sets will be employed to compare with ELM.

Tables XXI — XXII give results tested on ARIMA andA
models.

Table XXI ARIMA and MA Model MAPE5 Results

Market Volatility | Kurtosis | Skewnesy MAPES5 MAPES5 | MAPES
ARIMA ARIMA MA
(0,1,2) (1,1,0)

DJ2002_6 1.00 2.360 0.763 0.238 0.244| 0.258
DJ2006 0.66 2.821 -0.387 0.230 0.231 0.258
DJ2003_7 1.83 2.080 -0.308 2.204 2.207 2.371
DJ2007 6.17 2.710 0.289 2.196 2.196 2.371
HSI2002_6| 1.47 2.254 0.612 0.990 0.991| 0.972
HSI2006 3.06 2.333 0.326 0.989 0.989 0.972
HSI2003_7| 3.17 2198 0.774 2.196 2.197| 1.657
HSI2007 5.90 4.042 1.092 2.176 2.176 1.657
SH2002_ 6| 2.92 3.428 0.741 2.224 2.227| 2.957
SH2006 7.90 5273 0.766 2.162 2.168| 2.957
SH2003_7| 3.81 1.742 -0.016 1.235 1.235| 1.083
SH2007 3.83 5.092 1.830 1.227 1.227 1.083
average 1.506 1.507 1.550
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The best MAPES result is from model ARIMA(0,1,1) ian is

0.230 while the SMAPE5 is 0.115. However, ARIMA(Q,),
ARIMA(1,1,0) and MA models all have very similar NP&ES results.
Moving average model is just a simple average ®fdkt two transaction
day values. It is not covered in the Literature iBevChapter 2 as it is a
very simple model which is self-explanatory. Té$teort-term 5-day
financial time series forecasting is quite accuraiag 2 days moving
average forecasting method as the smoothing efelgsser. This is
because the 5-day fluctuation is normally not dargnpy except in very
special financial circumstance like 2008 finandsinami crisis. It is
interesting to point out the best MAPE value i®i#2006 which has the

lowest volatility value 0.66.

Table XXII AIRMA and MA Model MAPE22 Results

Market Volatility | Kurtosis | Skewnesy MAPE22 | MAPE22 | MAPE22
ARIMA ARIMA MA
(0,1,2) (1,1,0)

DJ2002_6 1.00 2.360 0.763 0.530 0.532 0.504
DJ2006 0.66 2.821 -0.387 0.545 0.545 0.504
DJ2003_7 1.83 2.080 -0.308 5.716 5.717 5.878
DJ2007 6.17 2.710 0.289 5.709 5.709 5.878
HSI2002_6 1.47 2.254 0.612 1.737 1.738 1.712
HSI2006 3.06 2.333 0.326 1.735 1.735 1.712
HSI2003_7| 3.17 2198 0.774 9.165 9.165 8.569
HSI2007 5.90 4.042 1.092 9.142 9.142 8.569
SH2002 6| 2.92 3.428 0.741 4.767 4.769 6.003
SH2006 7.90 5273 0.766 4.484 4.500 6.003
SH2003_7 3.81 1.742 -0.016 6.538 6.538 6.595
SH2007 3.83 5.092 1.830 6.538 6.538 6.595
Average 4.717 4.719 4.877
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Table XXII shows the best MAPE22 result is from M#odel.
ARIMA and MA models are different from NN and SVRodels. The
MAPES value and the first 5 values of MAPE22 aredhme in ARIMA
and MA models as they are just based on the ldgesdo generate the
future value. In NN and SVR, the model uses the2@sdays value to
validate the training model in order to generate finture 22 values.
GARCH model is similar to ARIMA model. The best MEP2 value in
all the models is in DJ200-6 which has the secome$t volatility value

1.00.

Table XXIII ARIMA and MA Model Prediction Results

Market MAPE MAPE MAPE
Al ARIMA (0,1,1) | ARIMA (1,1,0) MA
Average 3.111 3.113 3.213

Table XXl shows the best result is from ARIMA(QL) with
average MAPE value 3.111. This value will be use@ &denchmark to
compare with the other models results in Chaptesidg Conditional
Restricted Boltzman Machine. In fact, financial¢iseries is not affected
by seasonal factor like clothing or food marketusialy. There is no
indication that Summer financial activity is lowdran Spring or vice
versa. The global effect on financial time sergestiong as the developed
world economy moves more or less at the same p&eg.is why Hang
Seng Index will follow the Dow Jones Average Indsmovement.
However, the global trend may move at the same pateot necessary
at exactly at the same time except the big evéwdihancial tsunami.
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Each market is different despite the influencetbko markets and the
effect of the global trend may be different toonke, it is still worthwhile
to study the individual market and able to foredhst future event.
ARIMA(1,1,0) model has more or less the same resdt the
ARIMA(0,1,1) which is 3.113. The difference is nsignificant to
differentiate which one is better. ARIMA(O,1,19 equivalent to MA(1,1)

model while ARIMA(1,1,0) is equivalent to AR(1,1)oabel.

3.5.4 Conclusions

ELM model is the latest neural network forecastiogl which
has great potential to develop such as (Cao, H&aBgn, Optimization-
Based Extreme Learning Machine with Multi-kernebt@ng Approach
for Classification, 2014) and (Atsawaraungsuk, HharaSunat,
Chiewchanwattana, & Musigawan, Evolutionary CirculBxtreme
Learning Machine, 2013). In the paper (Huang G Vihat are Extreme
Learning Machines? Filling the Gap between Frankdrolatt's Dream
and John von Neumann's Puzzle, 2015), it has deanycpointed out
the fundamental advantage of ELM is that thereoisi@ed to iteratively
tuned in wide types of neural networks and learmmaglels the hidden
nodes/neurons. As a consequence, ELM has a fastgrutational speed
than any of the models in this thesis. It is bytfee most efficient and
easiest to handle the algorithms and can handte guarge amount of

data. Nevertheless, the RBF kernel in ELM didimgrove the accuracy
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of the above models but there are 11 more netwsugls as Threshold
networks (Huang, et al., Can threshold networkgramed directly?,
2006), fully complex neural networks (Huang, Sdratdran, &
Sundararajan, Fully complex extreme learning magt#2005) or Fourier
series (Huang, Chen, & Siew, Universal ApproximatidJsing
Incremental Constructive Feedforward Networks viRdndom Hidden
Nodes, 2006) that can be incorporated into ELMrtprove the accuracy.
More datasets with different applications othentfinancial time series
forecast have to be conducted in order to findtloatreason. Only Close
value of the 3 market indices is inputted intoEh&/1 model which is the
same as ARIMA GARCH and MA models. ELM average MAR#iIe
is 5.396 which is not as good as ARIMA model 3.1THey all use the
same input parameter but adopt a very differentaggh in forecasting.
ARIMA has very strong statistical background usivgle-walker
equation to calculate the auto-correlation functishile ELM is a
relatively new model but it rapidly gathers all thgention due to its
theoretical complement to Support Vector Machinge &verage MAPE
value of SVR model is 4.833 and is better than E3.8B6 value. This is
intriguing as both using partition theory to distinsh or classify the data
in order to select the crucial points to represeatwhole data set. Later,
these points are used to forecast the result. Agasnot easy to judge
if ELM is better than SVR based on the above expenit. As there are
parameters to tune, ELM is definitely much bettemt SVR in terms of
usage. The limitation of ELM is not deep learnimgl & does not gather

each layer of the network to perform the forecastin
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Box-Jenkins model from George Box and Gwilym Jesksa
famous time series analysis algorithm using autessive moving
average ARMA or ARIMA to fit the historical recordnce a formula is
discovered to fit the historical data, it will beopected into the future
events. Here, it should point out that ARIMA so faas the best
performance in forecasting the 3 market Indiceseglarticularly in a 5-
day horizon but it is not very practical for loregrn forecasting. ARIMA
is difficult to achieve long-term prediction as fgbikayam, Ata, & Oka,
Predicting time series of individual trends withsakition adaptive
ARIMA, 2013), this is partly due to the ARIMA empled Yule-Walker
equation to estimate parameters by replacing ther#tical covariance
with estimated value. For long term forecastings wery difficult to fit
the parameters into an equation. Therefore, RaesolAidaptive ARIMA
in (Nkayam, Ata, & Oka, Predicting time seriesmdividual trends with
resolution adaptive ARIMA, 2013) is developed torgase the long-term
prediction ability. SVR selects support vectornfrdhe dataset to
represent the whole data even though it depentisesspread of the data,
it is still possible for SVR to perform long-termrécasting. ARIMA
model uses all the data to search for the beandtin terms of the fithess
to historical data, ARIMA is better for stationatiata and short-term
forecast than SVR as the MAPES of SVR is 2.585 eviMIAPES of
ARIMA is 1.506 and all the MAPE5 value in SVR arggtrer than
ARIMA model. The more data to fit the historicaltaathe better the
result. However, ARIMA can only view the data isimple plane and it

is not easy to classify which data is more impdrtanile SVR can map
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the data into hyperplane in order to select somet®to represent the
pattern. In this respect, SVR methodology is muetteb than ARIMA.
Judging from the result, the average MAPE in ARIN$A3.111 while
SVR is 4.833. We cannot simply say ARIMA is muchtéethan SVR.
The average ARIMA MAPE22 value is 4.717 while S\&R81109. But
there are 4 datasets in which MAPE22 value in S¥Retter than
ARIMA. The strength of SVR comes from its ability tlassify while
ARIMA is strong in regression. Both algorithms gnfagh reputation in
its own field from the literature review. The st of these two
algorithms is relatively new no more than 30 yezospared to the
classic statistical theories which could be moantB50 years old such
as Bayseian theory. It is sufficient to say thatto this point ARIMA
has produced by far the best result (lowest MAP&&Ge/0.23) from the
above experiments and it is a very good meansrex&st Dow Jones
Average Index. The limitation of ARIMA is not suiig for high
dimension data. It is a statistical conceptual nhadegch is not designed

to handle high dimension data.
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Chapter 4 New Approach Using

Conditional Restricted Boltzmann Machine

4.1 Introduction

With the dawn of big data environment, there arenynaew
techniques to handle such vast volume of datde MNIST
database (Mixed National Institute of Standards and
Technology database) is a large database of hametwdigits that is
commonly used for training various image processiygiems. The
database contains 60,000 training images and 10e806g imagesThis
is a very near-human performande.the paper presented by (Hinton,
Osindero, & Teh, A Fast Learning Algorithm for Degglief Nets, 2005),
the generalization performance of the network ha2&% error on the
10,000-digit official test set. This beats the 1.8&hieved by the best
backpropagation nets when they are not handcréfiethis particular
application. It is also slightly better than thel%. errors reported by
Decoste and Schoelkopf (2002) for support vectarmmes on the same
tasks. In the program conducted Ruslan Salakhutdinov and Geoff
Hinton using Restricted Boltzmann Machine (RBM)deep learning
training environment, the error rate is 1.5%is not the focus of this

research to discuss the research development oSWNhAtaset but to
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point out the Restricted Boltzmann Machine hasiobtha remarkable
success. Inspired by this success, ConditionatriReesl Boltzmann
Machine (CRBM) which has the ability to forecastule event is
selected for this research as part of a furthezstigation for the domain
of this research — forecasting problem. In (Cdii&, Forecasting High
Dimensional Volatility Using Conditional Restrictedoltzmann
Machine on GPU, 2012), the application of CRBM ighhdimensional
data to forecast the volatility of multivariate esseturn is a typical
example of how this tool can handle high dimendidaga. In this section
CRBM is selected as a candidate for a forecastingemis not only
because of its ability and success in handlingdaig but the conceptual
difference between CRBM and all other forecastingdets should
provide a different perspective in the researchalontorecasting using
big data is an unexplored territory and many lien@ reviews in
forecasting only selected some low dimension seginoéndata for
forecasting. It is a reasonable deduction that kighensional big data
should provide a wider and deeper spectrum of mdd&rmation for
the right forecasting tool to exploit.

The classic neural network or supporting vector mreetheory
on classification is based on Euclidean distancthaak The shorter the
distance, the more cluster the data. The mappitigeadataset into higher
dimension will facilitate to draw a hyperplane &parate the data but it
is still under Euclidean distance concept. RBM aaffferent approach.
It assigns low energy based on probability contephose connections

that are relevant to each other while high enemhibse that are
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irrelevant. RBM also combines the deep learningiphevhich only
trains one layer at a time to obtain proper infdrama The conceptual
details of deep learning theory can be found onlBH®@AM Summer
School 2012 (Research, 2012). From the concepo@t of view,
Euclidean distance methodology is limited to firglthe centre point to
calculate the distance. Distance cannot be cakmilaithout a point of
reference. Here, which centre point is the mosivaait is very crucial to
the success of the algorithm. In RBM, probabitiyncept is applied
throughout the whole dataset. The centre poimtéseivant as each point
will be calculated independently without refereteeny point using an
energy-based model with probability distributiomhcaéation method.
Conditional RBM or (CRBM) is similar to RBM but mgamon-
conditional RBM algorithms are not applicable taitr CRBM. The
Equation 44 which defines a joint probability oweand h of RBM and
Equation 52 which defines probability distributisnand u of CRBM
have indicated that CRBM models the distributiom|y) by using an
RBM to model v and using u to dynamically determihe biases or
weights of that RBM. By definition, RBM neurons stfiorm a bipartite
graph: a pair of nodes from each of the two graefpsnits, commonly
referred to as the "visible” and "hidden" unitspadively, may have
symmetric connection between them, and there arecarmections
between nodes within a group. Conditioning vectds o determine
increments to the visible and hidden biases oRB& and therefore a
unique distribution p(v|u) is generated. CRMB gemerally used for

forecasting (Cai & Lin, Forecasting High DimensibNalatility Using
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Conditional Restricted Boltzmann Machine on GPU120 (Minh,

Larochelle, & Hinton, Conditional Restricted Boltanrm Machines for
Structured Output Prediction, 2010) and (TaylogagiFleet, & Hinton,
Dynamical Binary Latent Variable Models for 3D Humaose Tracking,
2010). RBMs have found applications in dimensidgalieduction
(Hinton & Salakhutdinov, Reducing the Dimensionaldf Data with
Neural Networks, 2006), classification, (Teh & Hint 2001) and
(Larochelle & Bengio, Classification using discrmative restricted
Boltzmann machines (PDF, 2008) collaborativeriittg(Salakhutdinov,
Hinton, & Minh, Restricted Boltzmann machines foollaborative
filtering., 2007), feature learning (Coates, Lee, & Ng, ). An analysi
single-layer networks in unsupervised feature liegyn2011) and topic
modelling (Salakhutdinov & Hinton, Replicated soétxn an undirected

topic model, 2011)

4.2 Empirical Modeling

In Chapter 3 forecasting models, the output valsieeither
predicted by using 4 attributes Open, High, Low &idse or just the
close value in the case of ARIMA or GARCH modeleTistorical data
consist of around 1200 records and hence the dattaris about 1200x4.
The famous Black-Scholes formula uses only oneevaltuattribute for
stock price prediction and yet it is still usednany financial markets for

option trading. It is not our research to challegeeven validate the
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accuracy of the Black-Scholes formula despite itoversial
assumption that the market behaves like a nornsé#iilolition. There is
a lot of research using different approaches instéahe Black-Scholes
formula but it has not yet gained world-wide reatign in either
academic research or in the financial institutidfe would like to offer
a different approach in financial time series asiglyhich is using more
attributes other than one stock but stocks withilamactivity in open
markets such as the index constituents of Dow Jondang Seng Index.
From (L., 2012), the market interdependence is raportant aspect
which must incorporate into the forecasting doméirthe beginning of
this research, it has been pointed out clearlyfthancial tsunami has a
great impact on the financial market on a globalescTo what extent it
affects each market is beyond the scope of thisareh. However,
several markets’ interdependence can be investigatgh proper
forecasting model. It is due to this theory that tandidate contemplates
more attributes input into the model can discokerimterdependence. As
a result, the better the forecasting result.

Since the research focuses on financial time séoiesasting,
CRBM is employed because it works on the miniahigefinancial time
series data which by definition is a continuousaddthe program for
CRBM was provided by Graham Taylor, Geoffrey Hintand Sam
Roweis (Taylor, Hinton, & Roweis, Modeling Human titm Using
Binary Latent Variables, 2006) which is originatlgsigned to forecast

robot movements. The candidate modified the algorin order to apply
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financial time series data into it. It can handpeto 120 dimensions of
data with 60000 records.

It is not the intention of this research to stuldg tharacteristics
of Human Motion as it is a big topic. Howeveisitnteresting to borrow
the concept of style translation process whichraagforming an input
motion into a new style while preserving its or@ircontent. Human
Motion is a coordination of head, hand, body amat fnovement. To a
certain extent, financial time series is also ardmation of different
markets their movement at the same time. In (L1220it has been
pointed out the breadth and depth of financial ri‘knterdependence
has been blamed for their domino effects duringmedéinancial crises.
Modern economic and investment theories alreadwstidhis feature.

The technical specification of the model is asdek which is
based on (Taylor, Hinton, & Roweis, Modeling Humdotion Using
Binary Latent Variables, 2006). This program traamsConditional
Restricted Boltzmann Machine in which visible, Gaan-distributed
inputs are connected to hidden, binary, stochésdittire detectors using
symmetrically weighted connections. Learning is elonith 1-step
Contrastive Divergence. Directed connections aesent, from the past
configurations of the visible units to the curreisible units, and the past
configurations of the visible units to the currédden units. It is a 2-
step deep learning procedure to return the visibles and hidden units
weight factor. These factors will be used to geteetiae future value of

the model. A frame is selected from the originaladat as a point of
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reference to generate 5-day or 22-day forecasahgeg. The following
is a brief description of the algorithm.

As described before, RBM used energy-based leamgtgod a
details description can be found in (LeCun, Chopiagsell, Ranzato, &
Huang, A Tutorial on Energy-Based Learning, 2006)e dependency
between variables in Energy-Based Model (EBM) ifieaced by
associating a scalar energy with each configuraifcdhe variables. The
observed configurations of the variables are giesver energies while
the unobserved configurations are given high epergi An energy
function in called “negative parabolic log likelibd function” is setting
the value of the observed variable and finding @alaf the remaining
value that minimize the energy. This means for set{ing of the hidden

units, the visible unit is defined by the followieguation.

~log p(v,h) = Z(V th —Z;hjw” +Const

Equation 59

Theg;i is the standard deviation of the Gaussian noisei$tble
unit i.

The main advantage of using this undirected, “enbased”
model rather than a directed “belief net” is thaference is very easy
because the hidden units become conditionally iedéent when the
states of the visible units are observed. The ¢mmdil distributions

(assumingsi = 1) are:

p(h, =1|v) = (b, +Zviw
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Equation 60

p(v; [ h) = N(c, +Zhvvij 1)

Equation 61

where () is the logistic function, N(V ) is a Gaussian, bj and ci are the
“biases” of hidden unit

j and visible unit i respectively, andjis the symmetric weight between
them.

Maximum likelihood learning is slow in an RBM brning still works
well if we approximately

follow the gradient of another function called tentrastive divergence.
The learning rule is:

<vh >

A\Nij HIS Vihj > data ~ il “recon

Equation 62

where the first expectation (over hidden unit ations) is with respect

to the data distribution and the second expectasiavith respect to the

distribution of “reconstructed” data. The reconstions are generated by
starting a Markov chain at the data distributiopgating all the hidden

units in parallel by sampling Equation 60 and thpdating all the visible

units in parallel by sampling Equation 61. For bettpectations, the

states of the hidden units are conditional on tates of the visible units,

notvice versaThe learning rule for the hidden biases is jusihaplified

version of Equation 62:
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Abj O< hj >data—<h. >

j ~ recon

Equation 63

So far the RBM has not incorporated any tempor@armation.
Temporal dependencies can be modelled by tredimygisible variables
in the previous time slice as additional fixed itgoudrortunately, this does
not complicate the inference. Two types of directedinections are
added : autoregressive connections from the pasinfigurations (time
steps) of the visible units to the current visildenfiguration, and
connections from the past m visible to the curtedtlen configuration.
The addition of these directed connections turns RBM into a
conditional RBM (CRBM).

Inference in the CRBM is not more difficult thanthre standard
RBM. Given the data attime t,t— 1, . . ., t,-thre hidden units at time t
are conditionally independent. We can still usetiastive divergence for
training the CRBM. The only change is that whenupdate the visible
and hidden units, we implement the directed conmestby treating data
from previous time steps as a dynamically chanbiag. The contrastive
divergence learning rule for hidden biases is giuerEq. 5 and the
equivalent learning rule for the temporal connewithat determine the
dynamically changing hidden unit biases is:

_ t
data < hj >recon)

Ad; Ov(<h; >

Equation 64
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t_ . - - . . - -
whered;™ is the log-linear parameter (weight) connectirgiole unit

i at time t — g to hidden unit j for g = 1..n. Slanly, the learning rule for

the autoregressive connection

Aa? O v, (v =<V >recon)

Equation 65

wherea,; ? is the weight from visible unit k at time t—q tsible unit i.

The origin algorithm is to model human motion aederate the
motion from the captured data. As the model is ebfficiently capture
complex non-linearity in the data without sophigtex] pre-processing or
dimensionality reduction, it is also suitable faher high-dimensional
time series such as financial time series in adaig environment. The
candidate was inspired by this algorithm and medift for financial data
forecasting. Human motion and financial movemeatsamilar in nature.
The head and shoulder movement is restricted blydteg structure while
financial movement is bounded by the economy anditiqad
environment. However, the past time steps for fongrforecasting is set
to 1 for visible and 1 for hidden variables. Butitiman motion, the past
time steps m and n values are set to 3. In humaimmahe updates are
conditional upon the past 2 to 3 time steps innea@ a model because
the complexity of motions requires a few stepsathgr the information.
The relationship between head and shoulder has imfmenation than
financial movements between 2 equities. Hence, mdetailed
information is required in order to update the m&ag model. In financial
movement, 1 past step is enough to update thertgamodel because 2
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or 3 past time steps information could be redundarthe movement is
affected by external factors such as the poligcaironment or economic

situation.

4.3 Empirical Results

In order to compare with the models in Chaptetti& previous 3
markets indices of Dow Jones, Hang Seng and Shangheplex with
the same time horizon 2006, 2002 to 2006, 20072843 to 2007 are

used as inputs for the CRBM model.

Table XXIV Overall result of All Models

Methods MAPES5 MAPE 22 Overall
DJ HSI SH DJ HSI SH Average
A(011) 1.217 1.588 1.712 3.125 5.445 5.582 3.111
A(110) 1.219 1.588 1.714 3.126 5.445 5.586 3.113
MA 1.390 1.325 2.307 3.241 5.181 6.668 3.352
SVR RBF 1.040 1.525 5.190 2.473 5.020 | 13.753 4.833
CRBM 2.901 1.121 5.389 5.336 6.470 8.181 4.900
NN 1.203 4.219 4.533 3.054 4.154 | 13.035 5.033
SVR Lévy 1.556 3.276 9.425 3.026 5.504 | 13.847 6.106
ELM 3.972 4.450 2.914 | 12.399| 20.644 | 21.466 | 10.974
GARCH 3.972 4.450 2914 | 12399 | 20.644 | 21.466 | 10.974
MAPE4 MAPE 20

SVR RBF 1.376 2.879 2.09 6.49 4.139 2.524 3.250
WL _db_Issvm 2.779 3.604 2.301 7.718 5.343 7.718 4911
WL_sym_garch 1.593 1.717 3.319 7.982 | 10.803 | 18.480 7.316
WL_sym SVR 1.224 1.870 3.801 7.619 | 12.265| 22.399 8.196
WL_db_SVR 1.184 1.891 4.991 7.767 | 13.846 | 22.750 8.738
WL _db_garch 1.685 2.660 7.976 9.430 | 13.187 | 19.276 9.036
WL_sym_Issvm 1.776 1.801 3.624 | 53.361 7.441 | 33,574 | 16.930
LSSVM 11.533 | 19.338 | 24.743 | 12.721 | 15.052 | 22.020| 17.568
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In Table XXIV, CRBM ranked the fourth which is ntmio bad
by any standard. CRBM model has an overall aveM8PE value of
4.9 while the best overall average MAPE from ARINDAL1) is 3.111.
The difference is 57.5% which need to improve.

CRBM is the only model that simultaneously forecalitthe
MAPE values in Table XXIV which attempt to use theerdependence
of these 3 markets for forecasting. From this expent, it is not
successful. There could many reasons one of winigll de there is only
3 markets which many not be easy to seek out tirelation. The other
reason could be the historical data is not longighanly 1200 records.
The last but not least reason is the dataset sdladthin the financial
tsunami period which is too volatile to capture th&erdependence
information. Despite this is not satisfactory, tbandidate is not
discouraged and has presented another approacf tirssnmethod in

different dataset environment to improve the aaoyra
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Table XXV Best Result of Each Model in a Specifyn& Horizon

Methods MAPE4| MAPES5 | Market | Horizon Structural difference remarks
CRBM NA 1.03 HSI 2002-7| 12 attributes to input parameters time step = 1
A(011) NA 0.230 DJ 2006 yule-walkerequation regressi
A(110) NA 0.231 DJ 2006 yule-walker equation regression

MA NA 0.258 DJ 2006 Last 2 records average regressior
ELM NA 1.541 SH 2006 Linear kernel
NN NA 0.273 DJ 2002-6 grnn network
SVR RBF NA 0.380 DJ 2006 rbf kerne parameter ¢ =1000 g =
SVR Lévy NA 0.360 DJ 2006 rbf kernel parameter ¢ =1000g = 1
GARCH NA 1.280 DJ 2006 EGARCH network transformed prices to returps
Chart
pattern LSSVM NA 0.163 NA NA Pattern 49 search result
SVR RBF 0.318 NA DJ 2006 rbf kernel parameter ¢ =1000g = 1
WL db SVR 0.501 NA DJ 2006 daubechies wavelet
WL _sym_ SVR 0.354 NA DJ 2006 symmlets wavelet
WL_db_Issvm 0.262 NA DJ 2002-6 daubechies wavelet
WL_sym_Issvm 0.262 NA DJ 2006 symmlets wavelet
GARCH 1.040 NA DJ 2006 EGARCH network
WL_db_garch 0.617 NA HSI 2007 daubechies wavelet
WL_sym_garch 0.758 NA SH 2007 symmlets wavelet

Table XXV gives a summary of all the models struatu
difference. They are compared using the 4 datasetescribed in the
above section. Except CRBM, most of the forecastioglels are based
on literature. The candidate has selected 4 dataseund the financial
tsunami period to check the models’ performance Gédst performance
has been listed out and the corresponding conditeord criteria have
been described on how to reach it. The best rissiatim the chart pattern
LSSBM model 0.163 but it is not within the 4 datasend the design of
the algorithm is quite different from the othersowéver, the algorithm
is only usable if chart pattern is discovered. Taerdidate has conducted
many experiments in order to summarize the resybea the above table

of which should be considered as a contributiofinancial time series
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forecasting. Despite most of the models are frderdture for many
years and there have been many applications mgrpare all of them
using the same benchmark and obtain a remarkadué re difficult. All
the above MAPE value is under 2 which has beerolpective of this
thesis. The above table could a guidance of whiodehto apply in a
different market and time horizon.

In the following experiment, 9 different marketg arsed instead

of 3. It seems the performance is much better.

Table XXVI Nine Different Markets MAPE Using CRBM

Market MAPES MAPE22
Dow Jones 0.533 5.129
Hang Seng 1.594 1.966

Nikkei 1.216 4.498

Shanghai 3.095 8.096

Straits 0.979 1.269

Korea 0.488 1.598
Philippine 1.778 8.535

Bangkok 1.683 7.661

Taiwan 1.038 2.561

Overall average MAPE valuge 2.984

In Table XXVI, there are 9 indices of which 8 o&th are Asian
Indices plus the US major stock index. The asswmnps that the Asian
stock index has been influenced by US stock moveémoera very long
time and its impact is still in effect. From thetB&tream financial data
resource centre (Thomson, 2012), only 2563 tradays were recorded
prior to 29 August, 2014 of the above 9 indiceug lthe experiment can
only use 2563 records and input into the model. dlbse value of each

market is selected. In other words, the data mes2663x9. Table XXVI
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has a remarkable improvement in its accuracy. Tmeber of records
in this experiment 2563 is more than that in Tab¥V of which it has
only 1200 records. The average MAPE 2.984 is ewetieibthan the best
result 3.111 from ARIMA(O,1,1). In contrast to TabXXVI which only
has 3 markets Open, High, Low and Close valuesms,ionly 9 Close
values are used in Table XXVII. It seems the mangetisions, the better
the CRBM model. We would like to look at more exdespto examine
whether the dimension is a curse or a blessingpieshe previous
argument on Shanghai Complex Index which is notoadgmarket
indicator, it is not bad when it is combined witiher Asian Stock Index.
As expected before, the longer the historical e@nd more market
involve, the interdependence is easier to captde.a result, the
forecasting accuracy is higher.

So far the dataset is focused on Index value. Alghostock
exchange index plays a significant role in the raarkovement as well
as a key indicator of how a particular stock widde, it is still not as

good as to directly forecast the individual stock.
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Table XXVII Constituents of Thirty Stocks in Dowrles Index

Constituents MAPES5| MAPE22

1 3M 0.277 1.42
2 AE 0.452 2.344
3 AT&T 1.384 1.389
4 Boeing 1.988 1.891
5 Caterpillar 1.049 3.655
6 Chevron 0.603 4.241
7 Cisco 1.374 1.889
8 Coca-Cola 1.156 5.841
9 DuPont 0.347 4.307
10 Exxon 0.527 3.063
11 GE 0.824 1.441
12 Goldman Sachs 1.394  3.859
13 Home Depot 1.386 8.009
14 Intel 0.915 1.741
15 IBM 0.405 0.742
16 J&J 0.891 4.404
17 JP Morgan 1.21% 2.813
18 McDonalds 1.487 1.739
19 Merck 1.526 4.219
20 Microsoft 0.889 4.887
21 Nike 1.331 4772
22 Pfizer 1.474 1.563
23 P&G 0.553 5.679
24 Travelers 0.506 3.182
25 United Health 3.49 4.469
26 United Tech 0.789 4.332
27 Verizon 1.738 2.474
28 Visa 0.752 1.665
29 Walmart 0.909 3.29
30 Walt Disney 1.037 1.805
Average 1.089 3.238
Overall average MAPE value 2.163

Table XXII has average MAPE value 2.163 which isrebetter
than Table XXVI. Only 707 records were found in 8stocks of SSE
50 prior to 29 August 2014. Hence, only 707 cloakies of each stock

are inputted into the model. In other words, th&aduaatrix is 707x30.
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The dimensionality of this data set is 30 instebfl m the above. As
all the records are in the Dow Jones IndustrialrAge constituents, the
close relationship is assumed but it is still amgi to find out the
accuracy is that high. Unlike the other forecastamhniques which can
only forecast one value at a time, the CRBM modaelsdforecast all the
values at the same time. Each stock MAPE value akutated
independently e.g. 3M stock forecasted 5 days syote will be
compared with the actual stock price to deriveMIAPES value. This is
very efficient to use in online trading. The forsitag technique of
CRBM is different than the other model as it usesrelative movement
of all the stocks in one time step as an anchdnfer all the stocks
movement in the next time step. While the other et®dieducted the
historical pattern of a stock and forecast the tiex¢ step based on that

pattern, CRBM has a significant structural diffeverrompare to them.
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Table XXVIII Constituents of Fifty Stocks in Hang®g Index

No. Constituents MAPE5 MAPE22 | No. Constituents MAPES MAPE22
1 | 1299 HK Equity 1.085 2.504| 26 | 101 HK Equity 0.936 4.049
2 | 3988 HK Equity 1.683 2.222| 27 | 11 HKEquity 0.69 1.551
3 | 3328 HK Equity 1.716 3.87| 28 12 HK Equity 5.378 6.542
4 23 HK Equity 0.99 1.735| 29 | 1044 HK Equity| 0.854 3.494
5 | 1880 HK Equity 2.273 5.192| 30 3 HK Equity 1.285 2.716
6 | 2388 HK Equity 0.693 3.617| 31 | 388 HK Equity 2.218 2.455
7 293 HK Equity 3.246 1.474| 32 5 HK Equity 0.388 0.981
8 1 HK Equity 2.781 7.522| 33 | 13 HKEquity 1.083 4.938
9 939 HK Equity 1.754 3.997| 34 | 1398 HK Equity| 1,983 3.407
10 | 2628 HK Equity 2.972 2.447| 35 | 135 HK Equity 0.95 6.583
11 | 2319 HK Equity 3.385 7.495| 36 | 992 HK Equity 5.22 9.245
12 | 144 HK Equity 0.801 3.512| 37 | 494 HK Equity 1.761| 11.474
13 | 941 HK Equity 4.957 7.955| 38 | 66 HK Equity 1.156 2.239
14 | 688 HK Equity 2.862 9.318| 39 | 17 HK Equity 2.236 3.094
15 | 386 HK Equity 2.4 7.248| 40 | 857 HK Equity 4.047 4.563
16 | 291 HK Equity 2.228 14.604| 41 | 2318 HK Equity| 2422 5.376
17 | 1109 HK Equity 2.785 5.536| 42 6 HK Equity 1.57 3.26
18 | 836 HK Equity 2.584 6.158| 43 | 1928 HK Equity| 8.587| 21.544
19 | 1088 HK Equity 2.18 2.729| 44 | 83 HKEquity 1.329 6.319
20 | 762 HK Equity 4.773 6.485| 45 | 16 HK Equity 0.87 1.842
21 | 267 HK Equity 2.482 10.134| 46 | 19 HK Equity 1.347 2.544
22 2 HK Equity 1.357 2.678| 47 | 700 HK Equity 1.869 8.446
23 | 883 HK Equity 1.938 5.268| 48 | 322 HK Equity 1.2 3.751
24 | 1199 HK Equity 4.087 7.891| 49 | 151 HK Equity 7.451 8.416
25 27 HK Equity 5.902 22.428| 50 4 HK Equity 1.993 4.547

Average 2.455 5.748

Overall average MAPE value 4.101

Similarly, in Table XXVIIl, the average MAPE value 4.101

which is not too bad compared to Chapter 3 resuitact the MAPES

average value 2.455 which is close to our targeteur2. In order to

compare with Table XXVII which used 707 recordg fame number of

records are inputted into the model. In other wptle data matrix is

707x50. The dimensionality of this data set isirlead of 30 in the
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above. Like Table XXVII all the records are in tHang Seng Index

constituents.

Table XXIX Constituents of Fifty Stocks in SSE50

No. | Constituents | MAPE5 | MAPE22 | No. | Constituents | MAPE5 | MAPE22
1 601288 1.482 1.382 | 26 600332 3.171 9.139
2 600585 2.128 1.777 | 27 600837 2.818 2.799
3 601169 7.560 7.826 | 28 601688 2.943 5.500
4 601328 3.259 1.705 | 29 600015 2.653 1.055
5 600637 0.350 1.730 | 30 601398 1.633 1.094
6 601299 1.613 5.182 | 31 601166 2.475 2.577
7 601818 1.384 4713 | 32 600111 1.197 4.259
8 601118 1.457 17.482 | 33 600887 6.018 3.943
9 601628 3.476 2987 | 34 600010 2.491 20.128
10 600036 1.863 1.830 | 35 600518 1.169 3.034
11 600999 2.222 3.988 | 36 600519 3.398 2.376
12 600016 1.633 3.351 | 37 600406 5.725 6.504
13 601117 1.390 6.623 | 38 601336 4.221 2.430
14 601601 3.606 2.103 | 39 601857 1.219 1.592
15 600028 4.453 5.337 | 40 601318 2.679 2.444
16 601088 2.346 1.755 | 41 600048 3.014 5.838
17 601989 6.768 13.344 | 42 600104 5.365 9.462
18 601668 1.834 6.182 | 43 600703 1.787 8.176
19 600050 2.908 3.483 | 44 600031 1.835 3.921
20 600030 3.950 2.007 | 45 600547 0.648 3.626
21 601766 2.150 2.264 | 46 600196 1.170 2.188
22 601006 5.532 9.073 | 47 600018 4.350 12.578
23 601901 2.253 1.876 | 48 600832 0.172 1.624
24 600383 0.977 7.662 | 49 600000 2.034 1.649
25 600256 9.594 10.235 | 50 600089 5.531 7.690

Average 2.918 5.030

Overall average MAPE value 3.974

In Table XXIX, we cannot use the Shanghai StockHaxge

Composite Index which is a stock market index bétalcks (A share and

B share) that are traded on the Shanghai Stockaexehfor comparison

as it has 1083 constituents which are beyond tbpesof this research.
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Instead, SSE 50 Index is selected from the 50 $aggecks in Shanghai
Stock Exchange which have the most influential iobman the market.
Like Table XXVII and Table XXVIII, 707 trading dayslose value
records on 29 August, 2014 are inputted into thdehd@nly 707 records
were found in the 50 stocks of SSE 50 after 29 Aug@@14 and it is the
reason to select 707 trading days. The performahttee model in SSE
50 is even better than Hang Seng Index. The ovavatage is 3.974
while Hang Seng Index is 4.101. Itis fair to dowle the result is similar.
However, the MAPE value is a different story. B@bmparing to 2.455
in Hang Seng Index indicates that the short temadasting is better than
SSE 50. Hence, the short-term forecast MAPES vedu&ing is Dow
Jones, Hang Seng and SSESO0. This is in line withp@n 3 Section
3.2.2.2 EMH analysis and it is consistent with elifint data sets even
though it is not the same forecasting techniqueeXjdained in the result
of Table XXIX that Shanghai complex index is notggen market and
there are 1021 stocks in the index, the co-ordnatif Dow Jones and
Hang Seng Index with Shanghai complex index isobwious. As Dow
Jones only has 30 and Hang Seng has 50, Shangmgil&olndex could
be too complicated to present a clear picture@htlarket. On top of that,
Shanghai Complex Index also contains A and B séiaieks of which B
share is not normally being traded in ShanghailSEBa@hange market.
The result in Table XXIX clearly indicates that S®Estocks are closely
related and can give a clear direction on the narkeevement. It would

not be fair to compare Table XXVI with Table XX\ Table XXIX as
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it has 2563 trading days. Hence, the followihgbleXXX only takes

707 trading days ended on 29 August 2014 for coisqar

Table XXX Forecasting Result of The Nine Markets wiksk Input

Records
Market MAPES MAPE22
Dow Jones 0.618 2.147
Hang Seng 1.633 2.056
Nikkei 1.809 3.304
Shanghai 3.247 5.594
Straits 0.779 1.433
Korea 0.461 0.935
Philippine 1.502 4.999
Bangkok 1.373 4.995
Taiwan 1.002 1.139
Overall average MAPE 2168
value

Here, the overall MAPE value has been improved fBo@84 to
2.168. This is an interesting finding and also pidgl example that
dimension is not always a curse but could be ashlgs Why 2563x9
historical records forecasting result is not asdgas 707x9. A possible
explanation in financial time series is that theatt of long historical
records could have less impact on recent eventsday’s markets are
interwoven with current event less than a year,years or 10 years ago.
More experiments on this theory will be demonstiaite Chapter 5.
Unlike natural phenomena such as sun black spolptiger the historical
records, the better the forecasting result becthesdluctuation of the
data is not as volatile as the financial market #rel pattern will be

clearer if more historical records are availableifiput.
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4.4 Conclusion

In this chapter, a revolutionary model has beerpthiced for
financial time series forecasting. We believe thishe first attempt to
apply Conditional Restricted Boltzmann Machineiimahcial time series
forecasting. The potential for this model basedigndata technology is
very broad. Big data not only induce impacts ogéagnterprises but to
a certain extent most of our daily life. Our datarage is no longer
measured by MB but by GB and will easily go to TrBrwre. Technology
to deal with big data in a computer environmergti restricted in the
hands of a few companies like Horton. However,libpeefit to acquire
valuable knowledge from the big data is almostraitéd. Due to the
limit of this research, we only use a very smadktron of the financial
market data from Bloomberg, Data stream and Sharfgthange high
frequent databases. This is no comparison withekbig data which is
usually more than 10 Peta bytes in financial daiaea There are lots of
financial information in other formats such as cloatim in text format
which is also very valuable for analysis on howrntherket sentiment will
turn into. We just demonstrated one type of datan&b that can be
handled by latest big data analysis algorithm.

The advantage of CRBM is its ability to handle haimension
data although it is not a fast algorithm. High dmsien data in this

research means the number of parameter in theeda@®@se structural
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difference between CRBM has a significant advantager other
models in the literature. The reason to input higinension data for
CRMB is to study all the multiple variables chaeaidtic and infer the
next time step based on the information acquirdds fiovel approach
has wide application in short-term forecasting ipatarly in a high
frequent transaction environment. In the next sacthis application will
be further elaborated. The model is a 2 step desmming algorithm
which cannot run on a normal desktop computer ugtacnized
computer with high computational power. In addiéibrthe basic idea in
CRBM is to seek out the co-relationship betweefeddht attributes but
if there is a not a number (NaN) value in one ef aéftributes, the model
will return NaN and will not be able to generatsuiés. Hence, the dataset
must filter out the NaN values so that the modalwark properly. That
is why in the about example only 707 records alectesd because not all
the stocks in SSE50 have more than 707 trading degards. In this
section, we have demonstrated that the best fdrega®sult so far is
from using more attributes and less historical résoon the same
segment of the market like Dow Jones, Hang Sengaadghai complex
Index constituents stock. It is not our intenttonseek out the most
accuracy forecasting tool in financial time seria@s it would be
impossible to define and maintain as explainedhagier 1 Section 1.1.
Like MNIST image dataset analysis, there is alwagem for
improvement with newly improved algorithms. Insteae would like to
contribute a new methodology in financial time esgrianalysis. In

Chapter 3, there are many classical forecastingntdogies introduced
159



which are applicable in many fields but can onlsetast one attribute
at a time even they can input many attributes ineomodel like ELM.
In our example, it is the future close index vatidhe corresponding
stock index. Many models like ARIMA or GARCH onlgeione attribute
to forecast its own future value. It seems thisragph, despite its

successful reputation, should consider anothemative.
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Chapter 5 Performance and Evaluation

on CRBM

5.1 Application of CRBM in Big Data

Environment

From Chapter 4, we have demonstrated the advawtagsing
CRBM algorithm. So far, we have investigated thredasting techniques
of Neural Network, Support Vector Machine, Leasu&g Support
Vector Machine, ARIMA, GARCH, Wavelet based Suppbictor
Machine, Wavelet based Least Square Support V&ttaohine, Wavelet
based GARCH, Extreme Learning Machine and Conditiétestricted
Boltzmann Machine and their respectively forecagtiresults are

illustrated from Table 11l tol ableXXX. All these datasets are not huge

as the biggest one is only 2568x9 in the above raxpats. We have
mentioned that CRBM is generally involved in bigadand the following
section attempts to employ big data environmentusedhe above model
to analyse the data. In this Chapter, the Shartgtoaik Exchange High
Frequency data from 2003 to 2013 which is providgdhe library of
Hong Kong Polytechnic University is analysed usti®BM model. The

data is originally from GTA Information Technolo@ompany and its
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name is Level-1 China Security Market Trade & QuBtesearch
Database 2012 version. Its recording intervalmgirag from 1 minute, 5
minutes, 10 minutes, 15 minutes, 30 minutes to Blutes. Please refer
to (CSMAR, China Security Market Trade & Quote Resh Database,
2013) for the data structure. The high frequenaaricial data has
provided a unique platform to study the microscaogtizicture of the
market movement. The total database size is 1 @&sbThere are many
types of files in financial time series such as, @xcel, text and mat.
Even in this dataset, there are 2 types csv anrxtats and it must be
converted to Matlab data format MAT in order toui#ized in Matlab
program. This is very computationally expensiveliké MNIST or
NORB image dataset which is provided by a reseiustitute in MAT
format, it is very difficult to manipulate many &ncial time series data
storage formats and converting them into MAT fornsatery tedious.
This is quite a challenge for time series reseat. only is the data
format difficult to handle, but the integrity ofdldata is also a problem.
Datastream, Yahoo or Bloomberg are famous compamiesep track of
the financial record, there are still many gap®@tween due to some
particular event to a company and this happeng @uiivt in SSES50.
CRBM was based on RBM as described in section Bk
application of big data in RBM has many exampledha literature
review in the last few years. But many are in theaa of optimization
and classification such as MNIST or NORB datad®ig data has given
birth to the demand of new algorithms to handlehslhiege volume of

data. At the same time, it has also miraculousibkbn many of the
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records in optimization and classification domaimickh has no
breakthrough for many years. We, in the historycomputational
complexity domain, have never attained such sucttesas also revived
many of the classical algorithms such as the newddiork backward
propagation to revisit its application in big daavironment and has
attained unprecedented breakthrough. As one oinventors of this
algorithm Geoffrey Hinton from Canadian Instituter fAdvanced
Research puts it “we discover this algorithm toorswithout a properly
environment to fully utilize its potential 30 yeaago”, now the destiny
of this algorithm has finally revealed. The abov@ust a tip of iceberg as
many breakthroughs in different domains will be aumn Classic
theories and algorithms will be revisited to seekits application in this
new era. However, in forecasting domain, the appiba is still rare. One
of the possible reasons is that traditional foreogsalgorithm such as
ARIMA or GARCH cannot be applied easily in a bigalanvironment
due to its inability to handle high dimension dathich has been
discussed in section 3.5.4. SVM has many applioatio classification
problem in big data but the SVR in forecasting donsrare. The other
possible reason is the availability of data in éasting domain is not that
many. Scientific data such as weather, natural @nemna, earthquake
historical data and interstellar position data \agy difficult to obtain
and usually excluded from public access. Most eftilme, the user must
pay to access and analyse such data such Hadawgnchl time series
data are the most popular one as they encourageviestor to study but

still some of the data like the dataset employethis research must be
163



purchased from the data warehouse. From Chaptéos43 all the
datasets are from the public source such as fingalceo or the Hong
Kong stock exchange. High frequent transactionnione data are not

open to the public and not easy to get.

5.2 SSE50 High Frequent Financial Data

Analysis

Year 2010 to 2013 SSES0 high frequent data aresaglhere
to compare the result from previous Chapter 4. hBasar, there are 12
months of records but not all stocks have recandslithe months. Not
all 50 stocks of SSE50 have the same volume of inegluent data at the
time the data is captured as some stocks have rerhigplume of
transaction. One of the possible reasons is tlegt dhe suspended from
trading under the security act if the daily fludtaa of the stock price is
more than 10%. The other reason is it is a newkgtest added into the
SEES5O0 family. For example, there are 7 stocks whidlg started to have
full records from 2012. Hence, there are only 4@lst in SSE50 in 2011
and 50 stocks in SSE50. On top of that, each Stothe same year or
month has different records than the other sto¢ckeérSSE50 constituent
stocks. Hence, the datasets of CSMAR are filtmedhat the same

number of records of each stock in each year igepic
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The last 4 years from 2010 to 2013 are selectedtHsr
experiment because all the data files are in cawnda The rest is in txt
format. We would like to test all the dataset ia fame format to ensure
the integrity of the data is preserved. As a resiuét data structure of all
the datasets in these years are as follows. In3@H3, it is 312555x50
records and 365396x43. This mean there are 50 stathch have
312555 records in each stock and there are 43sstaleich have 365396
records in each stock. In year 2012, it is 266128x5d 419558x43. In
year 2011 is 455923x43 and year 2010 is 395517x#Bere are 3
accumulated years of records, from 2012 to 201878183x50 and
784954x43, from 2011 to 2013 is 1240877x43 and f26r0 to 2013 is
1636394x43. These datasets are huge comparedpoetrieus 2563x12.
It is tedious and computational expensive algoritbmun the simulation.
Without the latest computer hardware setup as tepio Section 1.4, it
is not possible to run in an ordinary laptop. Taening time of each of
the above setup is more than 48 hours. It is aisgdvantage compared
to all the models in Chapter 3 and 4. However pilediminary success in
Chapter 4 has triggered a further investigatiothenpotential ability of
this model. It took more than a month to produce fihfllowing result.
Despite saying so, it does not mean that it is 4mesuming and
therefore not worthwhile nor significant. Certainiywill be a waste of
time and resource if the end does not justify theam Without the
success of Chapter 4 using CRBM, it would be tobidaus to exploit

the resource to seek out the benefit of CRBM in thaitaset.
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5.3 Empirical Results

Table XXXI SSE50 Forecasting Result in Year 2013

SSES0| Constituents | MAPES00| SSE50| Constituents | MAPES00
1 600000 4.5428 26 600832 7.250
2 600010 6.6320 27 600837 2.976
3 600015 5.9076 28 600887 5.066
4 600016 8.7228 29 600999 6.096
5 600018 6.8908 30 601006 3.382
6 600028 3.3252 31 601088 2.722
7 600030 3.0228 32 601117 2.700
8 600031 8.0970 33 600118 11.149
9 600036 1.9601 34 601166 4.187
10 600048 8.3414 35 601169 3.129
11 600050 2.8730 36 601288 1.727
12 600089 5.2806 37 601299 4.703
13 600104 3.1120 38 601318 5.004
14 600111 10.6813 39 601328 5.445
15 600196 10.3960 40 601336 1.415
16 600256 12.3538 41 601398 3.628
17 600332 7.6767 42 601601 2.547
18 600383 4.6453 43 601628 2.686
19 600406 3.1035 44 601668 3.551

20 600518 3.8809 45 601688 1.624
21 600519 6.7135 46 601766 4.884
22 600547 14.0277 47 601818 3.599
23 600585 3.5379 48 601857 1.625
24 600637 6.4399 49 601901 6.397
25 600703 8.0345 50 601989 4.327
Average 5.240

As described before, one day of the transactiondctave
generated more than 2,000 to 3,000 records. Therefwe need to
forecast around 500 future values or roughly halfag transaction to
compare. The forecasting window of 500 is basethenpercentage of
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the daily transaction volume. If it is 2,000 recayrd is almost a quarter
of a day. The SSE is open for trading from MondayFtiday. The
morning session begins with centralized competipikieing from 07:45
to 07:55 and continues with consecutive biddingnfr@9:30 to 11:30.
This is followed by the afternoon consecutive bhnddsession, which
starts from 13:00 to 15:00. Hence, it is roughihaurs per day. The
forecasting window of 500 is approximately 1-haading details of all
the stocks involved. This is very useful for onlingding particularly in
option related derivative as they are heavily benagled in the stock
market. The fluctuation in 1 hour may not be thdemsive for many
stocks but the momentum could be very strong fdfoapprice. In
Chapter 4, the forecasting horizon for consideraiso5-day and 22-day
which corresponds to roughly 1 week and 1 monttlitigaperiods. The
result from Table XXXI is very encouraging as thé&RE500 value is
5.24 compared to Table XXIX MAPE value of 3.974.akgthe dataset
matrix in the result of is Table XXIV 707x50 whitee Table XXXI is
312555x50. The running time is 34610 seconds f@583%x50 and the
Table XXXl is an average of 5 runs which is aro@rdhys computational
time. It would be meaningless to use only 707 r@ean this experiment
as it is less than 1 transaction day. In orderetiuce the computation
time, 11775 records are selected to see if theracgwan be improved
with less historical records. From experimentahpof view, there is no
harm trying as it is necessary to reduce the rgntiime so that it can be
applicable in an ordinary computer set up or in @bile computing

platform.
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Table XXXII SSE50 in Year 2013 with 11775 Input Rests

SSES50| Constituents | MAPE5S00 | SSE50 Constituents | MAPE5S00
1 600000 0.234 26 600832 0.944
2 600010 0.287 27 600837 0.204
3 600015 0.636 28 600887 0.290
4 600016 0.469 29 600999 0.799
5 600018 0.190 30 601006 0.635
6 600028 0.477 31 601088 0.121
7 600030 0.464 32 601117 0.338
8 600031 0.163 33 600118 4.387
9 600036 0.817 34 601166 0.291
10 600048 0.766 35 601169 0.200
11 600050 0.188 36 601288 0.260
12 600089 0.316 37 601299 0.284
13 600104 0.226 38 601318 0.248
14 600111 0.172 39 601328 0.199
15 600196 1.086 40 601336 0.149
16 600256 0.173 41 601398 0.178
17 600332 0.577 42 601601 0.226
18 600383 2.401 43 601628 0.146
19 600406 0.163 44 601668 0.210

20 600518 0.363 45 601688 0.195
21 600519 0.344 46 601766 0.539
22 600547 0.495 47 601818 0.179
23 600585 0.193 48 601857 0.166
24 600637 0.286 49 601901 0.454
25 600703 0.585 50 601989 0.227

0.479

With less number of historical records, the accyrhas been
improved from 1.823 to 0.479 as per the result fiteble XXXII and
once again demonstrating that the stocks within ghme region or
market are very closely related. The MAPE valueD@f79 based on
forecasted of next 500 transactions cannot dirdxetlgompared with the
best result from ARIMA 3.111 as per Table XXIlIr§, the previous one

MAPES00 is most likely on the same day with voigtit0.16 while the
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latter MAPEZ22 is the next 2 transaction days foseedth volatility
3.48. In order to compare the result with anotdgorithm that is also
suitable in the big data environment, ELM is usedaeference. The
reason why only 11557 records are selected is bedais the maximum
data matrix the ELM can handle. This was the tgstesult on an
ordinary computer with 2G RAM i-3 Laptop with on80G hard disk
memory. The following table is the result of ELM.

Table XXXIIl SSE50 Forecasting Using ELM

SSE50| Constituents MAPES00| SSE50| Constituents MAPE5S00
1 600000 0.169 26 600832 1.146
2 600010 0.000 27 600837 0.351
3 600015 0.277 28 600887 0.144
4 600016 0.609 29 600999 0.665
5 600018 0.258 30 601006 0.598
6 600028 0.373 31 601088 0.147
7 600030 0.520 32 601117 0.254
8 600031 0.110 33 600118 0.254
9 600036 0.501 34 601166 0.136
10 600048 0.331 35 601169 0.171
11 600050 0.195 36 601288 0.218
12 600089 0.213 37 601299 0.238
13 600104 0.172 38 601318 0.414
14 600111 0.071 39 601328 0.162
15 600196 0.431 40 601336 0.091
16 600256 0.152 41 601398 0.157
17 600332 0.152 42 601601 0.137
18 600383 0.318 43 601628 0.097
19 600406 0.127 44 601668 0.258
20 600518 0.190 45 601688 0.160
21 600519 0.645 46 601766 0.512
22 600547 0.634 47 601818 0.168
23 600585 0.154 48 601857 0.086
24 600637 0.330 49 601901 0.556
25 600703 0.299 50 601989 0.098

Average 0.289
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With the same data matrix 11557x50, the result fPatifferent

forecasting models is very close. CRBM MAPES00 eaki0.386 while

ELM is 0.289. Without doubt, ELM is better in CRBNIthis regard but

the mechanism is quite different. Each stock isdasted individually in

ELM and the remaining 49 stocks are used as agmterbenchmark. In

other words, it cannot simultaneously forecastral values at once but

use one value at a time in the process. Thus tiv@g time is quick as

less computational power is required.

Table XXXIV Summary Result of Year 2010 to 2013

Year Data structure MAPESO00 | Volatility | Kurtosis | Skewness
2010 395,517x43 1.513| 1.6E+241 2.40 0.60
2011 455,923x43 6.808| 5.1E+235 2.16 0.06
2012 419,558x43 8.429| 2.6E+188 2.37 0.09
2013 365,396x43 6.111| 1.1E+186 2.45 0.39

2012to13 784,954x43 15.158| 1.3e+188 2.41 0.24

2011tol13| 1,240,877x43 18.106| 1.7E+235 2.33 0.18

2010tol13 1,636,394x43 25.607| 4.0E+240 2.35 0.28
2010 11,775x43 0.372 0.22 3.78 0.70
2011 11,775x43 0.832 0.21 2.68 1.22
2012 11,775x43 0.119 0.35 2.26 -0.32
2013 11,775x43 0.451 -0.22 2.60 -0.01
2012 419,558x5( 13.634| 2.2e+188 2.39 0.11
2013 313,055x5( 5.24| 9.3E+185 2.42 0.37

2012to13 732,613x50 13.725| 1.1E+188 2.41 0.24
2012 11,775x50 13.634 0.35 2.24 -0.34
2013 11,775x50 0.479 -0.16 2.49 0.00

Table XXXIV gives the summary of all the results from 2010 to

2013. The maximum data this model can handle i8613®4x43

dimension of data for the accumulated recordsl@f3astocks from years

170



2010 to 2013 and it took at least 1 week to rumg&s of the algorithm.

It is necessary to point out in the CMAR data pded by the candidate,
only 43 stocks were found with records from yeat@@ 2013. The
MAPES500 result is disappointing as it is 19.26 viahie way beyond our
target value at 2. However, the encouraging newt tee 11775x43 and
11775x43 datasets MAPES00 value from year 201®@13 2re under 2

which satisfied our objective.

5.4 Conclusion

It is difficult to represent financial factors imomodel. There are
many financial factors such as interest rate, Giaftical environment,
monetary policy, exchange rate, economic cyclelatioh rate,
unemployment rate and many others. The interesthiag been relatively
stable in recent years and in our experiment, tisembnost no impact on
the output. Comparatively, many other factors ddhawe any significant
effect on short-term forecasting. Unlike stock dataich reflects the
performance and market sentiment in a particulaketgall other factors
are more general in nature and to pinpoint thectsfon a particular stock
is very difficult. Stock market sometimes refersitmtional market
which cannot be represented by simple economioifadiut only the
stock price itself. In fact, the recent algorithrading only focuses on
price and neglect other factors, particularly inilydar short-term

trading.The characteristics of big data can berttest by 5 V which are
171



Volume, Velocity, Variety, Veracity and Value. TRHRMB model in
this section major addresses the volume aspetteobig data. Volume
refers to the vast amount of data generated ewsgnsl in the Shanghai
Stock Exchange. Many of the models in the aboveex@nts only use
daily close value parameter for forecasting. Th&ltowumber of
parameters in the datasets is limited. High din@raidata means many
parameters are included in the dataset. They drigam the same stock
but are traded in the same market. In SSE50 datased in this
experiment, there are totally 50 parameters. Theyte close values of
50 stocks which vary in value every minute.

This algorithm trains CRBM in which Gaussian visilinits are
connected to hidden, binary, stochastic featureeatiets using
symmetrically weighted connections. Learning is eonith 1-step
Contrastive Divergence. Directed connections aesgnt, from the past
configurations of the visible units to the curreisible units, and the past
configurations of the visible units to the currédden units. Itis a 2-
step deep learning procedure to return the weigtiof of the visible
units and hidden units . Hence, the depth of th8KRnhodel is 2.

The number of epochs is set to 2000 which can ertkametwork
is well trained. There is no need to proceed setiplgnthrough the
training data sequences. The updates are only tommali on the past n
time steps, not the entire sequence. Instead, Bb@iohes with a size of
roughly 8% of the corresponding dataset is sehasesting data. This is
a unique training method and the number of hiddatsus set to 150.

The running time of the dataset with dimensionahda636,394x43 was
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around 96 hours while the shortest 11,775x43 wasnal 1 hour using
the computer as depicted in Chapter 1.4.

We have identified the potential of recurrent désgrning and
leads to the development of CRBM model. The reciumeural network
is equipped with additional recurrent connectionat thave important
capabilities not found in feedforward networks.idtregarded as an
expressive model to deal with non-linear sequeptiatessing tasks. The
previous ARMIA or GARCH model, on the other hanssuames that the
market is linear by nature even the algorithm fit&elautoregressive.
Given the autoregressive nature of financial tievées data, the recurrent
deep learning algorithm is a perfect match for it.

The following figures demonstrated the learnindigbof CRBM
in the dataset SSE2012 11775x43 from 1 layer &y&rt. The third layer
is for demonstration purpose as the model only goe3 layers. It is
obvious the deeper the learning mechanism, the ammnerate the result

and therefore it should be the future developmeéttis research.
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Chapter 6 Research Conclusion and

Future Development

There are many negative comments on financial tsmees
forecasting. The most famous one is “no one ig [fabis workable”.
To a certain extent, it does affect our motivationhis research as it is
no longer a popular subject and it would be diffito make contribution,
let alone the breakthrough, because there have dwe@many literature
reviews and theories throughout many decades. &<tiinese saying
goes, “the boat will turn straight when it reactiesend of a bridge”, the
big data era has inspired almost every domain imptgational
intelligence and it also inspired the candidateaoy on this thesis. The
theoretical background on forecasting is basedtatisgcal theory but
many of them are not easy to make a breakthrougimyhdf them have
a very long history such as Bayesian theory whiak proposed over 250
years ago and there are not many related literegurews on forecasting.
Many papers focus on the financial part but notitlnecasting part since
modern financial theory may include so many topiaaging from
economic, politics to international business. Fastiog theory, on the
other hand, is relatively covering a narrow subj@ith more or less
statistical and artificial intelligence elementssiapport the theoretical
background. To combine these 2 topics to form theearch topic
financial time series forecasting is very difficuliecause it is necessary
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to balance between the financial and forecastiaegrth Many models
presented in this study only investigated the fasdng ability but
neglected the financial factors. This is becausartial factors such as
interest rate, political stability, currency ratedamany others are not
easily represented in a forecasting model. In fagt, have put these
factors into the models but this does not affeetbsult nor have any
influence on the models. The famous Black-Sholedehas described in
Chapter 2 Section 2.6 is a good example that dryctrrent stock price
is relevant and not the others. We have not idedtid model that can
incorporate financial factors such as interest,raterrency rate,
unemployment rate or inflation rate to affect theuit of the forecasting
model. Our approach, on the other hand, is to ktoflifferent markets
with different financial characteristics such asigkheory. Although the
same model is applied, the result reveals the cteistics of the
financial market.

Despite the negative sentiment, the importancenahtial time
series forecasting is very obvious in the finanaatitution. It is well
known that many big financial institutions have manpercomputers to
monitor and trade in the financial market. Theyéautperformed many
regular investors due to their unique in-house rilgms developed by
their own specialists using latest forecasting meétihogies. There are so
many forecasting techniques on the website of iredservice providers
but it is still very primitive and it does not cader the use of latest
artificial intelligence models. Many financial resehers have used a

very simple mean reverting technique to do findnfdeecasting and it
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serves the purpose most of the time. In Chaptew@, have
demonstrated that a simple 2-day moving averageshaceady ranked
the third among other models. This may work foagtipular stock with
very low volatility. However, more researches offedent methods are
required. In our research, we have explored mamhniques that
combine traditional statistical theory and the datartificial intelligence
methodology to get better results.

Our contribution in this paper is the discovery GRBM
algorithm to forecast all the constituent stockaimarket index at the
same time with very good accuracy. When computatipower was
limited in early ages, dimension reduction is vanportant as it can
dramatically reduce the workload and speed. Howdher trade-off is
the relevant information that could be lost durihg reduction process.
We have shown that CRBM algorithm can handle highedsional data
file which could track the relationship of all tHenensions in the dataset.
Our application of the model in Index market hasnfeal out all the
relevant stocks movement that are closely relateldtacannot be proved
easily without this model. The application of CREBiMhe high frequent
data in the above experiment has distinguished radgea in online
trading as the model can provide more informatitwoua the stock
movement within a very short period of time. Trassimilar to predict
the next frame of human motion based on the previcame but the
motion is running at a very slow speed. In finahdiane series
forecasting, this edge is the survival mode for aagé volume

programming transaction which only relies on theuteof the data.
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It is true that many financial data must be preepssed due to
different data format and storage chronologicatdiesc On top of that,
there are too many financial institutions which \pde financial
information but without a unified standard. Thile future work of this
CRBM algorithm must cater to all kinds of data fatrfrom the financial
ocean of data. Text format is a big challenge fos tmodel. As a
conclusion, there is no holy grail in forecastingdal but only the most
useful one according to our research. We have f@RBIB algorithm a
novel approach in financial time series forecastity the high potential
application. Unlike many algorithms such as SVR,IMR, wavelet-
based or neural network, this algorithm does netlrte tune parameters
so that the model can obtain good forecasting tebl@nce, it is very
convenient and quick to use.

The possible future development of this algorithould be in
mobile computing. This prevailing technology enabéveryone to get
access to mobile data anywhere in the world. Mdimleking is a service
that almost every banker must provide for the tieft is based on
mobile data management technology which has toesdhe data
dissemination, caching, replication in mobile eamiments and most
importantly the location dependent data serviceblpm. The mobile
service providers have become the largest big dallactors as the
number of user of mobile devices are more than coenp. Baidu has
launched a heat map of where Chinese travellereesding to, coming
from, and which routes are most popular duringLilnear New Year, the

country’s largest national holiday.



The heat map, which went online January 27 2014,created
by data Baidu gathered from smartphones throughdb®f the location-
based Baidu Maps mobile app, which has more thah r2dlion
registered users and receives 3.5 million posreguests every day. The
heat map updates every four to eight hours, showiagnost popular
destinations, points of origin, and travel routdfie above CRBM
algorithm can be modified and installed as onehef hobile apps to
forecast the next destination for travellers sa the users can avoid the

peak traffic.
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Appendixes

Charts Identification Guidelines

Chart 2- pattern recognition. A horizontal, or neao, trend line that
connects the minor lows. Must have at least twdirgis minor lows
before drawing a trend line. An up-sloping trendelibounds the
expanding price series on top. Must have at leastrinor highs to
create trend line.

Chart 3 — pattern recognition. A horizontal lingedistance joins the tops
as a trend line. Must have at least two distinachkes (minor) highs
before drawing a trend line. The expanding priceesas bounded on the
bottom by a down-sloping trend line. Must have esst two distinct
minor lows to create a trend line.

Chart 24 — pattern recognition. A three-trough fation with the centre

trough below the other two. It looks like a headishoulders bust

flipped upside down. The three troughs and two miises should appear
well defined. The left and right shoulders shoutdlpposite one another
about the head, somewhat equidistant in both tintepaice. There are

wide variations, but the formation is noticeablynsgetrical about the

head.

Chart 26 — pattern recognition. After an upward@trend, the formation
appears as three bumps, the centre one is thsttakbsembling a bust.
The two shoulders appear at about the same pneé Bistance from

the shoulders to the head is approximately the saimere can be wide
variation in the formation’s appearance, but symynist usually a good
clue to the veracity of the formation.

Chart 47 — pattern recognition. Two price trendedinthe top one

horizontal and the bottom one sloping up, formiangle pattern. The

two lines join at the triangle apex. Prices ripgaand fall away from a
horizontal resistance line at least twice (two mimghs). Prices need not
touch the trend line but should come reasonablec{say, within $0.15).

The line need not be completely horizontal but Ugus Prices decline

to and rise away from an up-sloping trend linec&sineed not touch the
trend line but should come close (within $0.15).ldst two trend line

touches (minor lows) are required.

Chart 48 — pattern recognition. A triangular-shapattern bounded by
two trend lines, the bottom one horizontal andttpeone sloping down,

that intersect at the triangle apex. A horizonbalrearly so) base acts to
support prices. Prices should touch the base st tegce (at least two

minor lows that either touch or come close to teed line).
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Chart 49 — pattern recognition. Compute the foiomaheight by
subtracting the lowest low from the highest higbr &pward breakouts,
add the difference to the highest high or for dowrd\breakouts, subtract
the difference. Alternatively, symmetrical trianglean be halfway points
in a move, so project accordingly. As consolidatiarices usually leave
the triangle in the same direction as when thegrent
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