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ABSTRACT 

High-Frequency Trading (HFT) in financial markets has been making media 

headlines. The 2010 Flash Crash in the US and the 2013 Everbright Securities' 

incident in China showed its dramatic impacts on the markets. However, as a 

relatively new phenomenon, most of the discussion on HFT is not backed by solid 

academic research. At the same time, current academic research on high-frequency 

trading focuses on its afterward influences, the motivation and the trading logic 

behind the HFT is rarely explored. Basically, there are two kinds of HFT, the first 

kind of HFT takes advantage of “time”, the most advanced computers are placed 

right next to the exchanges to reduce the time delay of the receiving of market data 

and the execution of trading orders that aiming to capture a very small fraction of 

the profit on every trade. The second kind of HFT is conducted based on the analysis 

of the historical data of the related financial time series. This thesis focuses on the 

study of the second kind of HFT. 

Multiple methods can be used in the design of the second kind of HFT. In this 

research, multi-frequency analysis and wavelet are combined with technical 

indicators and modern machine learning tools. Forecasting of the directions of the 

financial time series is crucial in the design of such kind of HFT systems, many 

economic and technical models and indicators have been built in the past, however, 

most of the past research merely analyze the data in time domain, the frequency 
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domain of the HFT is rarely explored. This research focuses on the multi-frequency 

predictions of the short-term movements of the financial time series and the design 

of the trading systems based on the forecast.  

HFT systems based on moving averages and a simple trend following system 

are developed to set benchmarks for the multi-frequency related systems. An 

experiment on the performance of two-frequency ARIMA model is also conducted 

to show the prediction power of the multi-frequency analysis, as time series in 

different resolutions may convey different information on its characteristics, the 

empirical results indicated that multi-frequency could improve the forecast 

performance. After that, an intra-day trading system is designed based on the 

Genetic Programming (GP) and technical analysis, wavelet de-noise is introduced 

to improve the performance of the GP based system, the system with wavelet de-

noise showed best performance in the empirical test. To explore the nonlinear 

relationship, artificial neural network (ANN) is applied in the prediction of the 

financial time series. Both Nonlinear AutoRegressive with eXogenous (NARX) and 

wavelet based Multi-layer perceptron models are utilized in the forecasting of the 

intra-day high-frequency time series, based on which, HFT systems are developed.  

To test the performance of the HFT systems, the China index futures is selected as 

the experiment asset. Based on the experiments in this thesis, the HMA trading 

system shows the best performance among the tested moving averages trading 

systems; the two-frequency ARIMA beats the traditional single frequency models;  
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the GP systems trained using the wavelet de-noised data outperforms the GP 

systems trained using the original data, and the hard-threshold denoise method 

provides the best out-of-sample trading performance; the WMLP based trading 

model outperforms the NARX model in the out-of-sample trading test.    
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CHAPTER 1 – INTRODUCTION 

1.1  Background 

High-frequency trading (HFT) is a type of algorithmic trading, specifically the use 

of sophisticated technological tools and computer algorithms to rapidly trade 

securities. Another definition of high-frequency trading is that HFT is the kind of 

trading that rely on advanced computer systems to carry out the execution of trade 

at very high speed. Judging from the definitions, high-frequency trading has two 

key characteristics: the trading process is computerized and the time interval of 

trading is very short. High-frequency trading firms are believed to account for over 

60% of all the US equity trading volume.  

Regarding the trading interval and the trading logic, high-frequency trading can be 

divided into two categories: the first kind of high-frequency traders take advantage 

of “time,” such kind of high-frequency trades are most likely to happen several 

times in a single second. To do so, the most advanced computers are placed right 

beside the exchanges to reduce the time delay of the orders’ transaction and 

execution process. In most of the cases, such kind of trades aims to capture a very 

small fraction of profit on every trade. However, the extremely mass amount of 

trades could accumulate considerable profits.  

Another kind of high-frequency trading is conducted based on the analysis of 
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various kinds of related historical data of the targeting assets. Different algorithms 

are developed to form a better understanding of the statistical characteristics of the 

assets’ prices. Trading strategies are created based on the forecasting of the 

movements of the assets prices. The speed and frequency of such kind of high-

frequency trading are much lower than the first kind of HFT.  

Although some of the tricks including the Graphrical Processing Unit(GPU) 

calculation boost and the location of the strategy execution computer are taken into 

consideration, the high-frequency trading that this research mainly focuses on the 

second category, such kind of HFT could also be called “algorithm trading”, instead 

of taking advantage of the ultra-high speed of execution of trading orders, the 

trading actions are made based on the quantitative analysis of the historical data of 

the assets.  

Regarding the statistical analysis of the historical data, financial time series 

forecasting needs to be addressed here as it has drawn the interest of both 

researchers and investors for decades. Many types of research have been conducted 

to uncover the mystery of the movements of financial time series. Both fundamental 

and technical information on the corresponding financial times series have been 

utilized in the prediction of the time series. An agreement has been reached that 

there is no perfect model that could be used to forecast all the time series accurately. 

All that researchers can do is to find optimal models that fit for a specific time series 

with certain characteristics.  
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Regarding financial time series forecasting, especially for the stock or futures 

forecast, most of the research frequencies are days, weeks and even months. Some 

models showed indeed outstanding performance in this kind of “long” term 

prediction of the time series. Past researchers showed the profitability of the trading 

strategies based on those kinds of forecasting. However, these kinds of theoretical 

profits are highly unlikely to be obtained from the real markets. This is because that 

most of the trading in futures markets are margin trading, some small movements 

of the futures prices mean a large amount of gains or losses. For most of the time, 

investors do not have enough money to wait for the market to go to the “right” price. 

During the last decade, various types of machine learning tools have been used in 

the searching of better financial time series prediction models. Tools like genetic 

programming, support vector machine, neural network and deep neural network 

have been utilized in the design of forecasting models. However, most traditional 

forecasting models focus on the time domain analysis of the time series, for example, 

the AR (auto-regression) model takes the lag terms of the time series as the 

explanation variables, a clear drawback of such kind of analysis is that the 

characteristics of the frequency domain of the series are not considered. In terms of 

time series frequency analysis, wavelet showed its powerful advantage. With the 

introduction of wavelet de-noise, the useful part of the original time series can be 

efficiently separated from the noise part. By introducing wavelet decomposition 

into the analysis of the frequency domain, the original time series can be 
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decomposed into different levels based the calculation of the characteristics of the 

series. Both continuous wavelet transformation (CWT) and discrete wavelet 

transformation (DWT) methods are described in the methodology part of this thesis. 

After the introduction of the powerful frequency analysis tool –wavelet, various 

combinations of wavelet transformation, wavelet de-noise and different traditional 

time series forecasting models will be used to generate trading strategies in this 

study.  

To evaluate the performance of the proposed models in this research, the CSI 300 

index futures is selected as the testing target. The emerging index futures market of 

China is one of the most actively traded markets. Past studies on index futures 

usually based on developed markets, such as the USA and the Hong Kong market, 

characteristics of emerging futures market like China index futures are rarely 

explored. The proposed strategies in this research are mainly tested using the intra-

day 1-minute interval data. 

As most of the high-frequency trades are traded at very high speed on the 

consideration that ‘shorter holding period means lower risk,' programmed trading 

platforms are needed to execute the trading orders placed by the trading strategies. 

Trading platform like Tradestation, Multicharts have millions of users trading on 

them every day, some large banks and brokers even build their trading platform to 

protect their trading strategies from being leaked. In the first stage of this study, to 

simplify the testing process of the proposed trading strategies, Multicharts is 
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selected as the platform to conduct the first round back test and real-time test due 

to its better data availability on China markets. However, as the connection speed 

with the exchange and the time delay of the calculations of the strategies have 

significant affection on the range of slippage and the possibility of order execution, 

co-located automated high-speed trading systems based on the Femas API provided 

by the China Financial Exchange and GPU Boost technology provided by Nvidia 

is developed in the second stage of this research to fully test the real market 

performance of the proposed strategies.  

1.2  Motivation and Objectives 

Although high-frequency trading is becoming increasingly popular in the real 

markets, most articles on high-frequency trading in literature are just some 

simulated trading experiments and the impact of HFT on the market. None of the 

models showed real profitability. Although there is no documented profitable 

trading strategy, increasingly institutions are putting higher and higher weight on 

high frequency programmed trading. Due to the protection of commercial secrets, 

none of those trading strategies is disclosed to the public.  

It is believed that different frequency’s financial time series carry different 

characteristics of that series. However, forecasting models that combined various 

frequency of the original series can rarely be found in the literature. During last 

decades, machine learning tools like Genetic Programing (GP) and Neural Network 



6 

(NN) have shown their power in the extraction of patterns from big amount of data, 

however, most of the past research ignore the un-stationary characteristic of the 

financial time series, denoise methods should be explored to its effect. 

All of the past research on HFT found in literature shared a common drawback; that 

is past models are all trained with a long-term period of data, such as daily, weekly 

or even monthly data without consideration of the jumping points caused by the 

close market event. In other words, past forecasting systems ignored the impact of 

incoming information on the movement of the time series and tried to extract pattern 

from the series with various kinds of jumping points caused by the different 

financial event. Information like financial reports and change of interest rates are 

highly likely to affect the price movement of the target analyzing asset; jumping 

points occurred after the announcement of such kind of information. All the models 

in literature trained with long term data which includes many jumping points are 

unable to uncover the real characteristics of the time series. To overcome this 

problem, models in this study are trained using the intra-day data, at the same time, 

indicators that are used in the proposed models are all calculated using the data from 

the same trading day. Information that has dramatic impact on the market are 

expected to be digested during the market closed periods, therefore, jumping points 

barely existed in the intra-day data. True trends of the time series can be recognized 

with the proposed models trained using the intra-day data. 

As an emerging index futures market, the China index futures is among the most 



7 

extensively traded market in the world. Due to the difference in government 

regulation and the structure of the market, the China index futures is quite different 

from the developed markets. Few research has been carried out in this market, 

especially the intra-day high-frequency trading. The China Financial Exchange just 

released the Femas API, based on which ultra-high speed of order transmission and 

execution system can be developed. 

The research objectives of this study are:  

 To find more reliable forecasting models for high-frequency financial times 

series, based on which, profitable trading strategies could be made. In the 

forecasting process, different frequency of the original data will be taken into 

consideration to extract the true trend related characteristics that can be applied 

into the design of intra-day trading systems. 

 To propose a way to design expert trading systems from the simplest system to 

rather complex systems based on different kinds of machine learning tools 

combined with denoise methods. The way to improve the performance of the 

designed trading systems will also be discussed. 

 To test the market efficiency of the China Financial Index Future market. 

According to the efficient market hypothesis (EMH), if future prices can be 

predicted by analyzing prices from the past and excess return can be earned in 

the long run, the market efficiency is even weaker than the weak-form 
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efficiency.  

1.3  Scope of this thesis 

This project is mainly devoted to the design of multi-frequency analysis based high-

frequency trading systems. Various types of machine learning tools are combined 

with multi-frequency in this research to extract true patterns from the financial time 

series, which could then lead to real profit in the trading systems. The structure of 

the thesis is organized as follows. 

In Chapter 2, an extensive literature review is conducted to demonstrate what have 

been studied on financial time series forecast, multi-frequency analysis, high-

frequency trading. Since the Genetic Programing (GP), Wavelet de-noise and 

wavelet decomposition, Artificial Neural Network (ANN) are adopted in the 

searching of both linear and nonlinear combinations of various kinds of technical 

indicators in this project, the fundamental concepts and procedures of the pertinent 

exact algorithms and heuristic methods are also surveyed.   

In Chapter 3, a detailed description of the related methodologies used in this thesis 

is conducted. 

In Chapter 4, a series of trading systems based on simple moving average, 

exponential moving average and hull moving average are presented. As moving 

averages are among the most widely used technical tools by participants in the 

financial markets, the performance of these systems will mainly be used as the 
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benchmarks for the following complex trading systems proposed in this thesis.   

In Chapter 5, a manually two frequency Auto Regressive Integrated Moving 

Average (ARIMA) model is proposed to give the longer time interval one step 

ahead forecast. The empirical results of this model demonstrated the power of the 

joint frequency analysis. A simple trend following trading system is also presented 

in this chapter, just like the moving average based trading systems in Chapter 4, the 

performance of this simple trend following system is used as the benchmark for 

further developed systems.  

In Chapter 6, an integrated trading system is proposed based on wavelet de-noise 

and Genetic Programming (GP). GP is used in this study to find the optimal linear 

combination of various types of technical indicators and orders. Taken the non-

stationary and noisy characteristics of the time series into consideration, Wavelet 

Threshold (WT) is introduced to reduce the impact of the noise. The optimized 

trading system is programmed on the Multicharts systems to test its profitability in 

the real index futures market. The performance of the proposed models is compared 

with the trading systems from Chapter 4 and 5. 

In Chapter 7, as the method GP introduced in Chapter 6 merely explored the linear 

combinations of the technical indicators, Artificial Neural Network is applied in this 

chapter to explore the nonlinear relationship space. A Nonlinear Autoregressive 

Exogenous Model (NARX) is proposed to perform one step ahead forecast, based 
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on which trading systems developed. With the introduction of multi-frequency 

analysis into the design of forecasting model, a wavelet based Multi-Layer 

Perceptron (MLP) neural network is constructed. The performance of the proposed 

trading systems designed based on these models is compared with the trading 

systems from Chapter 4,5 and 6.      

In Chapter 8, the distinctive achievements of this project are provided. Both the 

academic and industrial contributions of this research are concluded. Finally, some 

recommendations for future work are suggested.  
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CHAPTER 2 – LITERATURE REVIEW 

2.1 Introduction 

This chapter is organized as follows. Section 2.2 highlights the past studies on the 

multi-frequency forecast and high-frequency trading. In Section 2.3, the basic 

concepts and pertinent technologies used in the design of trading systems are 

discussed with the emphasis on the searching of better technical trading strategies. 

Afterward, the studies on the forecasting of financial time series are elaborately 

surveyed in Section 2.4. There are two categories of forecasting research, which is 

the fundamental forecast and the technical forecast. The fundamental Forecast is 

mostly used to identify the long-term trend of the asset, whereas technical forecast 

along with various kinds of machine learning tools is more useful in short term price 

movement prediction. Section 2.5 provides an overview of the powerful multi-

frequency analysis tool—wavelet. Section 2.6 gives a short review on the valuation 

of forecast accuracy. Finally, some remarks concerning the reviews are summarized 

in Section 2.7. 

      

2.2  Multi-frequency Forecasting and High-Frequency Trading 

High-frequency trading has been popular in recent years for its immense 

profitability. Compared with traditional low-frequency trading, the key 
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characteristic of high-frequency trading is the high ratio of capital turnover in rapid 

computer-driven response to fast-changing market conditions. Instead of holding 

trading positions for days or weeks as traditional money managers do, High-

frequency traders execute multiple trades each day or even each minute. 

High-frequency trading is quantitative trading that is characterized by short 

portfolio holding periods (Wilmott, 2008). All trading decisions are made by 

computerized quantitative models. Modern high-frequency trading was believed to 

start from 1999, after the authorization of electronic exchanges in 1998 by U.S. 

Securities and Exchange Commission (SEC). At the very beginning of the 21st 

century, the minimum time taken by high-frequency trading was several seconds, 

whereas by 2010 this had declined to a millisecond or even microsecond. According 

to the data from NYSE, the high-frequency trading volume soared by 164% from 

2005 to 2009. Liquidity provision is another key factor that leading to the rapid 

growth of high-frequency trading. Many market makers introduced high-frequency 

trading to the market with lower volatility and wider bid-ask spreads. 

A. Cartea and J. Penalva [Car12] explored the value of high-frequency trading. 

Three types of traders were considered in their model, namely, liquidity traders, 

professional traders and high-frequency traders. They found that high-frequency 

trades increase the microstructure noise of prices, and that trading volume increases 

dramatically with the intermediate of high-frequency trading. They also stated that 

although high-frequency traders did “rob” money from traditional professional 
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traders, traditional professional traders are better off with higher liquidity discount 

in the market price.  

High-frequency trading can be classified into four categories based on the typical 

holding period of the target assets: 

Table 1.1 Four categories of high-frequency trading 

Holding period Description Strategies utilized  

Less than 1-minute Quantitative algorithms for optimal pricing 

and execution of market-making positions 

Automated liquidity provision 

1-minute to 10 

minutes 

Identifying trading party order flows through 

reverse engineering of observed quotes 

Market microstructure trading 

10 minutes to 1 

hour 

Short-term trading on macro events Event Trading 

1 hour to 1 day Statistical arbitrage of deviations from 

equilibrium: triangle trades, basis trades, etc. 

Deviations arbitrage 

                   

High-frequency trading can also be distinguished by different trading goals, like 

speculation and market making. Another trend in high-frequency trading is to 

analyze the trend using tick-by-tick ultra-frequency financial time series data, 

whereas trading decisions are made consequently. Various kinds of models are used 

in the processing, filtration and analysis of those high-frequency data. In this 



14 

research, multi-frequency analysis tools wavelet de-noise and wavelet 

transformation are used in the high-frequency short-term price forecast, based on 

which, expert trading system are developed.  

Charles and Maureen [Cha97] conducted a survey of the issues and applications of 

high-frequency data in financial markets. They pointed out two important research 

questions that have not been fully explored. The first one is how the properties of 

the data set differ on different sampling rules; this questions could be interpreted as 

how the properties of different time of interval high-frequency data differ from each 

other. The other question is that what kind of information should be included in the 

development of futures high-frequency data sets. Does the price in the market 

include all the related information? Should volume, timing and order types be put 

into the high-frequency data sets? Those questions remain unsolved, which results 

in a more difficult high-frequency forecasting environment. 

Taylor [Tay10] introduced five univariate exponentially weighted methods in the 

forecasting of intraday time series that contain both intra-week and intraday 

seasonal cycles. Several applications of these methods like the prediction of call 

center arrivals, email traffic and electricity loads were mentioned in this paper, it 

would be interesting to test these models with high-frequency financial series. 

Robert and Magdalena [Rob12] decomposed the volatility of high-frequency asset 

returns into multiplicative easily interpreted and estimated components and applied 

their volatility forecasting model to a comprehensive sample consisting of 10 
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minutes’ returns on more than 2500 US equities. This novel intraday volatility 

forecasting model could be used in the design of computerized high-frequency 

trading which depends on volatility forecasts.  

Jose and Juan [Jos12] examined the predictability of intraday stock market returns 

with both linear and nonlinear time series models using high-frequency data. They 

took the time horizons of 5,10, 20, 30 and 60 minutes into consideration and found 

that in total nonlinear models out performed linear models, this is consistent with 

the fact that financial series is nonlinear. They also stated that more flexible 

nonlinear models like support vector machines and artificial neural network (ANN) 

did not clearly beat other traditional nonlinear models like a smooth transition and 

ARMA models. The results provide weak evidence of intraday predictability of high 

and low volatility regarding statistical criteria but corroborate the superiority of 

nonlinear model predictability using economic criteria. Their work seems to cover 

most of high-frequency forecasting except for shorter time horizons, as 5-minutes 

itself is a rather long time in financial markets, sharp market movements can be 

accomplished with one minute. Andrea et al. [And12] proposed ARFIMA model in 

the forecast of the intraday market price of money, both the point and density 

forecasting. Their empirical results provide evidence that the proposed model 

outperformed random walk and autoregressive benchmarks. 

Bollerslev and Jonathan [Bol01] showed in their paper how high-frequency data 

could be used to construct superior daily volatility forecasts. They proposed a 
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simple volatility dynamics model with high-frequency data by simply fitting an auto 

regression to log-squared, squared, or absolute returns and found that when dealing 

with high-frequency intraday data, these simple auto regressions tend to outperform 

standard GARCH and EGARCH models in forecasting future volatility. 

Carlin and Lam (2010) proposed a new method for the modeling of intraday 

volatility, which improved the subsequent ARCH in the sequential method by 

integrating the filtration process. In this model, they utilized the interaction effect 

between the periodicity and the heteroskedasticity in the searching of better ARCH 

parameters. Their empirical results of NASDAQ and S&P 500 indexes 10 minutes’ 

returns provide strong evidence of better performance among other models. The 

superior modeling accuracy can be of great help in the computing of intrinsic value 

of financial instruments. 

Yan and Li [Yan12] found out that ARMA-EGARCH (2,2) outperforms other 

models in simulation and forecast of the intraday volume time series of Shanghai 

security composite index. They are among the pioneer researchers who took 1-

minute intraday high-frequency data into consideration. They observed that unlike 

most western countries, the volume time series in China exhibit W shape trend in 

most trading time. 

Martin and Zein [Mar03] improved the forecast of financial volatility by shifting 

time-series models based on historical daily returns to option implied volatilities. 
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High-frequency data and long-term modeling were used in the study. They tested 

their model on S&P500, YEN/USD, and Light, Sweet Crude Oil; all the results 

indicated the superiority of their model.  

Torben et al. (2005) conducted a study on the price driven effect of announcements 

of the U.S. macroeconomic news. They found that news surprises lead to 

conditional mean jumps on the high-frequency data of U.S, German and British 

stock, bond and foreign exchange market. This stated that market reacts differently 

in the different macroeconomic environment. This result could be used as a source 

of an external factor in the forecasting of certain asset. 

Menkveld, Albert J. [Men13] characterized the trading strategy of a high-frequency 

market maker. His study indicated that the market maker incurred a loss on its HFT 

inventory and earned a profit on the bid-ask spread.  

Kirilenko, Andrei A., et al. [Kir15] conducted a study on intraday market 

intermediation in an electronic market before and during a period of large and 

temporary selling pressure. They found that the trading pattern of the most active 

non-designated intraday intermediaries (classified as High-Frequency Traders) did 

not change when prices fell during the Flash Crash. 

2.3 Trading Strategies  

Neely and Weller [Nee03] tested the performance of two technical intraday trading 

strategies—a genetic program and an optimized linear forecasting model on the 
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exchange market. They stated that no excess returns could be gained by either 

strategy when realistic transaction costs and trading hours are taken into 

consideration. Thus, they claimed the results to be consistent with market efficiency 

theory. However, as increasingly high-frequency trading team reported positive 

excess return over market return, there is a high possibility that their strategies’ poor 

performance might be caused by the selected models and the specified assets. 

Exchange rate always tends to stay at a certain level. Thus linear forecasting 

model’s bad performance may simply attribute to the special properties of the 

specified asset.   

Kablan Abdalla [Abd09] introduced Sugeno model as an implementation of the 

ANFIS (Adaptive Neuro-Fuzzy Inferences Systems) in the forecasting of high-

frequency financial series and the estimation of parameters. In this paper, Kablan 

proposed a system that performs a prediction on the financial times series in high 

frequency using intraday data (5-minutes intraday trading prices), buy and sell 

orders are placed based on the prediction of the movement of the prices. Although 

this system was observed to have a very high accuracy rate and open the right 

position at the right place, however, these trading results did not always translate 

into higher returns due to transaction costs. He then modified the trading strategy 

by holding the assets for a relatively “longer period” do not change position as long 

as the current position matches the latest prediction, the performance was improved 

due to the reduced number of trading, hence the reduction of transaction costs. 
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Kablan introduced a trigger point in the final modification of the system, the results 

of the systems’ performance were very promising compared to the traditional buy 

and hold strategy, with positive Sharpe and Sortino ratios, which means that the 

system did not take higher risk for the higher amount of return gained. 

Kleidon [Kle92], Kumar and Seppi [Kum94], and Holden [Hol95] highlighted the 

importance of execution risk in index arbitrage under special market conditions. 

With increasing investors’ interest and regulatory concerns for high-frequency 

trading, understanding the role of execution risk in related strategies is very 

important. Roman and Wing [Rom12] explored the role of execution risk in high-

frequency trading through arbitrage strategies, as those arbitrage strategies isolated 

other risks in the setting, an ideal platform to analyze execution risk is provided. 

They demonstrate the execution risk arising from the crowding effect of competing 

arbitrageurs placing the same trading order and inflicting negative externalities on 

each other. Roman used the triangular arbitrage in the FX market as the empirical 

experiment and showed that in contrast to the common notion that competition 

improves prices efficiency, competition among arbitrageurs can limit efficiency 

when they inflict negative externalities on each other.  Brownlees and Gallo 

[Bro06] highlighted the importance of preprocessing of high-frequency financial 

series; tick-by tick trading series were used in their empirical study. Their study 

showed that “wrong” ticks of the series is likely to shorten the financial durations 

between substantial price movements and to alter the autocorrelation profile of the 
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series. Different filter algorithms were used in the handling of outliers of the data 

to clean the original series. This paper posed a great problem in the analyzing of 

past data.  

Frank [Fra10] argued in his paper that high-frequency trading may potentially have 

some harmful effects on the U.S. capital market. He showed that the high-frequency 

trading volume accounts for about 78% of total dollar trading volume in the first 

two-quarters of 2009, which is apparent too much, according to his statement. His 

study indicated that high-frequency trading is positively related to stock price 

volatility even after controlling for the volatility of stock’s fundamentals and other 

volatility drivers. However, what is the underlying mechanism of high-frequency 

trading in price discovery and how the high-frequency trading affects the volatility 

of the stock remain not clear. Those unresolved questions increase the systematic 

risk of U.S. market as high-frequency trading constitutes the lion’s share of trading 

volume in the capital market. 

Ren S. Miller and Gary Shorter conducted a survey of the recent developments of 

high-frequency trading [Ren16]. Some recent HFT related regulations are covered 

in this study. 

2.4 Financial time series forecasting 

Since the introduction of stock, the prediction of the movements of the stock price 

has been one of the most important aspects of forecasting research. In this study, 
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the forecasting literature will be divided into two categories, namely, the traditional 

financial time series forecasting and the high-frequency financial time forecasting.  

The traditional forecasting models were used in the prediction of daily, weekly, 

monthly and even yearly value of financial time series. Basically, there are two 

kinds of forecasting methods, one is fundamental analysis, which mostly takes the 

financial statement of a certain company into consideration and makes prediction 

based on such kind of fundamental data; and another method is technical analysis, 

which is not concerned with any fundamental data of the underlies company, 

forecasting is made merely for the technical analysis of the historical price of the 

stock. 

2.4.1 Fundamental Forecast 

There are many papers focusing on fundamental forecasting in literature, this kind 

of forecasting can be used to identify the long-term trend of a certain asset. The 

sound fundamental analysis will help to discover firms that represent a good value. 

E.F. Fama [Fam70] published his famous paper of Market Efficiency Hypothesis 

(EMH). The market was defined into three kinds of efficiency, namely, weak form, 

semi-strong form, and strong form. Fundamental analysis is believed to be useless 

if the market passes the semi-strong form test, like all publicly available information 

has already been revealed in the market price. Much work has been done to test the 

market efficiency in different markets since the introduction of EMH. 
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As ratio analysis is started from the late 1800, Melvin C. O’Connor [Mel73] tried 

to identify the usefulness of this kind of financial ratio analysis. In his paper, 

O’Connor used financial ratios to predict the return rankings instead of returning 

itself, which turned out to be useless. S. Basu [Bas97] was among the first who 

questioned the market efficiency hypothesis, he tested the profitability of trading 

based on price-earnings (PE) ratios indicators and found that returns on stocks with 

low PE ratios tends to be larger than warranted by the underlying risks, costs. This 

means that the behavior of security prices over the empirical study period is not 

completely described by the efficient market hypothesis and that fundamental 

indicators like PE ratios could be useful in the prediction of stock prices. 

[Ban80] Reported that firms with small size regarding market value had 

significantly larger risk-adjusted returns than large NYSE firms over a forty-years 

period. This size effect can be utilized by fundamental analyzers in their forecasting 

of stock returns. Another important ratio in fundamental analysis is Debt/Equity 

ratio. L.C. Bhandari [Bha88] conducted an empirical study of the relation between 

Debt/Equity ratio and stock return; he found that the expected returns on common 

stocks are positively related to the Debt/Equity ratio, with the control for the beta 

and firm size, both including and excluding January effect. J.A. Ou and S.H. 

Penman [Ou89] performed an extensive analysis of company fundamentals to 

derive a method to forecast the changes in the companies’ future earnings; a 

portfolio was formed based on the method. The 𝑃௥, a scalar measure, was used to 
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cover the useful information contained in the financial statement. They took 

different positions according to the value of 𝑃௥, (long position when 𝑃௥>=0.6, short 

position when 𝑃௥<=0.4). Their approach generated a significant market adjusted 

return of 14.53% over the holding period. J.L. Farrell, Jr. [Far89] showed the 

importance of macroeconomic environment in making fundamental forecasting. 

The original relationship between different assets will change if there is a significant 

variation in economic environment. 

As Ou and Penman’s [Ou89] finding prompted fundamental analysis as a 

worthwhile activity, Setiono and Strong [Set98] re-examined the value of 

fundamental analysis with two approaches, and found consistent evidence that an 

investor could have earned abnormal returns by exploiting published financial 

statement information to predict future earnings changes. R.W. Holthausen and D.F. 

Larcker [Hol92] took one more step ahead in the using of fundamental signals, 

instead of predicting the annual earnings-per-share (EPS), and they set the 

subsequent one-year excess return as their forecasting object. They examined the 

profitability of trading strategy based on the three excess return metrics, namely, 

the market-adjusted return, the excess returns computed using the Capital Asset 

Pricing Model (CAPM) and the size-adjusted returns; the trading strategy takes a 

long position in firms predicted to have positive excess returns and short position 

in firms predicted to have negative excess returns over the next 12 months, all of 

the three different models turned out to be profitable. E.F. Fama and K.R. French 



24 

[Fam92] published their famous paper on a cross-section of expected stock returns. 

In this paper, the book-market ratio was shown to be most related to the expected 

stock returns in the United States. Furthermore, they discovered that the 

combination of book-market ratio and market value of equity captures the 

explanatory power of the price-earnings ratio, financial leverage and beta for stock 

return. This paper formed the basis of modern fundamental analysis. Baruch Lev 

and S. Ramu Thiagarajan [Bar93] identified a set of fundamentals to evaluate firms’ 

performance and estimate future earnings; analysts’ descriptions guided those 

fundamentals instead of a statistical searching procedure, which significantly 

increased the economic meanings of the fundamentals. 

J.S. Abarbanell and B.J. Bushee [Aba98] defined several fundamental signals and 

examined the relationship between security prices and those accounting-based 

fundamental signals. They found that investors, in general, may be inefficient in 

their fundamental analysis and that they cannot perceive the whole information 

contained in the financial statements. Sandip et al. [San97] conducted fundamental 

analysis of stock returns in Korea and found that annual stock returns were 

positively related to B/M (book to market ratio) and negatively related to firm size. 

J.S. Abarbanell and B.J. Bushee [Aba98] examined the profitability of trading based 

on fundamental analysis; they stated that fundamental signals provide information 

about future returns associated with future earnings news, their abnormal return 

gained from the fundamental trading is mostly generated around subsequent 
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earnings announcements. P.M. Dechow et al. [Dec01] identified that short-sellers 

utilized fundamental signals (such as earning to book values ratio) to form their 

forecast and built their trading strategies based on this kind of prediction. They 

documented a strong relationship between the short-sellers’ trading strategies and 

the fundamentals ratios of market prices and showed that short-sellers target 

securities have low fundamental analysis ratios and that the positions were changed 

as those ratios revert to normal levels.  

Recently, fundamental factors are often used in the analysis of macroeconomic 

environment and the long-term movement of related stocks. Those factors show 

few contributions in the short-term stock price forecast. Technical and statistical 

analysis are more powerful and useful in such kind of short-term prediction 

scenarios.  

2.4.2 Technical Forecast and Machine learning tools 

Technical analysis is another aspect of financial analysis, instead of studying 

economic, industry and the company conditions to find the intrinsic value of a 

company’s stock; technical analysis focuses on historical data in the discovery of 

useful information and prediction of future stock price. Even though it has been 

criticized and scorned by many academic researchers and practitioners, technical 

analysis has proved itself to be useful and powerful in both academia and practice.   

F. Ferna´ndez-Rodr´ıguez et al. [Fer00], R.Gencay [Gen98] and T. Chavarnakul, D. 
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Enke [Cha08] presented extensive reviews on the relevance of technical analysis in 

financial markets and the profitability of technical patterns. A considerable amount 

of work proved technical trading rules to be capable of producing valuable 

economic signals in both stock markets and foreign exchange markets. F. 

Ferna´ndez-Rodr´ıguez et al. [Fer00] tested the ANN forecast based trading strategy 

on Madrid stock market; significant profit was gained without the consideration of 

transaction cost.  

The simplest technical forecast is the naïve expectation, P.M. Dechow and R.G. 

Sloan [Dec97] tested the profitability of contrarian investment strategies based on 

naïve expectations hypothesis. They found that the higher return on contrarian 

investment strategies came from investors’ naïve reliance on analysts’ forecasts of 

future earnings growth, other than the naïve extrapolation of past trends in earnings 

and sales growth. The random walk model is another simple but powerful model. 

Many researchers use this model as one of their forecasting benchmarks. R.G. 

Brown and R.F. Meyer [Bro60] developed the exponential smoothing process, 

which turned out to be a very efficient way to simplify the computations required 

in fitting higher order polynomials to data as a bias for the forecasts. Autoregressive 

moving average model (ARIMA) is one of the most famous linear time series 

forecasting models. Described by Peter Whittle in his thesis, the general ARMA 

model was popularized by George E.P. Box and Gwilym Jenkins (1971). Box-

Jenkins method was expounded in the choosing and estimating of ARMA model. 
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ARIMA model was applied where the data show evidence of non-stationarity and 

that a differencing step could remove the non-stationarity. Numerous researchers 

have contributed to the implementation of this powerful method in the analysis of 

time series. Fuzzy regressions were combined with ARIMA model by F.M. Tseng 

et al. [Tse01]. With the possibility distribution of future values taken into 

consideration, their forecast model can provide prediction intervals instead of exact 

future values, which make it possible for the decision makers to forecast the best 

and worst possible situation.  

As linear models cannot capture all of the patterns in real life problems, non-linear 

models were introduced to account for the processing of complex real-life time 

series. Bilinear Model (1978), threshold autoregressive (TAR, 1983) model and the 

autoregressive conditional heteroscedastic (ARCH, 1982) model were developed to 

meet the specific non-linear time series pattern. Among all the nonlinear forecasting 

models, Artificial Neural Networks (ANNs) have been extensively used in time 

series forecasting. There is no need to set a fixed model for using ANNs in modeling. 

This is the major advantage of ANNs over other nonlinear models. ANN models 

have very powerful properties in pattern recognition. The form of the model could 

adapt according to the special properties of the data sets, which makes it extremely 

suitable for the analysis of high-frequency financial data. G. Zhang et al. [Zha98] 

presented a review on some traditional modeling and applications of ANNs in the 

last two decades of the 20th century. Recently, many hybrid ANNs models appeared 
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in the literature of forecasting.  

J. Yao, C.C. Tan [Yao00] fed neural network with simple time series data and 

technical indicators, such as moving average in the prediction of foreign exchange 

rates. Their empirical results showed that useful prediction can be obtained and that 

acceptable paper profit can be generated in the consideration of transaction cost. 

Although their forecast results did have better perform than their selected 

benchmarks, the paper profit was not that persuasive, as no trader holds forex for 

weeks, most of the trading are done within a single day. G. Peter Zhang [Zha03] 

was among the first who combine ARIMA with ANNs in the financial time series 

forecasting; he showed that the forecasting accuracy of the hybrid model 

outperformed both models used separately. This hybrid model took advantage of 

the unique features of ARIMA and ANNs models in linear and nonlinear modeling. 

ANNs process all the information from the data in a parallel way, no pre-set 

priorities were calculated, the special characteristics of the original series 

determined the model. Their model was tested with different kinds of data, namely, 

Wolf’s sunspot data, the Canadian lynx data, and the Pound/US Dollar exchange 

rate data, all of which showed better performance over benchmark models.  

Similar to G. Peter Zhang [Zha03], other people also combined ARIMA and ANNs 

in the analysis of time series forecasting. P.F. Pai, C.S. Lin [Pai05] conducted a one-

step ahead forecast using the hybrid ARIMA and support vector machine (SVM). 

In their study, daily opening and closing prices of certain stocks were used in the 



29 

training of the model, the empirical results of the proposed model showed great 

improvement of prediction accuracy over each separated ARIMA and SVM models. 

H. Ince and T.B. Trafalis [Inc06] combined parametric and nonparametric 

techniques in the forecast of the exchange rate. Vector autoregressive (VAR) 

selection based support machine (SVR) model and ARIMA selection based ANNs 

model were compared in their study, both of which showed their advantages and 

disadvantages. H.Ince and T.B. Trafalis [Inc06] also showed that SVR (support 

vector machine) outperformed the MLP (multi-layer perceptron) method in finding 

the global optimum. 

W. He et al. [He08] presented several ways to improve the performance of support 

vector regression (SVR or SVM) in the forecast of time series. Self-adaptive 

parameters, multiple kernel function, and feature selection were utilized to capture 

the complex attributes of the input data. Experimental forecasting of their model on 

the data of Mackey-Glass and Sunspot data showed appreciable results compared 

with the benchmark models. T. Chavarnakul, D. Enke [Cha08] combined 

generalized regression neural network model with technical indicator VAMA 

(volume adjusted moving average) in the prediction of future stock price. By taking 

trading volume into consideration, the trading strategies based on their models 

indeed had a better performance compared with benchmark strategies. To capture 

the local trend and tolerate the changing noise of the complex financial time series, 

H. Yang et al. [Yan09] proposed a novel localized support vector regression (LSVR) 
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to forecast time series. Compared to the traditional support vector regression (SVR), 

the proposed LSVR captures the local information in the data. More importantly, 

LSVR is mathematically connected with several related models, for example, 

LSVR could be transformed into the standard SVR by setting some mild 

assumptions. With more information taken into consideration, the empirical results 

of LSVR demonstrate its advantages over the standard SVR. C.J. Lu et al. [Lu09] 

improved the SVR model by combing the independent component analysis and the 

standard support vector regression. In their study, the independent component 

analysis was used to detect the independent variables that contain noise and 

alleviate the influence of the noise in the standard SVR. The modified SVR model 

was shown to outperform the standard SVR model and a random walk model with 

the data of the Nikkei 225 opening cash index and TAIEX closing cash index. More 

specifically, H.Ni and H. Yin (2009) proposed a model that combines several local 

regressive models, including support vector regressive (SVR) and recurrent self-

organizing map (RSOM) models, with influential trading indicators, for example, 

exponential moving average (EMA), in their model, and all those separated 

predictive factors were mixed with the help of the genetic algorithm (GA). The 

profitability of this model outperforms generalized autoregressive conditional 

heteroskedasticity (GARCH) model and several other benchmark models in their 

simulated trading process of foreign exchange rate. M. Khashei and M. Bijari 

[Kha11] improved G. Peter Zhang [Zha03]’s hybrid ANNs and ARIMA model by 
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reducing possible inappropriate assumptions and changing the way of data 

processing in ANNs and ARIMA models. Better performance was achieved in the 

prediction of three well-known data sets -- Wolf’s sunspot data, the Canadian lynx 

data, and the British pound/US dollar exchange rate data. 

Along with ANN models, fuzzy technic is another important forecasting tool. The 

fuzzy theory was first introduced by Q. Song and B.S. Chissom [Son94] in the 

forecasting of university enrollments. In their meaningful work, basic definitions of 

fuzzy time series models were made, and the analysis framework was proposed to 

model fuzzy relationships among observations. Fuzzy regressions were combined 

with ARIMA model by F.M. Tseng et al. [Tse01], which created the FARIMA model. 

In consideration of possibility distribution of future values, the proposed forecast 

model can provide prediction intervals instead of fixed future values, which make 

it possible for the decision makers to forecast the best and worst possible situation. 

Weighted fuzzy time series models were proposed by H.K. Yu (2004) in the 

forecasting of Taiwan stock index, compared with former fuzzy time series models, 

this model assigned different weights to various fuzzy relationships which were 

used to be treated equally. The weighting scheme which was commonly used in 

local regression models was utilized in the specification of weights of different 

fuzzy relationships, where it is seen that the more recent ones have higher weights 

than the old ones. This model showed to outperform the conventional fuzzy time 

series models with equal weights in the forecasting of TAIEX. C.H. Cheng et al. 
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[Che06] improved H.K. Yu’s work by introducing trend weighting scheme in the 

specifications of weighting parameters. At the same time, an adaptive value was 

assigned to the former models to make the forecasting results more reliable. This 

model was tested using the data of university enrolment and the TAIEX; better 

performance was achieved by the researchers with refined modeling processes. A 

hybrid fuzzy time series model was proposed by T.L. Chen et al. [Che07] by the 

combination of Q. Song and B.S. Chissom’s [Son93] analysis framework, the 

concept of the Fibonacci sequence and the weighting method of H.K. Yu. The 

technical analysis indicator, namely the Elliott wave principle which applies the 

Fibonacci sequence to the prediction of the timing of stock price fluctuations was 

chosen in the establishment of this hybrid model. The proposed model showed 

lowest RMSE (Root mean square error) both in the prediction of a 5-year period of 

single stock TSMC and the 13-year period of TAIEX, compared with H.K. Yu and 

other conventional fuzzy time series models.  

T.L. Chen et al. [Che08] improved their Fibonacci sequence-based model by 

proposing a comprehensive fuzzy time series model, in which linear relationship 

between recent periods of stock prices and fuzzy logical relationships mined from 

time series were factored into the forecasting process. One of the key contributions 

of this paper is the utilization of multi-period adaption method. This method is 

proved to be effective in improving the performance of conventional fuzzy time 

series models which mostly ignore the short-term factors that may affect the stock 
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prices. T.L. Chen et al. [Che08]’s empirical study supports the point that there exist 

short-term stock price patterns in the Taiwan stock and Hong Kong stock markets 

by both traditional statistic method and their brand new proposed model. With the 

utilization of adaptive expectation method, C.H. Cheng et al. [Che08] developed a 

new model based on the conventional fuzzy time series models. As the recent 

forecasting errors were taken into consideration, the simulation process is more in 

line with the actual movements of the stock price, as reasonable investors will take 

certain actions to correct their “mistakes”. The proposed model was proved to 

perform best in the prediction of TAIEX in the comparison of RMSEs (Root mean 

square error). P.C. Chang and C.H. Liu [Cha08] developed a Takagi-Sugeno-Kang 

(TSK) type fuzzy rule-based system in the prediction of the stock price. Different 

technical indicators were used as the input variables. The stepwise regression 

method was applied to select proper indicators, after which, a linear combination of 

those indicators were processed to form the final forecast. The proposed model was 

believed to have better performance compared to the back propagation neural (BPN) 

network models and the multiple regression analysis models in the forecasting of 

TSE index or a particular stock- MediaTek Inc.  

H.H. Chu et al. [Chu09] revisited the mysterious relationship between the stock 

prices and the trading volumes with the help of the fuzzy dual factor models. By 

rightly selecting forecasting factors, which are highly correlated to the future stock 

index, the proposed model outperformed commonly multiple subjective factors 



34 

fuzzy time-series models in the forecasting of the TAIEX and the NASDAQ index. 

G.S. Atsalakis and K.P. Valavanis [Ats09] developed a neuro-fuzzy based model to 

optimize the forecast of the next days’ trends of certain stocks. Fifteen different 

combinations of past stock prices were calculated by them to identify the best type 

of stock prices in the prediction of the next day’s trends with minimum root mean 

square error (RMSE). The proposed model was tested in both well-developed stock 

market and the emerging markets – the New York Stock Exchange (NYSE) and the 

Athens, both of which showed superior performance. Combining the support vector 

machine (SVM) and the fuzzy technic, R. Khemchandani et al. [Khe09] proposed 

a novel approach to forecast financial times series with noise and non-stationarity. 

This model was powerful and simple which requires only a single matrix inversion 

to calculated the regressor, and the empirical forecasting results showed acceptable 

normalized mean square error (NMSE). Similar to G.S. Atsalakis and K.P. 

Valavanis (2009), A. Esfahanipour and W Aghamiri [Esf10] studied the 

performance of the adapted neuro-fuzzy inference system, which based on the TSK 

fuzzy rule, in the analysis of stock market series. Technical indicators were tested 

and selected as the input variables of the proposed model, which were then linearly 

combined to get the forecast value of certain stock prices. The forecasting 

performance of this model on the Tehran Stock Exchange was showed to be superior 

to BPN and multiple regression analysis. Taking one more step ahead, E. Hadavandi 

et al. [Had10] added a genetic algorithm into the fuzzy artificial neural networks in 
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the prediction of stock prices. In their model, stepwise regression analysis was 

firstly used to determine factors with significant influence on the movement of 

stock price, then self-organizing map was used to divide the raw data into k clusters, 

final forecasting was made by feeding all clusters into independent genetic fuzzy 

systems with the ability of rule base extraction and database tuning. One of the 

highlights of the empirical study is the separate forecasting of stock price based on 

different sectors. This complex model was shown to have the lowest Mean Absolute 

Percentage Error (MAPE) compared with all previous methods.    

J.R. Chang et al. [Cha11] developed a hybrid adaptive network-based fuzzy 

inference system model based on AR and volatility in the analysis of Taiwan stock 

exchange capitalization weighted stock index. T.L. Chen [Che08] and H.K. Yu 

[Yu04] models were used as the benchmarks. This hybrid model increased the 

number of variables used in the time series analysis, at the same time, added a more 

economical explanation to the conventional ANNs (black box method) based 

forecasting models. The model outperformed benchmark models in the forecasting 

of TAIEX in consideration of Root Mean Square Error (RMSE). Similar to C.H. 

Cheng et al. [Che08] who added adaptive expectation to simple conventional fuzzy 

time series, L.Y. Wei [Wei13] hybridized the adaptive network-based fuzzy 

inference system model with adaptive expectation genetic algorithm to forecast 

TAIEX. With more adaptive functions added into the proposed model, the 

forecasting processed can take more instant responses to the recent forecasting 
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errors. This model is shown to beat both H.K. Yu [Yu04] and T.L. Cheng’s [Che08] 

model in the prediction of TAIEX regarding RMSE. A simple combination of fuzzy 

time series method and a genetic algorithm was made by Q.S. Cain and tested on 

the prediction of the TAIEX, the performance of the model is good regarding 

reducing the RMSE compared with conventional fuzzy time series. 

Similar to fuzzy set series, rough sets theory is another powerful tool in the 

combination of different kinds of technical indicators, C.H. Cheng et al. [Che10] 

proposed a hybrid model based on rough sets theory and genetic algorithms. One 

of the advantages of this model, compared with traditional statistic ARMA and 

ARCH model, is the loose of statistical assumptions about variables, which makes 

the model closer to the reality. In this model, cumulative probability distribution 

approach and the minimize entropy principle approach were utilized in the 

construction of linguistic values. Rough sets theory algorithm was then used to 

extract linguistic rules from the constructed linguistic values. In the end, a genetic 

algorithm was used to refine the extracted rules and get a more reliable forecast of 

the target time series. An experimental test including simple stock return forecast 

and simulated trading was made in a 6-year period of TAIEX dataset. The results 

showed that the proposed model outperformed separated rough sets theory and 

genetic algorithm forecasting models.  
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2.5 Wavelet related literature  

Most of the traditional models are dealing with the daily or weekly financial time 

series; these studies are of great importance in the long-run forecasting of the price 

of certain assets. With the development of the modern information technology, 

increasingly high-frequency data which used to be unable to be accessed by most 

investors and researchers, become available. Although many of the above models 

could be simply applied in the forecasting of high-frequency time series, the 

accuracy of such prediction may not be so good as they were in the low-frequency 

forecasting, since high-frequency data has its properties, which cannot be easily 

captured by those traditional low-frequency models. Wavelet models, which were 

mostly used for decades in digital signal processing, have special advantages in the 

predictions of short-term high-frequency time series.  

Regarded as a “microscope” in mathematics, a wavelet is extensively used in signal 

processing, image compression, and other engineering disciplines. It is also very 

powerful in capturing nonlinearities in time series. Unlike most of the traditional 

models, which study time series only at a predetermined frequency, wavelet method 

regards the frequency components of the time series as a variable that affects the 

movement of the series. Compared to standard Fourier analysis, wavelets enable 

the researchers to analyze data at different scales. Information from both time 

domain and frequency domain is combined with each other in the analysis of the 

time series. One of the key advantages of wavelet-based model is that it does not 
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make strong assumptions about the generating process of the original series. The 

model is to be inferred from the data, which makes it very flexible. The original 

time series is analyzed regarding general wavelet decomposition after the 

decomposition, both simple and complex conventional time series models can be 

fitted with the decomposed components to conduct further analysis.  Another 

advantage of wavelet transformation based time series analysis is the capability of 

taking the trends and the local patterns of the time series simultaneously.   

Over the last two decades, many researchers have contributed to the introduction of 

wavelet method to finance and economic fields. Large amounts of financial and 

econometric papers have been published with the application of wavelet to various 

areas. According to J. Ramsey [Ram96], the various applications can be categorized 

into four aspects. The first aspect is the processing of non-stationarity and the 

handling of complex functions in Besov space; the second aspect focus on the 

density estimation and the structural changes of economic system; the third aspect 

is the recognition of relationships between economic variables using time scale 

decomposition, as the series is analyzed under disaggregate level; the last aspect, 

which is also the aspect that this research is concerned of, is the utilization of 

wavelet in the forecasting of time series in disaggregate level. In this study, only 

the literature related with forecasting using wavelet is reviewed, some basic and 

mathematical literature is also listed for reference, namely books by I. Debauchies 

(1992), D. Walnut (2002), J. Walker (1999), D. Percival and A. Walden (2000) and 
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P. Addison (2002). 

Z.R. Struzik [Str01] presented a study on the ability of the wavelet transformation 

in the characterization of the scale-free behavior of S&P Index through Holder 

exponent. In this paper, the continuous wavelet decomposition was chosen to obtain 

better accuracy and adaptive properties of the analyzing tool. The advantages of 

wavelet transformation in processing financial time series were also briefly 

discussed. A short-term load forecasting was conducted by I.K. Yu et al. [Yu00] 

using wavelet transformation. Daubechies wavelet transforms were adopted in this 

study to identify the load characteristics in electric systems. Instead of decomposing 

the historical load data, decomposed temperature data was used as the explanation 

variable. Each decomposed scale of data was analyzed with the AR model, which 

was then combined to form the final load prediction. The proposed model was 

proved to have good performance in the load prediction of there hours interval. 

Inspired by this model, some extra explanation variables can be added to the design 

of financial forecasting model, as there are much more data availables that are 

closely related to the movement of the asset price, trading volume, for instance. B.L. 

Zhang et al. [Zha01] investigated the effectiveness of wavelet transformation in the 

contribution of improving financial time series forecasting. In their study, a three 

stage prediction scheme, namely, the decomposition, the multi-layer perceptron, 

and the recombination, was raised. Another contribution of this paper is the 

introduction of Bayesian technique Automatic Relevance Determination (ARD) 
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into the selection of relevant decomposed input data. The shining point of their 

study exists in the utilization of realistic money management system and trading 

model to the evaluation the forecasting performance. The trading system uses the 

proposed forecasting model was proved to be more profitable, which makes it the 

most convincing empirical experiment.      

Similar to B.L. Zhang et al. [Zha01], O. Renaud et al. [Ren02] utilized wavelet 

decomposition into the forecasting of short (short-term movement) and long (trend) 

memory of the time series. An AR multi-scale model was proposed and tested with 

both simulated and real world data; the forecasting results were shown to 

outperform the model with neural network approaches. They concluded that a linear 

mapping of the multi-resolution data is more stable than more sophisticated 

nonlinear alternatives.      

C. Schleicher [Sch02] was among the first to present a full practical introduction to 

wavelets for economists, some basic ideas and economic related applications of 

wavelet were illustrated. This working paper could be a good start point for 

researchers who want to apply wavelet to their study. P.M. Crowley [Cro05] 

complemented C. Schleicher’s work by adding more examples of applications and 

more detailed explanations of different wavelets and wavelet transforms. Besides 

the intensive amount of literature reviewed in this paper, P.M. Crowley provided 

various software sources and practical guide for other researchers to conduct their 

empirical experiment. 
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S. Yousefi et al. (2005) utilized the wavelet transformation to investigate the market 

efficiency of crude oil futures markets. The Discrete Wavelet Transform (DWT) 

was used in this study to decompose the oil price into different timescale, and 

different models were assigned to each time scale to fit the characteristic of the data, 

after which the final forecasting results was achieved by the wavelet construction. 

The empirical results indicated that the wavelet-based forecasting procedure works 

best for large sample sizes, which makes it extremely suitable for the high frequency 

short-term stock index forecast. 

J. Li et al. [Li06] designed a hybrid forecasting model by the combination of genetic 

programming and wavelet decomposition. Different scales of the decomposition of 

the original stock index were chosen as indicators to feed the financial genetic 

programming (FGP) model. The proposed model was used in the prediction of 

whether the Dow Jones Industrial Average Index (DJIA) rises by 2.2% or more 

within the next 21 trading days. Significant improvement of forecasting 

performance is observed compared to the conventional FGP.   

P. Masset [Mas08] presented a full blueprint to conduct frequency domain analysis 

of financial time series. Starting from the identification of different frequency 

components of time series using spectral analysis, various filtering methods were 

tested. Wavelet method was introduced based on the filtering methods and Fourier 

analysis to overcome the limitations of conventional frequency models.  
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C. Stolojescu et al. [Sto10] tested a wavelet based forecasting method for time series. 

In this study, four prediction methodologies including Artificial Neural Networks 

(ANN), ARIMA, Linear regression and Random walk model were combined with 

the Stationary Wavelet Transform (SWT). Different mother wavelets were also 

applied to the decomposition process of the original data. The ANN method was 

shown to have the best performance compared to the rest. As the selected financial 

data was ERU-USD currency exchanges rate, which exhibits an almost constant 

tendency, whether the forecasting model is appropriate for the prediction of 

financial data with greater volatility remains unknown.  

By replacing the conventional Gaussian kernel function with the wavelet kernel 

function into the support vector machine, L.B. Tang et al. [Tan09] were able to 

describe the stock time series both at various locations and at varying time scale. A 

hybrid wavelet support vector machine (WSVM) model was tested with real-world 

stock data. The proposed model outperforms the Gaussian kernel model in all 

aspects. Another sparkling point of their empirical test is the introduction of “fuzzy” 

theory into the preprocessing of the original data. The original series is transformed 

into a five-day relative difference in percentage (RDP) to improve the predictive 

power. In the Master’s thesis of Chong Tan [Tan09], an intensive introduction and 

review of Neural Network (NN) and Wavelet Transform (WT) were presented. A 

hybrid wavelet de-noising based forecasting model was designed to fulfill the 

prediction task. In this model, both the Stationary Wavelet Transform (SWT) and 
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the Discrete Wavelet Transform (DWT) was used to compare with each other to 

show the impact of shift-invariant. The proposed model was utilized in the 

forecasting of a bunch of exchange rates, whose performance was shown to beat 

the benchmark models only in short term forecast. Here demonstrates the feasibility 

of combing wavelet neural network and statistical methods, which could be 

modified to fit this study to conduct high-frequency short term financial series 

forecasting and high-frequency trading. 

2.6   Forecast accuracy 

Forecast accuracy is very important. A forecasting method is good or not is assessed 

by forecast accuracy. The root mean square error (RMSE), mean square error (MSE) 

have been used as a standard statistical metric to measure model performance in 

various kinds of studies. The mean absolute error (MAE) is another useful measure 

widely used in model evaluations. A.W. Alford and P.G. Berger [Alf99] formed 

simultaneous equations in the analysis of forecast accuracy. Several factors that 

affect the accuracy of forecast were taken into consideration, including the 

following degree of analysts and trading volume. They found that higher forecast 

accuracy is usually simultaneous associated with higher analysts following. Taken 

the over-fitting problem of ANNs models, a meta-learning technique was used by 

L. Yu et al. [Yu09] to improve the prediction accuracy of financial time series. In 

this study, different subsets were extracted from the original dataset to form 

separated ANNs forecast, the principal component analysis (PCA) was utilized to 
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generate the optimal meta-model. The proposed model showed to have the smallest 

normalized RMSE (root mean square error) compared with ARIMA and SVM in 

both single and meta-models. Some more detailed forecast accuracy measurement 

will be described in the methodology section of this thesis. 

2.7  Summary 

In this chapter, an extensive literature review on HFT, financial time series forecast 

as well as wavelet has been conducted. A short survey on the evaluation of forecast 

accuracy was also conducted. Some remarks concerning the reviews can be 

itemized as follows. 

1. Although high-frequency trading occupies a great amount of the volume in all 

kinds of markets, not so much literature could be found on the design of high-

frequency trading systems. Some basic concepts and impact of HFT were surveyed 

by quite a few researchers (Charles and Maureen 1997, Wilmott 2008, A. Cartea & 

J. Penalva 2012). As high-frequency trading gradually gains important position in 

the capital market, high-frequency models become more and more popular, both 

investors and researchers are interested in the prediction of the financial time series 

in the next hour, minute and even second. 

2. The empirical results from Neely and Weller (2003) and some other researchers 

are consistent with the efficient market hypothesis (EMH), while Kablan Abdalla 

[Abd09], etc. is not. Kleidon [Kle92], Kumar and Seppi [Kum94], and Holden 
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[Hol95] Roman and Wing [Rom12] highlight the importance of execution risk in 

index arbitrage under special market conditions. Frank [Fra10] and Ren S. Miller 

and Gary Shorter [Ren16] explored the possible impact of HFT on the market. 

3. A series of fundamental related prediction was covered in this section. Different 

kinds of results were presented by various researchers. Some of them insisted that 

fundamental analysis is useful in the forecast of future returns, while other 

researchers proved it to be not. However, according to the movement of price in the 

FX markets, it is clear that the announcement of fundamentals does have a 

significant impact on the market. In this way, fundamental analysis could be used 

in the design of event trading systems. 

4. Basic studies covering technic analysis were surveyed in this section. Both linear 

and nonlinear combinations of technical indicators systems were explored by 

numerous researchers from both academic and industrial background. The 

performance of their systems various a lot due to different reasons. Some machine 

learning tools including Genetic Programming (GP) and Artificial Neural Network 

(ANN) are also used by many researchers to recognize pattern of the financial time 

series.  

5. I. Debauchies [Deb92], D. Walnut [Wal02], C. Schleicher [Sch02], J. Walker 

[Wal99], D. Percival and A. Walden [Per00] and P. Addison [Add02], gave a 

thorough introduction to wavelet and some related concepts. The literature on 
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wavelet decomposition and wavelet de-noise is also covered in this section. Wavelet 

is also combined with GP, ANN, and SVM models in the searching of better 

forecasting models. J. Li et al. [Li06] C. Stolojescu et al. [Sto10] L.B. Tang et al. 

[Tan09], Chong Tan [Tan09].  

6. Some basic forecast accuracy valuation literature was covered in this section. 

The review showed that many studies have been carried out trying to find more 

reliable forecasting methods for financial time series. Both investors and 

researchers are keen to reveal the core factor that dominant the movement of the 

financial time series. This study provides a statistical way of looking into the 

frequency domain of the time series that have a significant impact on the 

movements of the time series. The proposed forecast models in this thesis are used 

to build programmed trading strategies. With the application of multi-frequency 

analysis method, better forecasting performance can be achieved, based on which, 

modifications of the designed trading systems can be made. 

In research aspect, this study contributes in finding more accurate high-frequency 

point and directional forecasting models. More importantly, a clear path of 

converting forecasting models into high-frequency trading systems and the way to 

improve the performance of the expert systems are introduced. The innovations of 

this research are described as follows: 

(i) Past studies in the literature on the forecasting of financial time series 
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are based on rather long time intervals, namely days, weeks even 

months. Few studies have been carried out on real-time high-frequency 

data. This research uses the high-frequency data of China index futures 

contracts in the test of the performance of the proposed forecast models 

and trading strategies. Technical indicators utilized in the forecasting 

models are calculated using only the data coming from the same 

trading day to avoid the impact of jumping points on the training 

process of the proposed models.   

(ii)  Genetic programming is used in this research to find the optimal linear 

combination of various kinds of technical indicators and order types, 

based on which, optimized intra-day trading system are developed on 

both Multicharts and the self-programmed Femas trading platform. 

(iii) Taken the un-stationary characteristic of financial time series into 

consideration, wavelet de-noise is introduced to reduce the impact of 

noise on the training of the GP based trading systems. With the 

application of both soft-threshold and hard-threshold wavelet de-noise, 

better trading performance is achieved in the empirical experiments.  

(iv) To explore the nonlinear relationships between various kinds of 

indicators, the Nonlinear Autoregressive Exogenous Model (NARX) is 

used in the design of nonlinear automated trading systems. Trading 
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volume is taken as the driving (exogenous) series in the forecast of the 

future price. Positive returns are recoded in the back test experiments 

with the consideration of slippage and transaction cost. 

(v) With the combination of wavelet and the Artificial Neural Network 

(ANN), a wavelet based Multi-Layer Perceptron (MLP) neural 

network is constructed to perform the next step forecast of the future 

price theory. Trading systems are developed based on the forecast 

results to test its performance.  

(vi)  Traditional trading related experiments always ignore the importance 

of holding period. In most of the studies, some futures contracts are 

assumed to be held for months, which is almost impossible for most 

futures traders – the holding risk can be so high that they can blow their 

account before the market reach their expected price. A maximum 

holding period is set in this study. For part of the studies in this thesis, 

all futures positions opened during the trading day are forced to close 

at the end of the specific day. In this way, the holding risk of the risky 

assets can be minimized, which makes the proposed trading strategies 

more reliable and practical.    

(vii) In this thesis, different forecasting models are used in the design of 

expert trading systems. With the application of more complex and more 
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accurate forecasting models, more efficient trading systems can be 

built. This research provides a clear path to covert forecasting models 

into practical trading systems.  

(viii) With the application of multi-frequency analysis method, indicators 

bearing more useful information can be utilized in the decision-making 

process of trading orders. As more characteristics and pattern of the 

time series are extracted, the multi-frequency analysis provides a 

possible way to improve the trading performance of various kinds of 

current expert systems. 

The next chapter will present a thorough description of the methodologies that will 

be used in this project. Basic concepts of the integrated models proposed in this 

research are also illustrated. After that, intra-day trading systems based on the 

proposed models will be developed and tested using the high-frequency data of the 

China index future. 
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CHAPTER 3 – RESEARCH METHODOLOGY 

3.1  Introduction  

In this chapter, a thorough description of the models that will be used in this project 

is presented. Section 3.1 covers a great deal of the traditional forecasting models 

that are used by past researchers. Machine learning tools like GP and ANN that are 

used to find optimal combinations of the technical indicators are listed in Section 

3.2. Section 3.3 illustrates the multi-frequency analysis tool – wavelet, 

methodology about wavelet and wavelet decomposition is explained in this section. 

The design of trading systems based on the forecast results is shown in Section 3.4. 

The formulas for the evaluation of the performance of the proposed forecast models 

are presented in Section 3.5. Finally, some remarks concerning the methodologies 

used in this thesis are summarized. 

3.2 Traditional Forecasting models used in the design of trend following 

systems 

The forecasting models studied in this research are mainly used in the design of 

high-frequency trading systems. This sub-section covers most of the trend 

following related forecasting models. 

3.2.1 Naïve Expection Model  

Also known as the static expectation, this method was widely used as the 
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benchmark in the early forecasting literature. It assumes that the series to be 

forecasted will stay at the same level as the previous one. Regarding stocks price or 

index value, it takes the following form: 

                        E(P୲) = P୲ିଵ                            (1) 

P୲ିଵ is the previous value of the series, and P୲ Is the predicted value. Nowadays, 

this method is always quoted as a benchmark for the newly proposed models. 

3.2.2 A random walk model 

The first difference of the original series is taken into consideration in this model 

                       E(P୲) − P୲ିଵ = α                        (2) 

Rewrite Equation (2) in the following form by moving P୲ିଵ to the right-hand side 

                        E(P୲) = P୲ିଵ − α                       (3) 

Compared with the Naïve expectation, a random movement has been added into 

this model. Normally,  α is white noise, which means it takes a zero mean and a 

fixed standard variance of δ. The value of the next periods equals to the last periods’ 

value plus a constant, which representing the average changes between periods. The 

random walk model assumes that, from one period to the next, the original series 

takes a random “step” away from the previous value.  

When the mean of α  is zero, there is no drift in the series. However, for most 
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financial time series, 𝛼 always takes a non-zero value, which means there might be 

an upward trend (𝛼>0) or a downward trend (𝛼<0). The model with or without drift 

is shown in the following figures (The source code to generate the model will be 

shown in the Appendix). 

 

Figure 3.1 A random walk model without drift 

 

Figure 3.2 A random walk model with drift 

3.2.3 An exponential smoothing model 

Exponential smoothing model is another widely-used model in time series 

forecasting. Derived from the simple moving average (SMA) model, in which past 

observations are equally weighted, the exponential smoothing assigns 
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exponentially decreasing weights over time. In the SMA model: 

       E(P୲) =
ଵ

୩
∑ P୲ି୬

୩ିଵ
୬ୀ଴ = P୲ିଵ+ 

୔౪ି୔౪షౡ

୏
                 (4) 

The SMA has some disadvantages, the first one is that it cannot be used to forecast 

the first k-1 terms of value as there is no mean value available, another drawback is 

that some sudden peaks or troughs may largely affect the predicted value.  

Another important model needs to be mentioned here is the weighted moving 

average model. In this model, special weighting factors {ωଵ, ωଶ, … , ω୩} is chosen 

to make the forecast of P୲. 

∑ ω୬ = 1୩
୬ୀଵ                                 (5) 

And the value of P୲ is calculated by the following equation: 

       E(P୲) = ωଵP୲ିଵ + ωଶP୲ିଶ + ⋯ + ω୩P୲ି୩                       (6)  

In practice, more weight will be given to the most recent period of values and less 

weight to the older data in the time series, as the recent values are of greater 

importance to the value to be forecasted. Although the peak and trough effect is not 

perfectly solved in this model, the more reliable prediction could be made with 

proper weighting factors. 

Taking one more step ahead, Robert Goodell Brown (1956) suggested the 

exponential smoothing model in the formulae: 
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                   E(Pଵ) = P଴                             (7) 

                   E(P୲) = αP୲ିଵ + (1 − α)E(P୲ିଵ), t > 1            (8) 

P଴ is a preset value to be used in the forecast process. Usually it takes the previous 

value of certain related value, α is the smoothing factor, it determines to how much 

degree that the latest period of the time series affects the predicted value. When α 

goes closer to one, recent terms of the series have more effect on the predicted value, 

on the other hand, when α goes closer to zero, the predicted value is less responsive 

to recent changes in the series. Practically, there is no formally correct procedure to 

choose  α , the method of least squares might be a good choice to determine a 

proper α.  By substituting the exponential smoothing model directly into itself, the 

exponential nature of the model is shown below: 

 E(P୲) = α[P୲ିଵ + (1 − α)ଶP୲ିଶ + (1 − α)ଷP୲ିଷ + ⋯ ] + (1 − α)୲P଴        (9) 

From the above formulae, the older the value, the less effect to the predicted value; 

the exponential smoothing model could be seen as a weighted moving average with 

an exponentially decayed weighting factor. 

3.2.4 ARIMA model 

3.2.4.1 Autoregressive model 

AR(p) is the notation of autoregressive model of order p; it is written: 

           P୲ = c + ∑ φ୧P୲ି୧
୮
୧ୀଵ + ε୲                          (10) 
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where P୲  is the underlying time series, φ୧ (𝑖 = 1,2, … , 𝑝)  are parameters to be 

estimated, c is a constant, and the random variable ε୲ is white noise. Normally, the 

parameters are determined using the least square error method, and the order of the 

model is determined by autocorrelation test. 

3.2.4.2 Moving average model 

A moving average model is a linear regression of the current value against the 

current value and previous error terms. MA(q) is the notation of moving average 

model; q is the order of the model; as it is mentioned in the former model, the model 

can be illustrated in another form: 

                 P୲ = μ + ∑ θ୧ε୲ି୧
୯
୧ୀଵ + ε୲                         (11) 

θ୧ are the residual parameters to be estimated, μ is the expectation of the analyzed 

time series  P୲, ε୲ are the white noise residual terms. Same to the AR model, the 

parameters are also determined using the least square method, and the order of the 

model is determined regarding autocorrelation function and the partial 

autocorrelation function. 

3.2.4.3 Autoregressive moving average model 

ARMA model is a combination of the AR and MA model. It is one of the most 

widely used and most important time series analysis model. ARMA(p,q) is the 

notation of the following model: 
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             P୲ = c + ∑ φ୧P୲ି୧
୮
୧ୀଵ + ∑ θ୧ε୲ି୧

୯
୧ୀଵ + ε୲                  (12) 

p, q are the order of the contained AR and MA model, c is the constant term, ε୲ is 

the white noise, φ୧ and θ୧ are the specified parameters to be estimated. ARMA 

models were popularized by Box and Jenkins because of their iterative estimating 

method (Box-Jenkins methods). Similar to the above-separated models, the orders 

p, q of the models are determined using the autocorrelation function and the partial 

autocorrelation function. 

3.2.4.4 Autoregressive integrated moving average model 

Autoregressive integrated moving average model is a generalization of the ARMA 

model to deal with the cyclicity characteristic of the underlying time series. It is 

mostly widely used in the cases that time series showed evidence of non-stationarity. 

By the approach of a differencing step of the original series, the non-stationarity 

could be removed. Notated as ARIMA (p, d, q), ARIMA model is a very important 

part of the Box-Jenkins time series modeling methods. P, d, and q are non-negative 

integers, q is the term of autoregressive, d is the difference frequency before a time 

sequence become smooth, and q is the term of moving average. For most of the 

time, ARIMA model is written in an operator form (Lagging operator and the 

difference operator). 

The lagging operator noted as B, transforms the time series into its previous value, 

for time series P୲ ,     
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BP୲ =P୲ିଵ                              (13) 

The difference operator noted as ∇, transforms the time series into its first order 

difference, 

                      ∇P୲ = P୲ − P୲ିଵ                          (14) 

From equation 13 and 14, it is clear that ∇= 1 − B. In term of the lag operator, 

ARMA (p, q) model could be written in the following form: 

                    ൫1 − ∑ φ୧B
୧୮

୧ୀଵ ൯P୲ = ൫1 + ∑ θ୧B
୧୯

୧ୀଵ ൯ε୲         (15) 

B is the lag operator, p; q are the orders of the AR and MA model, φ୧ and θ୧ are 

the parameters to be estimated, ε୲  is the error term, which normally follows a 

normal distribution with zero means: ε୲ ~ N(0, δଶ) , where δଶ  is the variance. 

Akaike information criterion (AIC, now this term is automatically generated by the 

most statistical program) is commonly applied to choose p, q. After the 

determination of p, q; ARMA models are usually fitted by the least squares 

regressions to find the values of φ୧ and θ୧ that minimize the error term. 

Based on the formulae of the ARMA model, the ARIMA(p,d,q) model can be 

written in the form of two cascaded models: 

                     X୲ = (1 − B)ୢP୲                           (16) 

           ൫1 − ∑ φ୧B
୧୮

୧ୀଵ ൯ X୲ = ൫1 + ∑ θ୧B
୧୯

୧ୀଵ ൯ε୲                         (17) 
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d is the term of the difference, B is the lag operator, and X୲ is a variation of the 

original series to form the stationarity.  X୲ in formulae (17) can be viewed as wide-

sense stationary as the difference operation removed the non-stationarity in the 

original series P୲. Similar to the ARMA (p,q) model, AIC is mostly used in the 

determination of p, q. The least square regression remains an effective way to 

estimate the related parameters. 

3.3 Machine learning tools related models 

3.3.1 Artificial Neural Network 

The ANN model processes the information in a parallel way that mimics the human 

brain. This model is usually presented in inter-connected (hidden layer) neurons 

that can process input values in a specified way by feeding information through the 

network. Most past studies use the multi-layer perceptron in the construction of 

ANN as shown in the following figure: 

 

Figure 3.3 Structure of an ANN model 
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Normally, multi-layer perceptron consists of three layers, namely the input layer, 

the hidden layer and the output layer. The input layer is where the past information 

enters the system, and the output layer outputs the target data. There might be more 

than one hidden layer in the proposed model, however, with increased number of 

hidden layers, the difficulty to estimate the model increases geometrically. Single 

hidden layer feed-forward network is widely used and is enough to represent 

possible useful relationships between input variables regarding stock index.  

The capability of machine learning and pattern recognition are the two key factors 

of an ANN model. As no assumption of the structure of the model is required, ANN 

models can approximate a large class of functions with high accuracy. The past data 

is divided into three parts, the feeding part, based on which the relationship 

parameters are calculated. The testing part, this part is used to determine the length 

of the feeding part to avoid the over-fitting problem. The last part is the validation 

part; this part is used to test the performance of the proposed model.  

For general forecasting matters, ANN models can be written in the following form: 

                 P୲ = 𝑓(𝑥ଵ, 𝑥ଶ, ⋯ 𝑥௣)                         (18) 

P୲ is the valued to be forecasted, and 𝑥ଵ, 𝑥ଶ, ⋯ 𝑥௣ are predictor variables, which 

are past observations in this case. Then, the model can be viewed as a nonlinear 

regression model: 

                      P୲ = 𝑓(P୲ିଵ, P୲ିଶ, ⋯ P୲ି୮)                   (19) 
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More specifically, the model can be written in the following form: 

                 P୲ = ω଴ + ∑ ω୨ ∙ g(
୯
୨ୀଵ ω଴,୨ + ∑ ω୧,୨ ∙ P୲ି୧) + ε୲

୮
୧ୀଵ    (20) 

Where p is the number of input nodes and q is the number of the hidden nodes; ω୧,୨ 

(i=0, 1, 2, …, p, j=1, 2, …, q) and ω୨(𝑗 = 0, 1, 2, … , 𝑞) are model parameters to 

be estimated using the past observations;ε୲  is the error term. The ANN model 

performs a nonlinear mapping from the past observation to the future value through 

a certain function that is trained by past data. The training process is guided by the 

minimization of the following equation: 

            f = 1/2 ∑ (P୧ − E(P୧))୒
୧ୀ୬ାଵ

ଶ
                           (21) 

where  E(P୧) is the previously forecasted value P୧. 

3.3.2  Genetic Algorithm and Genetic Programming 

As a member of the larger class of Evolutionary Algorithms (EA), unlike ANN 

model, which is designed to function like neurons in the brain, a Genetic Algorithm 

(GA) utilizes the concepts of natural selection to determine the best solution for a 

problem. GA is now widely applied to all kinds of scientific fields in the adjustment 

of parameters to minimize or maximize some feedback measures. 

Regarding financial forecasting, GA is most commonly utilized in the selection of 

independent variables and the corresponding weighting parameters of certain 

indicators that could be used in the forecasting of stock index values. The flow of 
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the genetic algorithm is shown in Figure 3.4 below. 

 

Figure 3.4 The selection process of the GA method 

A GA method begins with a set of candidate solutions (parameters in this study) 

noted as population. A newer population is generated from the old in the hope of 

making a better population. The generating process is guided by the improvement 

of model fitness. The generating process of the population is repeated until some 
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termination condition is met, for example, exceeding the maximum generation 

allowed. 

In the generation of the initial population, binary encoding is the most common 

method for chromosomes. Chromosomes are represented by strings of 1s and 0s 

and each position in the chromosome represents a characteristic of the problem. The 

real number encoding system may also be employed if there are more than two 

aspects of parameters to be determined.  

After the generation of the initial population, the fitness function is determined to 

select better population generated by genetic operators: Crossover and Mutation. 

The crossover operation represents the reproduction and biological crossover in 

biology, whereby a child takes on certain characteristics of its parents; this operation 

is supposed to keep the “good” parts of the parents’ chromosome as the “bad” parts 

are filtered out during the selection process followed by this operation. Mutations 

represent biological mutations and are used to maintain genetic diversity from one 

generation of a population to the next by introducing small random changes to the 

parents’ chromosomes. Offsprings created by the above crossover and mutation 

operations are then fed to certain fitness function to select improved results. 

In this study, the fitness function is set to minimize the forecasting error; the fitness 

function F(x) is shown in the following equation: 

          F(x) = |Forecast value − Actual value|             (22) 
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Over time, the process showing in Figure 3.4 will results in increasingly favorable 

chromosomes for the following forecasting process. 

3.4 Wavelet related methodology  

By overcoming the shortcomings of Fourier transform in the performing of multi-

resolution analysis of signals, wavelet has been widely applied to science and 

engineering areas. Unlike Fourier analysis, wavelets are localized in both time and 

frequency scale. Mathematically, a wavelet can be defined as a function of a zero 

average: 

                ∫ ψ(t)dt
∝

ି∝
= 0                             (23) 

The concept of wavelet transformation is to represent target function as a 

superposition of a set of wavelets which are small waves located at different times. 

The original series can be transformed and described in the content of different 

frequency over time at certain time-scale. Wavelet-based models are very suitable 

for non-stationary data as some transient trends, or hidden characteristics of the 

original series can be highlighted. Financial time series are well-known to be non-

stationary, which makes wavelet transformation one of the most powerful tools in 

the analysis and forecasting of financial time series.  

3.4.1 Continuous Wavelet Transform (CWT) 

Like the Fourier transform, the continuous wavelet transform uses inner products 
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to measure the similarity between a signal and an analyzing function.  The 

analyzing function in the continuous wavelet transformation is a wavelet 

Ψ(t).  Shifted and compressed or stretched versions of Ψ(t)  is compared to the 

original signals to obtain a function of two variables. A continuous wavelet 

transform is used to divide a continuous-time function into wavelet. A continuous 

wavelet transforms of f(t) is defined as: 

   CWTநf(a, b) = |a|ି଴.ହ ∫ f(t)Ψ∗ஶ

ିஶ
(

୲ିୠ

ୟ
)dt                   (24) 

where * denotes complex conjugation and variables a>0 and b ϵ R are the new 

dimensions of the wavelet transformation. Ψ(t) is a continuous function in both time 

domain and frequency domain called the mother wavelet. Ψ(t) is generated from 

the so-called mother wavelet ψ(t) by scaling and translation: 

           Ψ(t) = |a|ି଴.ହψ(
୲ିୠ

ୟ
)                           (25) 

Where a>0 is a scale factor that reflects the width of a particular basis function, b 

ϵ R is a positioning factor that points out the translated position along the t axis and 

the |a|^(-0.5) is used for the energy normalization across the different scales. Not 

only do the values of scale and position affect the continuous wavelet 

transformation coefficients, but the choice of mother wavelet also affects the values 

of the coefficients. One of the strengths of wavelet analysis is that there are many 

different admissible wavelets can be used in the continuous wavelet transformation 

as different wavelet can be selected to suit the specific characteristics of a certain 
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series. 

3.4.2 Discrete Wavelet Transform (DWT) 

For most practical studies, there is no need to calculate wavelet coefficients at every 

possible scale as it would be a fair amount of work to do that, which generates a 

great deal of data. The discrete wavelet transformation projects a time series onto a 

collection of orthonormal transformation. Unlike the continuous wavelet 

transformation that considers all the possible frequencies at continuous times, 

discrete wavelet transformation focuses on some specific frequencies at distinct 

times. The discrete wavelet is defined as: 

        ψ୨,୩(t) = S଴

ି
భ

ౠ ψ(
୲ି୩தబୗబ

ౠ

ୗబ
ౠ )                                (26) 

where j and k are integers, 𝑆଴> 1 is a fixed dilation step and the translation factor 

τ଴ depends on the dilation step, when 𝑆଴= 2, the discrete wavelet transformation 

is defined as dyadic wavelet transform. By definition, the scaling function and the 

wavelet function of discrete wavelet transformation are: 

             φ൫2୨t൯ = ∑ a୩
୩
୧ୀଵ φ൫2୨ାଵt − k൯                   (27)   

Equation 27 is the scaling function, also known as the scaled father wavelet, a, k 

are the corresponding coefficients, k ϵ Z.  The mother wavelet ψ is obtained by the 

linear combinations of the scaled father wavelet. Proper coefficients must be 

selected to maintain the orthogonality of the basis wavelets. 
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           ψ൫2୨t൯ = ∑ b୩
୩
୧ୀଵ φ൫2୨ାଵt − k൯                      (28) 

The mother wavelet ψ are uniquely determined by their coefficients {b, k}, k ϵ Z. 

And then, a signal f(t) can be written as: 

   f(t) = ∑ a୨,୩
୩
୧ୀଵ φ൫2୨ାଵt − k൯ + ∑ b୨,୩

୩
୧ୀଵ ψ൫2୨ାଵt − k൯          (29) 

A common example is the Haar mother wavelet ψ: 

         ψ(t) = ቐ

1  for t ∈ [0, 0.5]

−1   for t ∈ [0.5, 1]
0    for t ∉ [0, 1]

                        (30) 

The corresponding father wavelet φ is: 

            φ(t) = ൜
1   for t ∈ [0,1]
0   for t ∉ [0,1]

                            (31) 

In this case, the scaling equation for the father wavelet is: 

             φ(t) = φ(2t) + φ(2t − 1)                           (32) 

and  a଴ = aଵ = 1, a୩ = 0 for k ≠ 0,1. To keep the orthogonality of the basis 

wavelets, b଴ = 1 and bଵ = −1, b୩ = 0 for k ≠ 0, 1. 

3.4.3 The Wavelet decomposition  

The original signal can be decomposed into different elements based on different 

scales using the cascade algorithm, as shown in the following equation:                        

          f(t) = Aଵ(t) + Dଵ(t) 

  = Aଶ(t) + Dଶ(t) + Dଵ(t) 
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 = A୬(t) + D୬(t) + D୬ିଵ(t) + ⋯ + Dଵ(t)           (33) 

where 𝐴௡(𝑡) are the approximation coefficients at scale n, and 𝐷௡(𝑡) are the detail 

parts of the original signal at scale n. Prediction of the original signal can be made 

by the reconstruction of the different scales of wavelets with proper coefficients. 

For signals that are regularly updated (i.e. live trading data), it is important to be 

clear which pixels of the input signal are used to calculate the last wavelet 

coefficient in the different scales as shown in Figure 3.5. 

 

Figure 3.5 Multi-scale decomposition of the signal 

3.5 Design of the trading systems based on the above models 

It is obvious that the above models try to give a point or interval prediction of the 

time series shortly, trading actions can be taken based on the analysis of the forecast 

results. Regarding the automated trading system, three aspects need to be taken into 

consideration are: 
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3.5.1 Entry point 

This is the point the buy or sells short order is placed into the market, after the 

execution of that kind of orders, the portfolio ends up with either holding long or 

short positions of the selected targets. With the application of the above forecasting 

methods, the entry point is quite easy to be selected. If the point prediction is above 

(below) the price of the specified targets at the current time, or the directional 

prediction of the financial time is up, an entry point of long (short) the specified 

asset is determined.  

3.5.2 Leaving point 

This is the point that the trader decides to leave the market either by the placement 

of short or long to cover orders. After the executions of such kind of orders, the 

portfolio ends up with zero position of a specified target. The leaving point can be 

reached by exceeding the maximum trading profit or maximum trading loss. It can 

also be triggered by the predictions of the above models, if the point prediction of 

the financial time series is below (above) the current price of the targets, a leaving 

point of the long (short) positions of the assets is reached. 

3.5.3 Risk management 

Regarding risk management in an automated trading system. Three aspects of the 

risks need to be considered, namely, execution risk, liquidity risk and the risk to go 

bankruptcy. The execution risk is the risk that the trading orders placed by the 
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automated trading systems may not be executed due to the sharp movements of the 

price. The liquidity risk is quite similar to the execution risk. It is a kind of risk that 

a trader is not willing to buy the assets from the market. The bankruptcy risk is the 

risk that most traders do not have that much money to wait for the market to the 

“right” place, holding the assets could mean very serious risky. In this research, the 

execution risk is carefully taken care of as there is very little other kinds of risks 

needed to be considered as the index futures is being traded very extensively at all 

kinds of markets. The risk that should be taken good care of is to make sure the 

execution of the orders placed by the automated trading systems.  

3.6 Evaluation criteria of the forecasting results  

Three are many types of forecasting accuracy measurements, the list below shows 

the traditional prediction accuracy measurements that have been adopted in the 

comparison of the performance of different models.  

1. Root mean squared error (RMSE), RMSE is defined as: 

RMSE=ට
∑ (௣௥௘ௗ௜௖௧௘ௗ ௩௔௟௨௘ି௔௖௧௨௔௟ ௩௔௟௨௘)మಿ

೔సభ

ே
 N is the number of predictions   (35) 

2. Mean square error(MSE), MSE is defined as: 

MSE=
∑ (୮୰ୣୢ୧ୡ୲ୣୢ ୴ୟ୪୳ୣିୟୡ୲୳ୟ  ୴ୟ୪୳ୣ)మొ

౟సభ

୒
  N is the number of predictions    (36) 

3. Mean absolute error(MAE), MAE is defined as: 

MAE=
ଵ

ே
∑ |𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 − 𝑎𝑐𝑡𝑢𝑎𝑙 𝑣𝑎𝑙𝑢𝑒|  ே

௜ୀଵ N is the number of predictions    

                 (37)                                                 
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4. Mean absolute percentage error (MAPE), the above three measurements are all 

not scaled independent, which means they can only be used to assess accuracy 

in a single series. MAPE has the advantage of being scale independent; this 

method is widely used to compare forecast performance between different data 

series—this property makes it extremely suitable for this study as series with 

different frequency will be analyzed separately. MAPE is defined as: 

  MAPE=
ଵ

୒
∑ ቚ

୮୰ୣୢ୧ୡ୲ୣୢ ୴ୟ୪୳ୣିୟୡ୲୳ୟ୪ ୴ୟ୪୳ୣ

ୟୡ୲୳ୟ୪ ୴ୟ୪୳ୣ
ቚ୒

୧ୀଵ  N is the number of predictions (38) 

5. Another important measurement is the tracking signal (TS); this method is very 

powerful in the discovery of sudden changes in the series. The tracking signal 

is used to pinpoint forecasting models that need adjustment. TS is defined as: 

 TS௜ =
∑ ஺௖௧௨௔௟ ௩௔௟௨௘ି௣௥௘ௗ௜௖௧  ௩௔௟௨௘ಿ

೔సభ

ெ஺஽
                               (39) 

N is the number of prediction and MAE is the mean absolute error. As long as the 

tracking is between - 4 and 4, the forecast model is assumed to be working correctly.  

Listed above are some traditional measurements for forecasting accuracy. Some 

special evaluation criterias for the point forecasting of the time series will also be 

introduced to gain better understand of the forecasting results, based on which, 

further application of the forecasting results could be achieved efficiently.  

6. The hit rate (HR) of the forecast is probability that the forecasted value is 

exactly the same as the actual value; HR is defined as: 

HR=
ଵ

୒
(Number of hit forecast) N is the total number of the forecast     (40) 
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7. The over forecast rate (OFR) of the forecast, this indicator shows the rate of the 

forecast value is bigger than the actual value. OFR could be used to improve the 

performance of the proposed model by some proper modifications. OFR is 

defined as: 

OFR=
ଵ

୒
(Number of over forecast) N is the total number of the forecast  (41) 

8. The under forecast rate (UFR), similar to the OFR, this indicator shows the rate 

of the forecast value that is smaller than the actual value. UFR is defined as: 

UFR=
ଵ

୒
(Number of under forecast) N is the total number of the forecast (42) 

The last and also the most useful way of the forecast accuracy measurement is the 

profitability of the programme trading based on the proposed direction and point 

forecast of the financial time series.  

3.7 Summary  

In this chapter, a detailed presentation of the related methodologies that are used in 

this project is conducted. Some mostly used traditional forecasting models are 

briefly introduced. Machine learning tools including Genetic Programming and 

Artificial Neural Network are listed. Multi-frequency analysis tool—wavelet is also 

covered. In the end, the evaluation criteria for the performance of the forecasting 

models and the basic step to design trading systems are described. The detailed 

content of the design and execution of programmed trading systems based on the 

proposed forecasting model will be discussed in the following chapters.  
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CHAPTER 4 –INTRADAY TRADING SYSTEMS BASED ON 

MOVING AVERAGES 

4.1 Introduction 

The ability of simple rules, such as technical analysis, to forecast asset price 

movement was a controversial subject, especially during the late 90s. Technical 

analysts were held in disdain by the academic community during that time, however, 

with the utilization of technical trading rules in high-frequency trading systems, 

more and more researchers are trying to find out the rational motivation behind 

technical analysis. 

Moving averages may be the most universal of all technical analysis indicators. 

They do not predict time series’ direction, but rather define the current direction 

with a lag. The lag exists because moving averages are based on past time series. 

Despite this lag, moving averages are the simplest and powerful tools to smooth 

time series and filter out most of the noise. 

However, according to Fama’s Efficient Market Hypothesis (EMH), it is impossible 

to make profits by exploiting all currently available information because assets 

prices have fully digested and reflected all private and public information in an 

efficient market. In 1978, three broad categories of hypotheses were developed by 

Jensen, namely 

I: The weak-form of the EMH, in which asset prices reflect all market information 
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and that the rates of return on the market should be independent, past rates of return 

have no effect on future rates. 

II: The semi-strong form of EMH, in which asset prices reflect all publicly available 

information. The Semi-strong EMH incorporates the weak form EMH, and 

investors cannot benefit over and above the market by trading on the new 

information. 

III: The strong-Form of the EMH, in which the asset prices reflect all information 

both public and private. No investor would be able to profit above the average 

investor even if he was given private information of the target asset. 

In this project, intra-day trading systems are built based on moving averages, which 

are computed using historical information. The trading systems will be tested using 

the intraday data of the emerging China index futures market. If any systems 

showed consistent over market return, a conclusion could be made that the weak-

form EMH won’t hold in the China index futures market. 

4.2 Data and Methodology  

A great deal of literature on technical analysis was reviewed, and most of the 

past studies focusing on the long-term profitability and most the data sets 

utilized were past daily, weekly monthly or even yearly data. In this project, 

intraday day systems are built to fully exploit the short-term prediction 

advantage of technical analysis. 
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4.2.1 Dataset used in this chapter 

Of all the financial time series, index future is one of the most active trading targets 

that enjoy high trading volumes in both developed and emerging market. For the 

empirical analysis, the intraday 1-minute data of the CSI 300 Index Futures is used. 

The CSI 300 Index Futures is electronically traded at the China Financial Futures 

Exchange. The underlying asset of this futures contract is CSI 300 index, and the 

contract multiplier is 300 per index point. As an emerging index futures markets, 

many arbitrage opportunities may exist since the contract was not introduced until 

2010. The 1-minute data of IFLX0 from 20150901 to 20151030 will be used in this 

project to test the moving average trading rules. The first month of the data 

(20150910 to 20150930) will be used to train the model to find out the optimal lag 

value for each moving average. The second month of the data (20151001 to 

20151030) will be used to conduct the out-of-sample test. The out of sample 

performance of each moving average will be compared with each other to find out 

the best available moving average. The daily candlestick figure of the data set with 

moving average line is shown in the following Figure 4.1. 
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Figure 4.1 Candle-stick figure of the data set 

4.2.2 Three kinds of moving average 

A simple moving average, also known as an arithmetic average is formed by 

computing the average price of an asset over a specific number of periods. Each 

price in the data series is equally weighted; no weighting factors are considered. As 

most moving averages are based on closing prices (some more representatives of 

the prices from a certain trading period will be considered in further study), a simple 

moving average is calculated by adding the closing price of the security for a number 

of time periods and then dividing this total by the number of time periods. Short-

term averages respond quickly to changes in the price of the underlying, while long-

term averages are slow to react. 

Exponential moving average, known as EMA, is a moving average that is similar to 

a simple moving average, except that more weight is given to the latest data. EMA 

is a member of weighted moving average; EMA reduces the lag of SMA by applying 

more weight to recent prices. The weighting applied to the most recent price depends 

on the number of periods in the moving average. The three steps to calculate the  

EMA is shown below. 

(1) Calculate the SMA 

SMA= Sum(N periods of close prices)/N                      (43) 

Sum() is a function to calculate the sum of the values. N is the number of lag periods 

to be considered. SMA is used as the previous period’s EMA in the first calculation.  
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(2) Calculate the weighting multiplier 

Multiplier: 2/(N+1)                    (44)  

(3) Calculate the EMA 

EMA = (close-EMA(previous period))*Multiplier + EMA(Previous period)   (45) 

Where close is the close price for each period; Multiplier is calculated in the second 

step The last moving average used in this chapter is the Hull moving average. 

The Hull Moving Average makes a moving average more responsive while 

maintaining a curve smoothness. The formula for calculating this average is as 

follows: 

HMA(i)=SMA((2*SMA(close, N/2)-SMA(close, N), SQRT(N))        (46)                                               

Where HMA(i) is the hull moving average, SMA() is the function to calculate the 

simple moving average, the first parameter is the data series, the second parameter 

is the lag value, N is the number of lag, close is the data series. 

4.2.3 Moving average trading 

Moving average trading is a practice of systematically or programmed trading of 

buying and selling whenever the price crosses its average. The trading logic is that 

at each point in time, the price is either in an uptrend or a downtrend. An uptrend is 

a period when prices are rising, and a downtrend is a period when prices are 

dropping. There are various kinds of moving average trading strategies in 

consideration of the number of the moving average line used. The most simple one 

is the one in which only one moving average is used, the current price is compared 
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with the moving average value, if the price cut down through its average from above, 

a sell signal occurs, if the price cuts up through its average from below, a buy signal 

occurs. Another commonly used trading strategy is the double crossover, in this 

strategy, two moving average is used, namely the long-lag moving average and the 

short-lag moving average. For double crossover 

strategy, when the short-lag moving average cut up through the long-lag moving 

average, a buy signal is indicated, similarly, when the short-lag moving average cut 

down through the long-lag moving average, a sell signal is indicated. Triple 

crossover strategy can be built by adding another moving average into the trading 

decision-making process, which is much more process. To simplify this study, only 

the one moving average method will be used in this project. 

4.3 Empirical Test 

To simplify the study, the trading volume and bid-ask spread are not considered in 

this project. For all of the three kinds of moving average, the first month’s data will 

be used to find out optimal lag value for each moving average. Regarding the 

intraday trading strategy, no position is held overnight. The trading process is 

illustrated in the following figure 4.2. 
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Figure 4.2 Trading Process Illustration 

 

At the end of each trading day, all positions will be closed. The lag value for each 

moving average will be selected using the enumeration method from 3 to 30. The 

objective function of selecting lag value is to maximize the cumulative profit using 

the first month’s data. The value selected, and the cumulative profit for each moving 

average is shown in the following tables. Top 5 Net Profit of the simple moving 

average is listed in Table 4.1. 

Table 4.1 Top 5 Net Profit of in sample test of SMA 

 

 

Top 5 Net Profit of exponential moving average is listed in Table 4.2. 
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Table 4.2 Top 5 Net Profit of in sample test of EMA  

 

 

Top 5 Net Profit of hull moving average is listed in Table 4.3. 

 

Table 4.3 Top 5 Net Profit of in sample test of HMA 

 

 

In the one month out of sample trading test, the lag value with the highest net profit 

in the training period is selected. The detailed equity curve for out of sample simple 

moving average with a lag value of 3 is shown in the following figure 4.3. 

 

Figure 4.3 Out of sample equity curve of the SMA strategy 

The detailed equity curve for out of exponential moving average with a lag value 

of 3 is shown in figure 4.4. 
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Figure 4.4 Out of sample equity curve of the EMA strategy 

The detailed equity curve for out of hull moving average with a lag value of 3 is 

shown in figure 4.5. 

 

 

Figure 4.5 Out of sample equity curve of the HMA strategy 

As shown in the above figures, the out of sample performance of SMA strategy 

suffered a great loss in the last few trading days, which resulting in a total of loss in 

the out of sample period. The drawdown of the EMA strategy is smaller than the 

SMA strategy and can maintain a profit position in the out of sample period. 

Compared with the other two moving average strategies, the HMA strategy has a 

much more stable performance during the out of sample period. The out of sample 

performance of EMA and HMA strategies are inconsistent with weak-from market 

efficiency hypothesis as the trading decisions are simply made based on historical 
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data. 

4.4 Summary 

In this chapter, three moving average based trading systems are constructed and 

tested using the China Index future. Some remarks can be summarized as follows. 

1. The advantages of using moving averages need to be weighed against the 

disadvantages. Moving averages are trend following, or lagging, indicators 

that will always be a step behind. As with most technical analysis tools, 

moving averages should not be used on their own, but in conjunction with 

other complementary tools. 

2. Both the SMA and EMA strategy have a significant drawdown in the period 

of the out of sample test, and the drawdown of the SMA strategy is so big 

that the account went into total lose in the end. The performance of the HMA 

strategy is much more stable compared with the other two. The drawdown 

of the HMA strategy is much smaller than the SMA and EMA strategies. 

3. The out of sample profit performance of EMA and HMA trading strategy 

indicate that the China CSI index futures market is not weak-form efficient. 

4. Although the simple EMA and HMA trading strategies showed a cumulative 

profit from the market, much more experiments must be done before these 

trading systems are deployed into the real trading environment. This is 

because that the experiment results may suffer from overfitting problem and 
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that emerging market assets are heavily influenced by the government policy, 

past trading environment may be different with the current one. 

For the design of trading systems based on moving averages, we have covered basic 

knowledge about this traditional forecast of financial time series in Chapter 3, the 

key steps to creating trading systems is also mentioned in Chapter 3. For the rest of 

this project, the performance of these strategies in this chapter is mainly used as the 

benchmark for some more complex trading systems. However, the out of sample 

performance of the HMA strategy is indeed quite convincing. This system could be 

possibly tested in a real market with some more consideration on the transaction 

cost and the slippage. 

As only one interval of data is used and no multi-frequency technic is applied in 

this chapter, a manual combination of two frequencies data analysis will be 

presented in the next chapter. The forecasting performance of the proposed two 

frequency model will be presented, after that, a simple trend following trading 

system without any consideration of any forecast will be also showed.  
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CHAPTER 5 – TWO FREQUENCY ARIMA 

5.1 Introduction  

In this chapter, two frequencies analysis – an example of the proposed multi-

frequency method is presented. The 1-minute and 3-minute data set are selected as 

the experiment data. The experiment data in this period is divided into two sub-

periods. The first half of the data will be used for the in-sample model estimation, 

and the second half of the data will be used for out of sample model validation. The 

famous Auto-Regressive Moving Average (ARMA) model is used to make the 

short-term prediction for both the 1-minute and the 3-minute data set, a combination 

of the 1-minute and 3-minute data forecast results is made to form the final 

prediction value. After that, the performance of a simple trend following system is 

also illustrated in this chapter.    

5.2 Data Description 

As mentioned above, this project focuses on the prediction of high-frequency 

financial time series, so the target time series must have enough liquidity to match 

the high-frequency models. Of all the financial time series, Index futures is one of 

the most active trading targets that enjoy high trading volumes in both developed 

market and emerging market. Therefore, Index Futures in the China Securities 

Index (CSI) 300 Index Futures (IF) is selected as the target data set to test the 

proposed model.  
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The CSI 300 Index Futures is electronically traded at the China Financial Futures 

Exchange. The underlying asset of this futures contract is CSI 300 index, and the 

contract multiplier is 300 Yuan per index point. As an emerging index futures 

markets, many arbitrage opportunities may exist since the contract was not 

introduced until 2010. Different from the most of the markets in the world, which 

have no up and down limit, the CSI 300 index futures contracts has an up and down 

limit of 10 percent per day. The high-frequency data of CSI index futures contracts 

was collected using the software Touchance 3.0. The real time tick data is also 

provided by Touchance 3.0; programmed trading systems can be executed by the 

combination of Touchance 3 and Multicharts.  

As this project focuses on the forecasting of very high-frequency time series, there 

is no need to introduce years of trading data into consideration. Besides, such 

amount of unnecessary data will cost a very long time to compute. The 1-minute, 

3-minute, and trading data from 2013 January 1st to 2014 January 1st are chosen as 

the experiment period. There are 75618 1-minute data and 25200 3-minute data in 

the selected period. The figures of the data are shown below. 
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Figure 5.1 1-min data for the CSI index future 

 

 

              Figure 5.2 3-min data for the CSI index future 

 

The only difference between Figure 5.1 and 5.2 is the frequency of the close price 
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being collected from the trading market. The low frequency data set is used to 

capture the main trend of the series and the high frequency data is to reveal the 

hidden characteristics of the series. 

The trading data from this period will be equally divided into two sub-periods.  

The first period of the data will be used to determine the parameters and the second 

period will be used to form the foresting results. After the selection of the most 

efficient way to forecast the index future, real time data will be introduced to make 

real time predictions of the index future, based on which, trading orders will be 

placed by programmed trading platform to test the profitability of the proposed 

model.  

5.3 The proposed forecasting model and the forecast procedure  

The prediction in this chapter is made based on the combination of two ARIMA 

models on different frequencies. To simplify the calculation part of this study, only 

the last month’s trading data shown in Figure 5.1 and 5.2 is used as the experiment 

data in this chapter.  

The prediction process of this chapter is shown in the following Figure 5.3.  
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Figure 5.3 The prediction process for this study 

For the simple ARIMA model, the autocorrelations of the time series need to be 

calculated to determine the parameters for ARIMA. R will be used to conduct the 

calculation. 

Many researchers believe that the price of most financial assets move in a random 

pattern, and that it is impossible to make reasonable short term forecast of the 

financial time series. The auto correlation coefficient function is calculated here to 

show the predictability of such kind of series. Only the 3-minute data set is used in 

this calculation to minimize the computing, this is feasible because if the 3-minute 

data shows high auto correlation, the 1-minutes data must have even higher auto 

correlation, as it is an expanded collection of the 3-minute data. 
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                   Figure 5.4 The ACF of the 3-minute data set 

Figure 5.4 showed that the auto correlation coefficient is nearly a constant at a lag 

of 20, so the high-frequency data hold a rather “long” period of memory. At the 

same time, all the ACF coefficients are above zero, a high monotonicity exists in 

the financial data set, even though there might be some sudden turning point. The 

correlation coefficient denies that the series moves randomly so that the short-term 

forecasting could be conducted based on thorough analysis of the characteristic of 

the series.  

As mentioned before, in this study, only the last month’s data is used, the following 
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figure showed the basic description characteristic of the data set that will be utilized 

in the following experiments. 

 

                    Figure 5.5 1-minute close price of the last month 

The mean of this 1-minute data is 2386.896, the maximum price is 2498.8, the 

minimum price is 2277, the count of the price is 5939, and the standard difference 

is 64.94932. 
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Figure 5.6 3-minute close price of the last month 

Figure 5.6 shows that there is less number of prices, this is due to the decrease in 

sampling frequency. The mean of the 3-minute data is 2386.871, the maximum 

price is 2497.4, the minimum price is 2277, the count of the price is 1979, and the 

stand difference is 64.96562.  

5.3.1 1-minute data ARIMA forecast 

In this specific 1-minute data forecast, the first 4588 price points will be used to 

determine the ARMA model, and the rest of the data will be used to conduct out of 

sample forecast. The R package “forecast” is used in this model to simplify the 
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model. The auto.arima() function is used to determine the basic model, the result is 

shown in the following figure. 

 

Figure 5.7 The ARIMA model of 1-minute data 

Figure 5.7 shows that the ARIMA(4,1,3) fitted the model best, a test of the validity 

of the model is shown in Figure 5.8 
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Figure 5.8 Validity test of the fitted model 

The ACF test in Figure 5.8 indicates that the residuals do not show significant auto-

correlation, and the P values for Ljung-Box statistic are greater than 0.1. The 

validity of the fitted model is acceptable. 

After the determination of the model, the out sample forecast will be conducted to 

test the efficiency of the model. 

 

                 Figure 5.9 The out of sample forecast of 1-minute data 

the green color (this figure can be better viewed in the electronical version of thesis) 

is used in Figure 5.9 to display the out of sample forecast to show the difference of 
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real data and forecast data as they are very similar to each other. 

 

                   Figure 5.10 The out of sample data and forecast results 

As shown in Figure 5.10, the red line shows the real out of sample data and the 

green line shows the forecast out of sample data. The accuracy of the model is 

shown in the following Figure 5.11. 

 

              Figure 5.11 The accuracy of the forecast model 

The accuracy of fit showed the in-sample accuracy results of the model, and the 
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accuracy of out of sample showed the out of sample accuracy of the model. 

To combine with the 3-minute data set, the 3 step out of sample forecast will be 

conducted in this experiment. The R code that produces the 3 step out of sample 

forecast is listed in the Appendix. 

5.3.2 3-minute data ARIMA forecast 

In this 3-minute data forecast, the first 1530 price points will be used to determine 

the ARIMA model, and the rest of the data will be used to conduct out of sample 

forecast. 

 

             Figure 5.12 The 3-minute ARIMA model 
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Figure 5.13 The Tsdiag of the determined Model 

Figure 5.12 shows the 3-minute ARIMA model determined by the in sample data, 

and Figure 5.13 indicates that the model is validated. Similar to the 1-minute data, 

the out of sample predicting results will be illustrated in green color as shown in 

Figure 5.14, and the real out of sample data is shown in red color, the combination 

of the forecast and real data is shown in Figure 5.15. 
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Figure 5.14 Out of sample forecasting of 3-minute data 

 

            Figure 5.15 Combination of real data and forecast results 
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The accuracy of the in-sample and out-of-sample forecast is shown below. 

 

Figure 5.16 The Accuracy of the in sample and out of sample forecast 

As shown in Figure 5.16, the first line showed the in-sample forecast accuracy, and 

the second line showed the out of sample forecasting results. Those results will be 

used as benchmarks to test the efficiency of the proposed multi-frequency. 

5.3.3 Combination of the forecast 

In this part of the experiment, a combination of the 1-minute and 3-minute 

forecasting results will be made to create a multi-frequency forecast for the long 

period-3 min. For this special experiment, the data set will be divided into three 

sections, the first section will be used to determine the separate ARIMA model, and 

the second will be used to determine the combined model, and the last part will be 

used to test the efficiency of the combined model. 

In this chapter, a simple linear combination of the two-frequency forecast will be 

made, to find out the best coefficients for each forecast, a numeration of ratio from 

0.01 to 1 is calculated for the in-sample data to find out the lowest RMSE. The in-

sample experiment results showed that the RMSE reduced as the weight of 3-

minute 1 step ahead forecast is increased and the weight of 1-minute 3-step ahead 



98 

forecast is decreased simultaneously. When the weight of the 1-minute 3-step ahead 

forecast is set to 0.01, and the weight of 3-minute 1-step ahead forecast to 0.99, the 

RMSE is reduced from 2.76 to 2.71.  

The result of the above experiments proved the statements in the introduction 

section that useful information is contained in some specific frequencies of the 

original data, both multi-frequency analysis for forecasting high-frequency trading 

made sense as more information is taken into consideration compared to the single 

frequency analysis. 

It is believed that better performance could be achieved with the application of 

wavelet and some other multi-frequency as the above experiment showed that 

different frequency of the same time series carries some special characteristics that 

can be used to improve the forecast performance. 

5.4 The experiment on one simple trend following trading system 

As discussed before, the most effective way to test the efficiency and accuracy of 

any financial forecasting model is to test the profitability of trading based on the 

proposed predict model. There are two ways to test the profitability. The first one is 

to calculate the possible gains and losses based on historical data, and the another 

one is to trade in real time market. The second way is clearly thought to be more 

reasonable as historical gains or losses are just hypothetical results.    

In this study, the famous trading platform Multicharts 8.0 is used to conduct the 
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real-time trading test based on the proposed models. Multicharts is one of the most 

popular trading software package for charting, back testing, and multi-broker 

automated trading. It is the best choice for the intra-day trading experiments.  

To realize real-time trading, the instant data feed is needed. Touchance 3.0 provides 

us a perfect solution to this problem. With the combination of Multicharts and 

Touchance, real-time tick data can be received during trading hours of CSI, based 

on which, algorithm trading could be conducted.  

A trend following trading system was created to test the execution performance of 

Multicharts and Touchance. The trading codes are shown in the appendix. In the 

following chapters of this thesis, more auto trading systems are proposed based on 

the multi-frequency directional forecast. 

The summary of the performance of the basic trend following system is shown in 

the following figures.  



100 

 

Figure 5.18 The portfolio performance summary 

Portfolio Performance Summary

All Trades Long Trades Short Trades
Net Profit 45120 20880 24240
Gross Profit 89400 51000 38400
Gross Loss -44280 -30120 -14160
Account Size Required 8880 8700 8280
Return on Account 508.1081081 240 292.7536232
Return on Initial Capital 45.12 20.88 24.24
Profit Factor 2.01897019 1.693227092 2.711864407
Slippage Paid 0 0 0
Commission Paid 0 0 0
Open Net Profit 0 0 0
Max Portfolio Drawdown -10500
Max Portfolio Drawdown (%) -7.960893855
Max Portfolio Close To Close Drawdown -8880
Max Portfolio Close To Close Drawdown (%) -7.02
Return on Max Portfolio Drawdown 4.297142857

Portfolio Performance Ratios

Portfolio Net Profit as % of Max Portfolio Drawdown429.7142857

Portfolio Time Analysis

Trading Period 28 Dys, 5 Hrs, 9 Mins
Time in the Market 4 Dys, 22 Hrs, 30 Mins
Percent in the Market 17.4998154
Max Run-up Date 3 Dys, 18 Hrs, 2 Mins
Max Run-up Date 2014/6/27 15:07
Max Portfolio Drawdown Date 2014/6/19 10:03
Max Close To Close Drawdown Date 2014/6/19 9:59



101 

 

Figure 5.19 Equity Curve detailed 
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Figure 5.20 Equity Curve Detailed with DrawDown 
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Figure 5.21 Equity Run-up & Drawdown 
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Figure 5.22 Equity Curve Close to Close 
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Figure 5.23 Equity Curve Close to Close with Drawdown 

5.5 Summary 

In this chapter, the multi-frequency ARMA is used to make the high frequency 

forecast of financial time series. A brief conclusion is drawn as follows. 

1. The 1-minute and 3-minute data are linearly combined to form the final 

prediction of the series. As shown above, the forecasting results of the 

proposed model are proved to have smaller RMSE compared to the direct 
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ARMA forecast.  

2. The meaning of the forecasting experiment in this chapter is the design of 

more efficient multi-frequency forecast models, and more importantly, the 

proof that the time series in different frequencies indeed carries some 

specific characteristics that could be utilized to improve the forecasting 

accuracy.  

3. As the wavelet decomposition is the most powerful multi-frequency 

forecasting tool, it is believed that better forecasting performance could be 

achieved with the introduction of this tool. Based on the results that the 

combination of different frequencies of the same time series can improve 

the performance of the prediction, multi-frequency based trading systems 

could be built. 

4. In the experiments of a simple trend following system, all the trades are held 

no more than one trading day. The results of the backtest showed promising 

profitability. However, this backtested system may suffer from overfitting 

problems. With the application of more advanced methods including the 

wavelet transformation and genetic algorithm, trading systems with better 

performance could be achieved with the consideration of overfitting 

problem. 

In this chapter, a simple two frequency analysis on the financial time series is 
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presented, the motivation for this study is to prove that different frequency of the 

time series conveys different characteristic of the series, that is the longer-term time 

series mainly carries the trend of the series and the shorter-term time series contains 

some local details of the time series. Some more sophisticated multi-frequency 

analysis based systems will be introduced in Chapter 6 and 7. Just like the trading 

systems in Chapter 4, the results of the models and trend following system will be 

mainly used as the benchmarks for the future study. However, the profitable trading 

system could be derived based on the simple trend following system if better trend 

detection indicator is discovered and utilized.   
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CHAPTER 6 – GP and WAVELET-DENOISE BASED GP 

6.1 Introduction 

Technical analysis related studies have been extensively conducted by researchers 

and investors for decades in various financial domains. Technical trading rules are 

generated from historical price and volume data, buying and selling signals are 

usually sent to exchanges over a very short period. To beat the market, many 

machine learning tools have been utilized in the design of technical trading systems. 

For linear analysis of the financial time series, one of the most commonly used tools 

is the genetic programming. 

Genetic Programming (GP) is an automated method for creating a working 

computer program from a high-level problem statement of a problem. In this study, 

GP is used to find the optimized combinations of technical indicators that can 

generate profit from the market. Past researchers have applied GP to the design of 

trading systems. However, their models are all trained with a long-term period of 

data, such as daily, weekly or even monthly data. One of the largest drawbacks of 

these kinds of systems is that the incoming information effect is not considered. 

Information like financial reports and change of interest rates highly affect the price 

movement of the target analyzing asset; jumping points occurred after the 

announcement of such kind of information. GP models trained with long term data 

which includes many jumping points are unable to extract the real characteristics of 
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the time series. To overcome this problem, in this study, all the models are trained 

using the intra-day data. Information that has dramatic impact on the market are 

expected to be digested during the market closed periods, therefore, jumping points 

barely exist in the intra-day data. True trends of the time series can be recognized 

with GP models trained using the intra-day data. 

Another innovation point of this study is the noise reduction of the intra-day data. 

High frequency intra-day financial time series are highly correlated and un-

stationary. Wavelet de-noise is introduced in this study to handle the noises. Wavelet 

transform leads to a sparse representation for many real-world signals, many 

features in different scales of the data can be localized. Wavelet transform 

concentrates signal in a few large-magnitude wavelet coefficients, wavelet 

coefficients which are small in value are typically noise and can be removed while 

preserving important signal features. Both the soft-thresholding and the hard-

thresholding methods are used in this study to de-noise data, optimized GP models 

based on the original data and the proposed wavelet de-noised data are compared 

with each other using the out of sample performance. 

In this chapter, the CSI 300 index futures is selected as the target training and testing 

asset. The index futures market of China is one of the most actively traded emerging 

markets. Past studies on index futures usually use the frequency of a day, a week or 

even a month, some of which indeed showed outstanding performance in the out of 

sample experiments. However, these kinds of theoretical profits are highly 
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unrealistic in the real markets, because most of the trades in the futures markets are 

margin trading and small movements of the stock index might lead to a large 

amount of gains or losses to investors. For most of the time, investors do not have 

enough money to wait for the market to go to the right price that their model is 

expected. The proposed model in this study is trained using the intra-day 1-minute 

interval data, for each trading day, the data is separated into two different part, the 

first parts is used to train the GP model and the second part is used to perform the 

out of sample performance. In this way, no open position is held overnight, which 

could greatly reduce the risk caused by overnight unfavorable price jumps. 

6.2 Related Methodology  

6.2.1 Wavelet and Wavelet de-noise 

To overcome the shortcomings of the Fourier transform in the performing of multi-

resolution analysis of signals, the wavelet has been widely applied to different fields. 

Unlike the Fourier analysis, wavelets are localized in both time and frequency scale. 

Mathematically, a wavelet is defined as a function of a zero average: 

                             ∫ 𝜓(𝑡)𝑑𝑡
∝

ି∝
= 0          (23) 

The concept of Wavelet Transform (WT) is to represent the target function as a 

superposition of a set of wavelets which are small waves located at different times. 

The original series can be transformed and described in the content of different 

frequency over time at certain time-scale. Wavelet-based models are suitable for 
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non-stationary data as some transient trends, or hidden characteristics of the original 

series can be highlighted. Financial time series are well-known to be non-stationary, 

which makes WT one of the most powerful tools for the analysis and forecasting of 

financial time series. 

6.2.1.1 The Discrete Wavelet Transform 

For the most practical studies, wavelet coefficients are not needed to be calculated 

at every possible scale as it would be a fair amount of work to do that, which will 

generate an awful lot of data. The DWT projects a time series onto a collection of 

orthonormal transformations. Unlike the continuous wavelet transformation that 

considers all possible frequencies at continuous times, the DWT focuses on some 

specific frequencies at distinct times. The discrete wavelet is defined as: 

                       𝜓௝,௞(𝑡) = 𝑆଴

ି
భ

ೕ𝜓(
௧ି௞ఛబௌబ

ೕ

ௌబ
ೕ )      (26) 

𝑗 and 𝑘 are integers. 𝑠଴ > 1 is a fixed dilation step and the translation factor 𝜏଴ 

depends on the dilation step. If 𝑠଴ = 2 , the discrete wavelet transformation is 

defined as dyadic wavelet transform. By definition, the scaling function and the 

wavelet function of discrete wavelet transformation are: 

       𝜑(2௝𝑡) = ∫ 𝑎௞
௞

௜ୀଵ
𝜑(2௝ାଵ𝑡 − 𝑘)                 (27) 

Equation [eq45] is the scaling function, known as the scaled father wavelet, 𝑎௞ are 

the corresponding coefficients, 𝑘𝜖𝑍 . The mother wavelet 𝜓  is obtained by the 
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linear combinations of the scaled father wavelet. Proper coefficients must be 

selected to maintain the orthogonality of the basis wavelets. 

         𝜓(2௝𝑡) = ∫ 𝑏௞
௞

௜ୀଵ
𝜑(2௝ାଵ𝑡 − 𝑘)                 (28) 

The mother wavelet 𝜓 are uniquely determined by their coefficients {𝑏௞}, 𝑘 𝜖 𝑍. 

Then, a signal 𝑓(𝑡) can be written as: 

𝑓(𝑡) = ∫ 𝑎௝,௞
௞

௜ୀଵ
𝜑(2௝ାଵ𝑡 − 𝑘) + ∫ 𝑏௝,௞

௞

௜ୀଵ
𝜓(2௝ାଵ𝑡 − 𝑘)     (29) 

This is the basic idea of the discrete wavelet decomposition of the signal. 

6.2.1.2 Wavelet de-noise 

Separating noises from the original signal is the procedure of de-noise. Suppose 

𝑓(𝑡)  is the original time series, some parts of the series 𝑠(𝑡)  represents the 

trending of the original series, while the others are just localized noises. Then the 

model of the de-noise process is: 

𝑠(𝑡) = 𝑓(𝑡) − 𝑒               (48) 

𝑒  represents the noise series. If this process is combined with the discrete 

decomposition, the process of de-noising the original time series becomes the adjust 

coefficients of different scales. The most common method is the threshold rule. 

The basic idea of this threshold rule is to truncate the insignificant coefficients since 

less amount of information is contained or only localized noise is contained. One 

of the key steps is how to select threshold parameters. If the threshold value is less 
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than the noise level, unexpected noises are present in the processed series. However, 

if the threshold value is significantly bigger than the noise level, the information 

contained in the original series would lose. A universal threshold value is proposed 

as follows: 

          𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 𝜎ඥ2𝑙𝑜𝑔(𝑁)         (49)  

𝜎 is the standard deviation and 𝑁 refers to the total number of the data. 

There are two kinds of threshold methods, namely the hard threshold and the soft 

threshold. Both of these methods are conducted in this research to evaluate the 

performance with each other. The hard threshold is a straight forward technique to 

implement the wavelet de-noising process. The advantage of the hard threshold is 

easy to use and the better reconstruction of discontinuities. The coefficients 

adjustment is given as, 

                         𝐻(𝛽, 𝑑) = ൜
𝛽, 𝑖𝑓|𝑑| ≤ 𝛽
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

     (50) 

𝑑 represents the wavelet coefficients and β is the threshold value. This method is 

not a continuous mapping, and the input coefficients is effective if it is less than or 

equal to the threshold. 

The soft threshold is another way to adjust the wavelet coefficients. Instead of 

forcing wavelet coefficients to zero or leaving it untouched, the soft threshold 

pushes all coefficients towards zero, which can be defined as, 
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𝑆(𝛽, 𝑑) = ൜
𝛽, 𝑖𝑓|𝑑| < 𝛽
𝑆𝑖𝑔𝑛(𝑑)(|𝑑| − 𝛽), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

        (51) 

𝑆𝑖𝑔𝑛(𝑑) = ቐ

1, 𝑖𝑓𝑑 > 0
0, 𝑖𝑓𝑑 = 0
−1, 𝑖𝑓𝑑 < 0

  

Compared with the hard threshold, the different setting happens when the absolute 

value of wavelet coefficients is greater than the threshold. As all the coefficients are 

affected in this process, the soft threshold is a continuous mapping. As all wavelet 

coefficients are suppressed by the soft threshold, a smoother reconstructed time 

series is expected. 

6.2.2 Generating trading rules with genetic programming 

In this subsection, the process to conduct the adaptation of genetic programming is 

presented. The genetic programming will be used to generate trading rules based on 

technical indicators which are encoded as programs. 

6.2.2.1 Encoding of the technical indicators 

The initial programs, which are represented as tree structures, are recursively 

constructed from a predefined set of functions 𝐹 and terminals 𝑇. Both functions 

𝐹 and terminal 𝑇 change dynamically during the evolution process. Functions 𝐹 

and Terminal 𝑇 are defined in the following. 

Functions: 

Arithmetic operators: +,−,∗,/; 
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Boolean operators: 𝑎𝑛𝑑, 𝑜𝑟, 𝑛𝑜𝑡; 

Relations operators: <,>; 

Boolean functions: if-then-else. 

Real functions (user defined functions, here are the technical indicators) 

Technical indicators, variables represents for constant Price: 

𝑁𝑜𝑟𝑚(𝑟1, 𝑟2): absolute value of the difference between real number; 

𝐴𝑣𝑔(𝑠, 𝑛): average of price over the past 𝑛 periods; 

𝐸𝑀𝐴(𝑠, 𝑛): exponential moving average of the past 𝑛 periods; 

𝑀𝑎𝑥(𝑠, 𝑛): maximum value of price over the past 𝑛 periods; 

𝑀𝑖𝑛(𝑠, 𝑛): minimum value of price over the past 𝑛 periods; 

𝐿𝑎𝑔(𝑠, 𝑛): price value lagged by 𝑛 periods; 

𝑉𝑎𝑙𝑜𝑡𝑖𝑙𝑖𝑡𝑦(𝑛): variance in returns over the past 𝑛 periods; 

𝑅𝑆𝐼(𝑛): relative strength index; 

𝑅𝑂𝐶(𝑛): rate of change. 

   𝑅𝑂𝐶(𝑛) = (
௖௟௢௦௜௡௚ ௣௥௜௖௘ ௢௙ ௧௛௘ ௖௨௥௥௘௡௧ ௠௜௡௨௧௘

௖௟௢௦௜௡௚ ௣௥௜௖௘ ௢௙ ௡ ௠௜௡௨௧௘௦ ௔௚௢
− 1) ∗ 100     (52) 
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𝑅𝑆𝐼(𝑛) = 100 − (
ଵ଴଴

ଵାோௌ(௡)
) : 𝑅𝑆(𝑛) =

∫ ௥೔೔∈ವశ(೙)

ି ∫ ௥೔೔∈ವష(೙)
 , 𝐷ା  is the set of minutes with 

rising prices, 𝐷ି is the set of minutes with falling prices and 𝑟௜ is the return of 

minute 𝑖, which is positive when the price rising, and negative otherwise. 

Terminals: 

Constants: chosen in the interval [0,270], where 270 is the approximate number of 

minutes in a single trading day; 

Boolean: True, False; 

Others: Price 

Real variable: price of the current minute; 

Order Types: Entry order and Exit order 

Entry order: Market Entry order: enter into the market at market price; 

Stop Entry order: these orders are placed above the market for a long entry and 

below the market for a short entry; 

Limit Entry order: these orders are placed below the market for a long entry and 

above the market for a short entry; 

Exit order: Exit at target profit, Exit at target percentage profit, Exit at Target price, 

Protective Stop, Trailing Stop, Exit after 𝑁 Bars, Exit after 𝑁 Bars profit, Exit 

after 𝑁 Bars loss, Exit after certain time, Exit at Market, Exit End-of-Day. 
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It is obvious that functions and terminals sets chosen in this research violate the 

closure assumption of genetic programming. Some functions set cannot be an 

argument to another function in 𝐹, given that both Boolean and real functions are 

found in that set. The restrictions mean that the real functions are always in the 

lower part of the tree structures. It makes sense that all the trading decisions are 

made based on technical indicators while Boolean functions and relational 

operators are found on the upper part of the tree. 

6.2.2.2 Fitness evaluation criteria 

In most of the relevant studies, fitness values are calculated using the excess return 

over the markets. However, the net profit is a much simpler and efficient way to 

evaluate the profitability of trading strategies. In the trading period, the total net 

profit is the total profit (gross profit minus gross loss) for all closed trades, both 

wins and losses. 

6.2.2.3 Initialization of the base population 

There are two methods to generate the initial population of the trading blocks. The 

full method creates tree structures, in which the length of every path between a 

terminal and the root equals to a predefined depth. The growing method creates the 

tree structures with variable shapes. In this section, a combination of the full and 

grow methods is applied. Due to the particular structure of function set, the 

recursive construction has to follow the rules bellow. Firstly, the root of the tree 
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should be selected from the Boolean functions and operators. It illustrates that the 

buy and sell signal must be generated at the top of the tree structure. Secondly, 

descendants of the tree can be selected among Boolean constants, Boolean 

functions, Boolean or Boolean operators. Thirdly, a relational operators’ 

descendants should be selected among real functions or terminals. 

After the generation of the initial population, more complex trading decisions are 

built using the initial trade blocks with some mutations and crossover. 

6.2.2.4 Crossover, mutation, reproduction and selection 

As the initial population usually has low fitness, genetic operators must be utilized 

to search better programs. 

The crossover operator is used to combine the genetic material of two parents by 

swapping a part of one parent with a part of the other. In this section, the offspring 

resulted by crossover replaces the parent with less fitness. The mutation operator is 

used to operate on only one individual. Whenever one of the individuals in a 

particular population has been selected for mutation, a tree node is selected 

randomly, and the existing subtree is replaced with a randomly created sub-tree. 

The mutated individual is then put back to the original population to calculate the 

fitness. The reproduction operator is simply a clone of the current tree structure, 

which usually happens to a tree with rather high fitness value. This operator is 

controlled by the parameter reproduction probability. 
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In the selection of programs in the population, a ranking based approach proposed 

by Baker (1985) and Whitley (1981) is used. To use the ranking system, the fitness 

of all programs must be calculated and sorted from the best (rank 1) to the worst 

(rank n). A new value 𝑓௜ is then associated with the program or rank 𝑖 as follows: 

                 𝑓௜ = 𝑀𝑎𝑥 − [(𝑀𝑎𝑥 − 𝑚𝑖𝑛)
௜ିଵ

ேିଵ
]     (53) 

In this way, the best program gets fitness 𝑀𝑎𝑥, and the worst program gets fitness 

𝑀𝑖𝑛. Most importantly, the remaining programs are equally spaced between 𝑀𝑖𝑛 

and 𝑀𝑎𝑥. The super program problem that crowded out all the other programs 

can be avoided. 

6.3 Design of the experiment in this study 

The designed genetic programming method are applied to the original financial time 

series and the wavelet de-noised time series. The detailed process is shown in Figure 

6.1. 
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Figure 6.1 Flow chart of the experiment 

Three experiments are conducted simultaneously. In the first experiment, technical 

indicators are calculated using the original 1-minute frequency data of the CSI 300 

index future. After that, genetic programming are used to search for the best 

possible combinations of all the indicators and order types listed in the methodology. 
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Once the optimized trading strategies are determined for each trading day, out of 

sample test of the models is conducted. One of the key points in the design of these 

experiments is that all the technical indicators are calculated using the data from a 

single trading day and no historical trading information of the former day or before 

is used in the calculation of the indicators. It is a good try to reduce the effect of a 

price jump between two trading days. In the second experiment, the original data 

are firstly de-noised with two different methods, namely the soft threshold and hard 

threshold wavelet de-noise method. After that, the de-noised data are used to 

calculate the related indicators. The rest of the second experiment is similar to the 

first experiment. Furthermore, to explore the effect of different trading day jumps, 

another experiment is conducted. In the last experiment, multiple-day data are used 

instead of the single day data in the training of the models. The overall trading 

results of the third experiment are compared with the first and second experiment. 

6.4 Empirical experiment and results 

In this empirical experiment, the CSI 300 Index futures is selected as the target asset. 

Detailed information about the index futures is shown in the following Table 6.1. 

Data of 21 days of the CSI 300 index futures is used, each of which contains 270 

data points. The original data points cover the period from 29/09/2014 to 

03/11/2014. In each trading day, the first 128 data points are used to train the model, 

and the last 142 data points are used to test the out of sample performance of the 

model. The selection of 128 training data points is by the decomposition 
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requirement of the wavelet analysis. As the morning session of a trading day 

consists of 130 minutes, the training processes were conducted in the morning 

session, and the out of sample testing process was conducted in the afternoon 

session. 

Table 6.1 The CSI 300 Index  

 

To overcome the over fitting problem, a higher weight is assigned on the out of 

sample performance of the developed model. Only the out of sample performances 

are discussed as the in sample trading profit is highly unrealistic. As shown in the 

design of the experiment, the out of sample performance of the model optimized by 

the 128 in sample original data points will be compared with the model optimized 

by the wavelet de-noised 128 in sample data points. As described in the 

methodology section, there are two different de-noise methods, the hard threshold, 
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and soft threshold. Both methods are applied in this chapter to compare with each 

other. Another comparative study about the trading with and without holding assets 

overnight is also tested. In the experiment of holding the assets overnight, the data 

of the first 14 days are used to train the model, and the data of the last seven days 

are used to test the out of sample profitability. Also, just like the first experiment, 

wavelets are utilized to de-noise the in-sample data. 

Excessive preliminary experiments were conducted to optimize the parameters for 

the genetic training process. The final parameters are illustrated in Table 6.2. 

Table 6.2 Parameters for genetic programming 

 

The detailed trading results of 21 days without holding assets overnight are shown 

in Table 6.3. 
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Table 6.3 Trading results for 21 days of intra-day data 

 

As shown in Table 6.3, the out of sample performance of the training models varies 

during different trading days. The positive value represents gains, and the negative 

value represents losses. The sum of the total trading profits and losses for three 

different training methods are 2,460 for the GP strategy trained on the original data, 
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11,760 for the GP model trained on the hard threshold wavelet de-noised data and 

3,720 for the GP strategy trained on the soft threshold wavelet de-noised data. 

The intra-day training and testing results are shown in Figures 6.3, 6.4 and 6.5.  

 

Figure 6.3 Original Data P/L of each trading day 
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Figure 6.4 Hard threshold De-noised Data P/L of each day 

 

 

Figure 6.5 Soft threshold De-noised Data P/L of each day 
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Figure 6.6 Cumulative P/L of Original Data 

 

Figure 6.7 Cumulative P/L of Hard threshold De-noised Data 
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Figure 6.8 Cumulative P/L of Soft threshold De-noised Data 

The results in Table 6.3 indicated that better out-of-sample performance are 

obtained if the GP model is trained with wavelet de-noised data sets and the hard 

threshold de-noise method has the best out-of-sample performance. At the bottom 

of Table 6.3, the min, max, and std of each profit and loss are listed, the results 

indicate that the max intra-day loss for the three experiments does not vary very 

much. The hard threshold has the highest possible intra-day loss of 5,880. However, 

it also has the highest possible intra-day profit of 13,260. The soft threshold has a 

higher possible loss and lowers possible profit than the performance from the 

original data. With a much higher standard deviation of the profit/loss, the out-of-

sample results shows an interesting phenomenon that the wavelet de-noise process 

tends to magnify the gains and losses for most of the trading days. From Figures 

6.6, 6.7 and 6.8, it is clear that the hard threshold de-noised data has the lowest max 
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drawdown and the highest possible profit, which made it the best trading strategy 

in the experiments. Although the soft threshold de-noised data trained strategy has 

higher total profit than the original data trained strategy, the max drawdown is much 

higher than the other two strategies. 

As the total trading profit of the wavelet de-noise data trained models is higher than 

the model trained from the original data, it can be concluded that with the 

consideration of the non-stationary and noisy characteristics of intra-day high-

frequency time series, and the introduction of wavelet de-noise, better trading 

performance systems can be developed. 

The trading results in Table 6.3 indicates that when multiple-day data are utilized 

to train the model, all the out of sample trading is subjects to severe losses. 

According to the severe losses in Table 6.4, it can be concluded that trading trend 

varies in different trading days and profitable trading strategies in a certain trading 

day might suffer from severe losses in other days. This results proved that the 

jumping points in the price of the index futures will influence the performance of 

GP trained models, and the models trained using long time intervals cannot extract 

the genuine trend of the series, as the jumping points which are caused by 

exogenous information are more likely to be recognized as significant features. 

Table 6.4 Trading results for multi-days training methods 
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6.5 Summary 

In this chapter, to de-noise the original financial time series and to search profitable 

trading rules, an integration of the genetic programming and wavelet de-noise is 

utilized to generate intra-day programmed trading rules. The following 

observations can be made. 

1. Relevant information that affects the movement of the time series is 

assumed to be fully digested during the market closed periods to avoid the 

jumping points of the daily or monthly data. Intra-day high-frequency time 

series is capable of exploiting more performance of the short-term forecasting 

advantage of technical analysis. 

2. The results showed that the trading rules generated by genetic 

programming with the wavelet de-noised data points have better out of sample 

performance and that the hard threshold de-noise method outperforms the soft 

threshold methods. 

3. The trading strategies trained with morning session data are most likely to 
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be profitable in the afternoon session of the same trading day. Also, the trading 

GP Strategies trained with multiple-day data may lead to severe losses in the 

following several trading days, which indicates that financial time series’ trend 

tends to vary in different trading days and stays the same in a single trading day. 

4.  As trading strategies are trained separately using different single day’s data, 

which makes the experiment more complicated, only 21-days of 1-minute data 

is tested in the experiment, more tests need to be conducted to evaluate the 

robustness of the GP trained strategies. 

5. Although the trading cost is considered in this research, much more 

realistic problems, such as topological execution of orders and the execution 

delay of orders, should be taken into consideration before the deployment of 

the actual system. 

In this chapter, the linear space of the related technical indicators is searched by 

genetic programming, at the same time the non-stationary time series is de-noised 

using the multi-frequency wavelet analysis. Although the systems’ performance in 

this chapter is a little bit worse than those in Chapters 4 and 5, the risk of this system 

is much smaller than that in Chapters 4, and 5 as no position is held overnight.  

Nonlinear space of the technical characteristics will be shown in the next chapter; 

wavelet based multi-layer perceptron will also be applied to explore the power of 

multi-frequency analysis.  
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CHAPTER 7 – NARX AND WMLP 

7.1 Introduction 

In this chapter, Artificial Neural Network (ANN) is used to explore the nonlinear 

space of the financial time series. Two different models will be used to perform the 

forecast, based on which, high-frequency trading systems are designed and tested.  

The first model is the Nonlinear Autoregressive models with eXogenous input 

(NARX model), which is also called NARX recurrent neural networks. The NARX 

model is based on ARX model, which is commonly used in time series modeling. 

NARX is a class of powerful models that has been demonstrated to be well suited 

for modeling nonlinear systems and especially time series. Some important qualities 

of gradient-descending trained NARX model are (Eugen et al. 2008): 

1. Learning is more effective in NARX networks than in another neural 

network; 

2. Gradient descent networks converge much faster and generalize better than 

other networks. 

The second model is the wavelet based multi-layer perceptron model. Conventional 

neural networks process signals only on their finest resolutions or some given 

resolutions. Wavelet decomposition produces a good local representation of the 

signal in both the time and frequency domains. Wavelet-based Multi-Layer 
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Perceptron (MLP) model allows for hierarchical, multi-resolution learning of input-

output maps from data. The wavelet-based MLP neural network is an MLP with the 

wavelet decomposition as a feature extraction method to obtain time-frequency 

information. This model has been successfully applied to classification of 

biomedical signals, image, and speech; some researchers also used it to forecast 

financial time series. In this study, the wavelet MLP model is used to predict the 

intra-day high frequency time series, based on which, real-time trading systems are 

developed and tested. 

7.2 Related Methodology  

7.2.1 The Nonlinear Autoregressive with eXogenous model  

The nonlinear autoregressive network with exogenous inputs is a recurrent dynamic 

network, with feedback connections enclosing several layers of the network. As the 

NARX model is based on the linear time series ARX model, it is well suited for the 

analysis of financial time series. 

The defining equation for the NARX model is: 

 y(t)=f(y(t−1), y(t−2), …, y(t−ny), u(t−1), u(t−2), …, u(t−nu))    (54) 

where the next value of the dependent output time series y(t) is regressed on previous 

values of the output series and previous value of an independent (exogenous) input time 

series. In this study, the trading volume will be used as the exogenous value. The NARX 
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model can be implemented using a feedforward neural network to approximate the 

function f. A diagram of the resulting network is shown below, where a two-layer 

feedforward network is used for the approximation. 

 

Figure 7.1 Two-layer feedforward network for NARX 

 

There are two types of NARX model, as shown on the left of figure 7.2,  

 

 

Figure 7.2 Two types of NARX model 

(www.mathwork.com) 

In the parallel architecture of NARX, the estimated y(t) is fed back into the training 

process. In the Series-Parallel Architecture of the NARX model, the real y(t) series 

is fed into the training process. The Series-Parallel Architecture has two advantages: 

the first is that the input to the feedforward network is more accurate as the y(t) is 
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the original output time series. The second is that the resulting network has a pure 

feedforward architecture, and static backpropagation can be used for training. In 

this study, the Series-Parallel Architecture type of the NARX model is used to 

predict the intra-day financial time series. Matlab R2013b with the neural network 

toolbox is used to conduct the forecasting experiments. 

7.2.2 The Wavelet based Multi-Layer Perceptron model 

The wavelet-based Multi-Layer Perceptron (MLP) consists of three parts:  

1. Input with a tapped delay line with j delays; 

2. Wavelet decomposition; 

3. A Multi-Layer Perception neural network; 

The output 𝑋௧ାଵ is the value of the time series at time t+1 and is assumed to be a 

function of the values of the time series at j previous time steps. 

7.2.2.1 Wavelet and Wavelet decomposition 

I:  Wavelet 

Mathematically, a wavelet can be defined as a function of a zero average: 

                ∫ ψ(t)dt
∝

ି∝
= 0                             (23) 

The concept of wavelet transformation is to represent a target function as a 

superposition of a set of wavelets which are small waves located at different times. 
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The original series can be transformed and described in the content of different 

frequency over time at certain time-scale. Wavelet-based models are very suitable 

for non-stationary data as some transient trends, or hidden characteristics of the 

original series can be highlighted. Financial time series are well-known to be non-

stationary, which makes wavelet transformation one of the most powerful tools in 

the analysis and forecasting of financial time series.  

II: The Discrete Wavelet Transform 

For the most practical studies, wavelet coefficients are not needed to be calculated 

at every possible scale as it would be a fair amount of work to do that, which will 

generate an awful lot of data. The DWT projects a time series onto a collection of 

orthonormal transformations. Unlike the continuous wavelet transformation that 

considers all possible frequencies at continuous times, the DWT focuses on some 

specific frequencies at distinct times. The discrete wavelet is defined as: 

                       𝜓௝,௞(𝑡) = 𝑆଴

ି
భ

ೕ𝜓(
௧ି௞ఛబௌబ

ೕ

ௌబ
ೕ )      (26) 

𝑗 and 𝑘 are integers. 𝑠଴ > 1 is a fixed dilation step and the translation factor 𝜏଴ 

depends on the dilation step. If 𝑠଴ = 2 , the discrete wavelet transformation is 

defined as dyadic wavelet transform. By definition, the scaling function and the 

wavelet function of discrete wavelet transformation are: 

       𝜑(2௝𝑡) = ∫ 𝑎௞
௞

௜ୀଵ
𝜑(2௝ାଵ𝑡 − 𝑘)                 (27) 
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Equation [eq3] is the scaling function, known as the scaled father wavelet, 𝑎௞ are 

the corresponding coefficients, 𝑘𝜖𝑍 . The mother wavelet 𝜓  is obtained by the 

linear combinations of the scaled father wavelet. Proper coefficients must be 

selected to maintain the orthogonality of the basis wavelets. 

         𝜓(2௝𝑡) = ∫ 𝑏௞
௞

௜ୀଵ
𝜑(2௝ାଵ𝑡 − 𝑘)                 (28) 

The mother wavelet 𝜓 are uniquely determined by their coefficients {𝑏௞}, 𝑘𝜖𝑍. 

Then, a signal 𝑓(𝑡) can be written as: 

𝑓(𝑡) = ∫ 𝑎௝,௞
௞

௜ୀଵ
𝜑(2௝ାଵ𝑡 − 𝑘) + ∫ 𝑏௝,௞

௞

௜ୀଵ
𝜓(2௝ାଵ𝑡 − 𝑘)     (29) 

This is the basic idea of the discrete wavelet decomposition of the signal. 

III: Wavelet decomposition  

The original signal can be decomposed into different elements based on different 

scales using the cascade algorithm, as shown in the following equation:    

           f(t) = Aଵ(t) + Dଵ(t) 

      =Aଶ(t) + Dଶ(t) + Dଵ(t) 

        =A୬(t) + D୬(t) + D୬ିଵ(t) + ⋯ + Dଵ(t)          (30) 

where 𝐴௡(𝑡)are the approximation coefficients at scale n, and D୬(t) are the detail 

parts of the original signal at scale n. A prediction of the original signal can be made 

by the reconstruction of the different scales of wavelets with proper coefficients. 
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IV: Daubechies D4 wavelet: 

The Daubechies wavelet is named after the mathematician Ingrid Daubechies. The 

Daubechies D4 wavelet transform has four wavelet and scaling function 

coefficients. The scaling function coefficients are: 

ℎ଴ =  
ଵା √ଷ

ସ√ଶ
        (61) 

ℎଵ =  
ଷା √ଷ

ସ√ଶ
        (62) 

ℎଶ =  
ଷି √ଷ

ସ√ଶ
        (63) 

ℎଷ =  
ଵି √ଷ

ସ√ଶ
        (64) 

 

Each step of the wavelet transform applies the scaling function to the data input. If 

the original data set has N values, the scaling function will be applied in the wavelet 

transform step to calculate N/2 smoothed values. In the ordered wavelet transform 

the smoothed values are stored in the lower half of the N element input vector. 

The wavelet function coefficient values are: 

𝑔଴ = ℎଷ         (65) 

𝑔ଵ = −ℎଶ         (66) 

𝑔ଶ = ℎଵ         (67) 

𝑔ଷ = −ℎ଴         (68) 

Each step of the wavelet transform applies the wavelet function to the input data. If 

the original data set has N values, the wavelet function will be applied to calculate 

N/2 differences (reflecting change in the data). In the ordered wavelet transform the 
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wavelet values are stored in the upper half of the N element input vector. 

The scaling and wavelet functions are calculated by taking the inner product of the 

coefficients and four data values. The equations are shown below: 

Daubechies D4 scaling function: 

𝛼௜ =  ℎ଴𝑠ଶ௜ + ℎଵ𝑠ଶ௜ାଵ + ℎଶ𝑠ଶ௜ାଶ + ℎଷ𝑠ଶ௜ାଷ      (69) 

Daubechies D4 wavelet function: 

𝑐௜ =  𝑔଴𝑠ଶ௜ + 𝑔ଵ𝑠ଶ௜ାଵ + 𝑔ଶ𝑠ଶ௜ାଶ + 𝑔ଷ𝑠ଶ௜ାଷ      (70) 

Each iteration in the wavelet transform step calculates a scaling function value and 

a wavelet function value. The index i is incremented by two with each iteration, and 

new scaling and wavelet function values are calculated. 

7.2.2.2 The Multi-Layer Perceptron 

The artificial neuron consists of a summing function with an internal threshold and 

“weighted” inputs as shown below. 

 

 

Figure 7.3 Simple Neuron demonstration 

For a neuron receiving n inputs X୧ (i = 1, 2, …, n) is weighted by multiplying it 

with a weight W୧. The sum of the W୧X୧ products give the net activation of the 

neuron. This activation value is subjected to a transfer function to produce the 
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neuro’s output. 

There are many types of transfer functions used in ANNs to compute the output of 

a node for its net activation, the one that is used in this study is the Sigmoid function. 

The sigmoid transfer function produces a continuous value in the range 0 to 1. It 

has the form: 

iactivationi e
output 


1

1
       (71) 

  

Figure 7.4 Functional form of sigmoid 

To be able to solve nonlinearly separable problems, some neurons are connected in 

layers to build a multilayer perceptron. Each of the perceptrons is used to identify 

small linearly separable sections of the inputs. Outputs of the perceptron are 

combined into another perceptron to produce the final output. In a multilayer 

perceptron, the neurons are arranged in an input layer, an output layer, and one or 

more hidden layers. 
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Figure 7.5 The multilayer perceptron model  

The Levenberg-Marquardt (LM) method is chosen in this study as the training 

algorithm. The LM method is a popular method of finding the minimum of a 

function  that is a sum of squares of nonlinear functions, 

F(x) =
ଵ

ଶ
∑ [𝑓௜(𝑥)]ଶ௠

௜ୀଵ                                (72) 

Let the Jacobian of 𝑓௜(𝑥) be denoted Ji(x), then the LM method searches in the 

direction given by the solution P to the equations: 

(𝐽௞
்𝐽௞ + 𝜆௞𝐼)𝑝௞ = −𝐽௞

்𝑓௞                                     (73) 

where 𝜆௞ are nonnegative scalars and I is the identity matrix. The method has the 

nice property that, for some scalar Δ related to 𝜆௞, the vector 𝑝௞ is the solution of 

the constrained sub-problem of minimizing ||𝐽௞𝑝 + 𝑓௞||ଶ
ଶ  subject to ||𝑝||ଶ ≤ Δ. 

The LM learning process in this study is executed using the Matlab toolbox.  

7.2.2.3 The Wavelet Multilayer perceptron 
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The combination of wavelet decomposition and multilayer perceptron is shown in 

Figure 7.6. 

 

Figure 7.6 Wavelet based multi-layer perceptron  

where 𝐴௜,ேି௝ 𝑎 re the approximation coefficients at scale n, and D୧,୒ି୨   are the 

detail parts of the original signal at scale n; a୧,୨ is the connection weights between 

the input layer and the hidden layer, b୧  is the connection weights between the 

hidden layer and the output layer. The sum of the weighted value is computed to get 

the net activation, which will then feed to the transfer function to get the output.  

7.2.3 The design of trading system based on the forecast models  

The above NARX and Wavelet MLP are used to give the one step prediction of the 

financial time series; trading actions can be taken based on the analysis of the 

forecasting results. A basic trading strategy based on the forecast results is made to 

test the trading performance of the two models. The trading test logic is discussed. 



143 

7.2.3.1 Entry point 

This is the point a buy or sells short order is placed into the market, after the 

execution of that kind of orders, the portfolio ends up with either holding long or 

short positions of the selected targets. With the application of the above forecasting 

methods, the entry point is quite easy to be selected. If the point prediction is above 

(below) the price of the specified targets at the current time, or the directional 

prediction of the financial time is up, an entry point of buying (selling) the specified 

asset is determined.  

7.2.3.2 Leaving point 

This is a point that the trader decides to leave the market either by the placement of 

sell or buy to cover orders. After the executions of such kind of orders, the portfolio 

ends up with zero position of a specified target. The leaving point can be reached 

by exceeding the maximum trading profit or maximum trading loss. It can also be 

triggered by the predictions of the above models, if the point prediction of the 

financial time series is below (above) the current price of the targets, a leaving point 

of the long (short) positions of the assets is reached and vice versa. 

The testing strategy is shown below. 

1. Assume the initial position is zero, let flag =0 represent the zero position. 

If flag =0 and  forecast value- the real value> a  
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(Here a is a positive threshold to decide whether an order should be put here.) 

Then long the assets, and the flag is set to represent the long position 1, if 

flag =1 and the real value – forecast value > a, then short the asset and set 

flag=-1 

2. If the flag =1 and the forecast value- the real value>0 then hold the long 

position, the flag is not changed here. If the flag =1 and the forecast value- 

the real value <0 and the real value- forecast <a then close the long position 

and set the flag=0, If the flag =1 and the forecast value – the real value <-

a then close the long position and open another short position and set flag=-

1  

3. If the flag =-1 and the real value - the forecast value >0 then hold the short 

position, the flag is not changed here. If the flag =-1 and the real value - the 

forecast value >0 and the real value- forecast <a then close the long 

position and set the flag=0, If the flag =-1 and the forecast value – the real 

value >a then close the short position and open another long position and 

set flag=1 

The program to conduct this test is provided in the Appendix.  

7.3 Empirical experiment 

The 1-minute time series of the China Financial Index futures is used as the 

experiment data.  Similar to the experiment in Chapter 6, the CSI 300 Index futures 
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is selected as the target asset for this study. Detailed information about the index 

futures is shown in Table 6.1. The 90-day data of the CSI 300 index futures are 

used, each of which contains 270 data points. The original data points cover the 

period from 4 January 2016 to 28 March 2016.  

Table 6.1 The CSI 300 Index  

 

The data set is separated into three parts, namely the training part, the validation 

part and the out of sample testing part.  

The data set used in both of the models is shown in Figure 7.7. 
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Figure 7.7 1-minute data set used in this chapter 

7.3.1 High frequency forecasting with NARX model 

In this model, the 1-minute close price is the time series to be forecasted; there is 

total 13115 data point and the separation of the training, validation and testing is 

shown in the Figure 7.8. 
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Figure 7.8 Data separation: Training, Validation, and Testing 

Based on numbers of experiments’ results, 10 is selected as the number of hidden 

neurons based on the mass of experiments, and the number of delays is set to 6. The 

form of the constructed neural network is shown in Figure 7.9. 

 

Figure 7.9 Neural Network for the NARX Model 

The Levenberg-Marquardt backpropagation method is used in the training process. 

The training results are shown in Figure 7.10. 
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Figure 7.10 Training results for the NARX model 

 

Figure 7.11 Network Training performance  

The network training performance in illustrated in Figure 7.11. The training state of 

the network is indicated in Figure 7.12. 
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Figure 7.12 Network training state 

 

Figure 7.13 The Error Histogram for the NARX model 

Judging from the errors in Figure 7.13, both the training and test set have a larger 

than zero errors. 
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Figure 7.14 The Network Training Regression  
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Figure 7.15 Time series Response  

 

 

Figure 7.16 The Training Error Autocorrelation 
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Figure 7.17 The Input -Error Cross-correlation 

The networking training error autocorrelation is generally within the confidence 

limit.  

The out of sample trading results based on the forecasting results and the proposed 

trading strategies are shown in Table 7.2: 
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 Table 7.2 Out of sample trading results for NARX model 

Value of a Long trade No.(M) Short trade No.(N) Profit/Loss Tran-cost (M+N)*70 Net profit 

0 735 734 71.4*300 102830 -81410 

0.2 512 558 -81.8*300 74900 -99440 

0.4 231 259 13.2*300 34300 -30340 

0.6 75 81 11.2*300 10920 -7560 

0.8 34 39 19.6*300 5110 770 

1.0 24 22 15.4*300 3220 1400 

1.2 20 18 15.2*300 2660 1900 

1.4 15 14 4*300 2030 -830 

1.6 12 12 6.4*300 1680 240 

1.8 9 9 7.8*300 1260 1080 

2.0 6 8 -0.2*300 980 -1040 

2.2 2 3 0 350 -350 

2.4 2 3 0 350 -350 

To simplify the calculation, a transaction cost of 70 yuan per trading is used in this 

experiment. From the results, it can be seen that the highest profit is obtained with 

a = 1.2. This result is positively related to the forecast errors. 

7.3.2 High-frequency forecasting with wavelet based MLP model  

In this experiment, the original 1-minute time series is firstly decomposed using the  

Db4 (details of Db4 wavelet is shown in Appendix I)wavelet at level 5, the 
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decomposing results are shown in Figure 7.18 

 

 

Figure 7.18 The db4 5 level decomposition 

After the decomposition, both the approximations and the details part of the original 

time series are fed into a neural network to perform the 1-step ahead prediction. 

The training process and results using Matlab are shown in Figures 7.19-7.23. 

As the same data set in this model as NARX are used, the first 70% of the data are 

used to train the model, 15% of the samples are used to validate the model, and the 

last 15% of the samples are used to conduct out of sample test. Both the 
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approximations and the details of the original time series are fed into the training 

process, there are total ten input variables for this model, and the number of hidden 

neurons is set to 10, the structure of the Neural Network is shown in Figure 7.19. 

 

Figure 7.19 Structure of the Wavelet MLP Network  

Figure 7.20 illustrated the training process of the neural network. 
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Figure 7.20 Training process of the Wavelet MLP network 
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Figure 7.21 Performance of the Wavelet MLP network 

 

Figure 7.22 Training state of the Wavelet MLP network 
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From figure 7.22, it is clear that the network did not pass the validation check, and 

the training process was  ended by reaching the max epochs. But the R value in 

Figure 7.23 is extremely high; this is mainly due to the reason that some of the input 

variables are highly correlated with each other in the output time series. 

 

Figure 7.23 Training regression of the Wavelet MLP network 

The out of sample trading results based on the forecasting results and the proposed 

trading strategies are shown in Table 7.3  
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 Table 7.3 Out of sample trading results for Wavelet MLP model 

Value of a Long trade No.(M) Short trade No.(N) Profit/Loss Tran-cost (M+N)*70 Net profit 

0 1067 1066 4182.6 149310 1105290 

0.2 1065 1056 4068.2 148470 1071990 

0.4 1055 1052 3928.6 147490 1031090 

0.6 1033 1038 3806.6 144970 997010 

0.8 1012 1010 3590.8 141540 935700 

1.0 982 975 3406.2 136990 884870 

1.2 961 944 3249.6 133350 841530 

1.4 933 900 3062.2 128310 790350 

1.6 898 868 2830.4 123620 725500 

1.8 844 820 2642.2 116480 676180 

2.0 790 744 2494.2 107380 640880 

2.2 741 721 2327.2 102340 595820 

2.4 681 658 2200.8 93730 566510 

The trading test results of this wavelet based MLP model are much better than that 

one in the NARX model. Although the performance of the Wavelet MLP based 

trading system is very promising, the profit shown in Table 7.3 is very difficult to 

obtain from the real market due to the following reasons. Firstly, no execution delay 

and slippage considered the assumption of the back test, Secondly, the China index 

futures market has a trading volume limit, that one investor can only trade no more 

than ten shares of contracts, which means, the total trade should be no more than 
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900. The trading results could be largely affected by this regulation. 

7.4 Summary 

In this chapter, two forecasting models, namely the Nonlinear Autoregressive with 

eXogenous inputs (NARX) and the Wavelet based Multilayer perceptron model are 

used to give the one-step ahead forecast, based on which, trading strategies are 

developed and tested. A brief conclusion is drawn as follows. 

1. In the training of the NARX model, the volume series was used as the exogenous 

inputs. The out of sample performance of the trained model is quite promising. 

However, the high R value may be due to the correlation between the delayed input 

value, as shown in the correlation figure, the inputs are highly correlated with each 

other. The trading system based on the NARX forecast’s performance relies on the 

value, which is the threshold to entry the market. 

2. With the combination of wavelet decomposition and multilayer perceptron, the 

WMLP method is used to predict the intra-day high-frequency time series. Although 

the forecasting error is smaller compared to the NARX model, this model does not 

pass the validation test, which indicates the existence of the overfitting problem. 

However, the performance of the out of sample test’s performance is promising. 

3. To show the real profitability of the proposed trading strategy, execution delay, 

and slippage need to be taken into consideration. At the same time, specified 

regulations on the trading of index futures also have a dramatic impact on the 
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performance of the trading system. 

4. The non-stationary and correlation problem is not well taken care of in this study, 

some methods to de-noise the time series and to reduce the correlation need to be 

carried out in the future.  

The next chapter, which is the last part of this dissertation, will present an overall 

summary of this project and also provide some recommendations for future research. 
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CHAPTER 8 – Conclusions and future work 

8.1 Distinctive Achievements  

High-Frequency Trading (HFT) occupies a great amount of volume in both the 

developed and the emerging markets. Many researchers have been conducted to 

explore the HFT strategies in the developed market. This research focuses on the 

emerging index futures market of China. The intra-day trading systems were 

designed based on the multi-frequency analysis of the index futures time series. 

Various types of forecasting models have been applied in this research to for a better 

forecast that could be used in the design of algorithm trading systems. Machine 

learning tools like GP and ANN are also utilized in the searching of both linear and 

nonlinear combinations of technical indicators and forecasting models. To explore 

the frequency domain of the time series, wavelet decomposition and wavelet de-

noise are used to extract useful information conveyed in a different frequency of 

the time series and to reduce the impact of the noise on the training of the systems. 

In this research, the remarkable achievements in the HFT multi-frequency study are 

summarized in the following:  

1. Studies on HFT in the literature mainly focused on the impact of the HFT 

on the market. Traditional financial time series forecasts are mostly based on 

the analysis of rather long time intervals, some of which even used yearly data. 

To find some forecasting models and indicators that could be used in the design 
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of HFT systems, this research uses the high-frequency data from the China 

Financial Exchange; the index futures is selected as the target assets. In the 

training process of some models, technical indicators utilized in the forecasting 

models are calculated using only the data coming from the same trading day to 

avoid the impact of jumping points on the training process of the proposed 

models.    

2. A full examination of the performance of the moving average based trading 

systems is conducted using the intra-day high-frequency data. The performance 

of the SMA，EMA and HMA based trading systems are compared with other. 

The HMA trading strategy showed a most promising profit with the lowest 

drawdown.  

3. A manually two-frequency analysis of the intra-day high-frequency data is 

conducted using the ARMA model, the combination of the forecasting results 

from different frequency showed to have smaller RMSE, which means a better 

prediction can be made with the integration of different frequency of data. A 

simple trend following system is also developed and presented. 

4. To reduce the impact of noise on the training of the GP model, wavelet de-

noise is introduced to process the original noisy and non-stationary financial 

time series. Both soft-threshold and hard-threshold wavelet de-noises are 

utilized in the analysis. The GP model trained based on the hard-threshold 
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wavelet de-noise has the better out-of-sample trading performance. 

5. The GP model proposed in this research optimized the linear combinations 

of various types of technical indicators and the order types. To explore the 

nonlinear relationship of the financial time series, the NARX and the wavelet-

based multi-layer perceptron network are trained to conduct the one step ahead 

forecast, based on which, the trading strategy is constructed and tested using 

the out of sample data set. The performance of the trading strategy indicates 

that wavelet decomposition—the multi-frequency analysis does have a 

significant impact on the performance of the trading strategies.  

6. In this thesis, different forecasting models and the combinations of technical 

indicators are used in the design of expert trading systems. With the application 

of more complex and more accurate forecasting models, more efficient trading 

systems can be built. This research provides a clear path to apply multi-

frequency analysis to the forecasting process of the financial time series and 

the trading process of the related assets.  

8.2 Academic contributions 

With the emphasis of high-frequency trading, some novel application of the multi-

frequency analysis tool wavelet and machine learning tools GP and ANN were 

made in this research. Both linear GP and nonlinear NARX and MLP models are 

utilized in the searching of the relationship between independent variables and 
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lagged value of the time series. 

In this research, six academic contributions associated with the construction of HFT 

are made. 

First of all, the Genetic Programing (GP) based trading system studied in this work 

performs a higher level of integration on technical indicators and intra-day trading. 

Traditionally, GP models are trained with long term interval data, during which, the 

information that may have an impact on the financial time series is released. As 

shown in most of the financial markets, there are overnight jumps for most of the 

trading targets. With the consideration of incoming information that leads to 

overnight jump points, the training bias was significantly reduced and a better 

performance was provided. 

Secondly, past GP based trading systems were trained directly using the original 

time series from the target assets, the non-stationary characteristic of the time series 

is not well dealt with. In this project, both soft-threshold and hard-threshold wavelet 

de-noises of the original time series were conducted before the training of the GP 

model, the resulting performance of the trading systems indicates that the multi-

frequency de-noise is capable of improving the performance of the GP model. 

Thirdly, the wavelet de-noised GP model in this project was trained with much 

larger searching space compared with the GP models in the literature. Unlike the 

other GP based trading models that only used the technical indicators, different 
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types of the orders were also added into the searching space, resulting in a much 

larger space of the combinations of both technical indicators and order types.  

Fourthly, in the analysis of the nonlinear relationship of the financial time series, 

both the NARX and a wavelet decomposed based MLP neural network were trained 

simultaneously to construct trading strategies, the performance of the trading 

systems was compared with each other. In the training of the NARX model, both 

price and volume series were used, this neural network implies the nonlinear 

relationship between the price and volume interaction. At the same time a novel 

integrated wavelet decomposition based MLP neural network was trained to 

perform the prediction of the price series, better trading performance was achieved 

compared to the NARX based trading system with the application of multi-

frequency analysis tool—wavelet. 

Fifthly, two different ways of applying multi-frequency analysis into HFT were 

shown in this research, namely the wavelet de-noise and the wavelet decomposition. 

Both of these two methods provided a path to utilize the information hiding in the 

frequency domain of the high-frequency time series.  

Finally, the performance of the trading systems proposed in this research indicates 

that the China index futures market is not weak form efficient, as cumulative returns 

are obtained based on the pure analysis of past trading data. 
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8.3 Possible benefits to industry 

High-frequency trading is an emerging industry in China, many institutional 

investors and individual investors are working on the development of high-

frequency trading systems. With some careful treatment on the execution delay and 

slippage, the trading systems proposed in this research can be easily deployed into 

a real production environment.  

As a financial time series of different frequency is proved in this research to convey 

different information about the trend and detailed of the series, multi-frequency 

analysis can be used in different forms, like the directional prediction of the 

financial times using the combination forecast of 1-minute, 3-minute and 5-minute 

data is more convincing than a single frequency forecast result. 

More machine learning tools could be integrated with multi-frequency analysis to 

form better prediction and to extract a pattern from the financial time series, based 

on which, trading strategy with better performance can be constructed. 

8.4 Future work  

Some possible further work related to this project in future is suggested as follows: 

1. Implementing the HMA based trading system 

The HMA based trading system has a rather stable performance, unlike the 

SMA and EMA model, the drawdown of this system is quite small. To 
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deploy this system into a real production environment, some more 

researches on the control of execution delay and slippage need to be 

conducted. 

2. Enriching the multi-frequency based forecast model  

Although the two frequency analysis forecast of the time series showed the 

strength of multi-frequency analysis, more experiments including more 

frequency of data are needed to be conducted to test the robustness of this 

hypothesis. At the same time, ANN and other machine learning tools can 

be improved with multi-frequency analysis. 

3. Improving the performance of the wavelet de-noised genetic 

programming’s performance   

The proposed wavelet de-noised GP model is trained separately for each 

trading day, and different trading strategy is obtained for different trading 

days. One possible improvement for this study is to train the GP model 

simultaneously, which means the GP model is trained using a matrix of the 

data from the morning trading sessions, and the afternoon trading sessions’ 

data is used to perform the out of sample test. An optimized trading strategy 

that lasts for a specific long time interval could be formed.  

4. Extending the application of ANN to the high-frequency forecasting 
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For the NARX model in this research, the trading volume is used directly 

as the exogenous inputs. Some variants of the volume time series may be a 

better candidate, an NARX model training using the variant of the volume 

may have better performance. For the wavelet de-noised multilayer 

perceptron model, only the db4 5 level wavelet decomposition is applied in 

this research. There are much more wavelets like haar can be combined 

with the MLP to perform the prediction of the time series. 

5. Making more use of the Volume and Bid-Ask book 

In this project, only the NARX neural network took the volume time series 

into consideration, the other models just focused on the single price time 

series. Some more information affecting the trend of the price of the time 

series could be extracted from the change of trading volume and the bid-

ask spread. Research on the utilization of volume and bid-ask spread can 

be helpful in the design of more complex and reliable trading systems. 
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APPENDIX 

Appendix I: Python program for the trading systems 
 
The detailed program is provided in the electronic package of this thesis.   
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