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Abstract

With the availability of very large and inexpensive main memory, it is be-
coming practical to manage data managements in main memory and benefit from
high-speed access. For instance, in-memory database management systems (e.g.,
SAP HANA and Oracle TimesTen) provide much higher performance over disk-
oriented database management systems for relational data. In this thesis, we
identify and address some unsolved issues in in-memory data management, from

hardware to applications.

First, we exploit the hardware aspect (e.g., CPU and memory) to accelerate
distance computations (on data points), which are core subroutines in many ap-
plications, e.g., trajectory search, motif discovery and kNN classification. This
involves two research problems: (1) how to exploit every CPU cycle for compu-
tation, and (2) how to exploit every bit of main memory for caching data points.
Our work is orthogonal to existing pruning techniques and index structures on
data points. Regarding (1), we unlock the potentials of modern commodity C-
PUs (i.e., data parallelism, CPU caches, branch prediction). Regarding (2), we
propose to cache compact approximate representations of data points in main
memory in order to reduce the candidate refinement time in existing kNN search
methods. For each research problem above, we evaluate the performance of our

solutions on real datasets and show that our solutions are effective and scalable.

Next, we focus on the application aspect and consider in-memory OLAP
tools, which have been extensively used by enterprises to make better and faster
decisions. Specifically, we take the first attempt towards automatically extracting
top-k insights from in-memory OLAP cube. It is useful not only for non-expert
users, but also reduces the manual effort of data analysts. It has challenges on (i)
the effectiveness of the extracted insights and (ii) the efficiency of top-k insight
computation for in-memory data warehouses. We first propose a meaningful s-
coring function for insights to address (i). Then, we contribute a computation
framework for top-k insights, together with a suite of computation optimiza-

tion techniques to address (ii). Our experimental study on both real data and
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synthetic data verifies the effectiveness and efficiency of our proposed solution.
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Chapter 1

Introduction

1.1 In-memory Database Management System

Traditional Database Management Systems (DBMS) are designed to manage
a vast amount of data stored in hard disk. Query processing and optimization
techniques of traditional DBMS are tailored to exploit the characteristics of disk

storage mechanisms [41].

With the availability of very large and inexpensive main memory, it is be-
coming practical to manage data in main memory and benefit from high-speed
access. For instance, in-memory database management systems provide much
higher performance over disk-oriented database management systems for rela-
tional data. Specifically, SAP HANA [5] is an in-memory data management sys-
tem, which exploits the characteristics of modern hardware (e.g., massive main
memory, multi/many CPU cores) to improve the performance of transaction

processing and analytical processing.



2 1.2. RESEARCH PROBLEMS ON IN-MEMORY DATA MANAGEMENT

In the last two decades, we have been witnessing the advance of hardware
(i.e., cheaper RAM, multi/many cores). Many techniques (e.g., indexing, data
layout, parallelism, concurrency control, fault tolerance) have been proposed to
redesign the in-memory database management system. These works focus on
improving the efficiency of in-memory DBMS [105]. For example, in-memory
DBMS has efficient indexes (e.g., cache sensitive search trees) to avoid memory-
intensive scan, and columnar layout of relational table to accelerate scan / look-
up operators, as BT-tree and row-based layout are not suitable for in-memory

scenario.

1.2 Research Problems on In-memory Data Manage-

ment

In summary, these existing works focus on in-memory DBMS. In this the-
sis, we focus on three specific unsolved research problems in in-memory data

management from hardware to applications.

As shown in Figure 1.1(a), in the last decades, CPU speed improved at an
annual rate of 22-25% while memory (i.e., RAM) speed only improved at 2-11%.
Given these trends, the speed gap between CPU and memory RAM is becoming
larger and larger. Thus, CPU cache hierarchy was proposed to reduce expensive
main memory data access. However, there is a tradeoff between cache size and
access speed among these cache levels. For instance, L1 cache has the smallest
size and the fastest access speed, and L3 cache has the largest size with the lowest

access speed in modern commodity CPUs (as shown in Figure 1.2). In order to
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fully exploit the computation ability of CPUs, we first investigate how to exploit
every cycles of CPUs for computation intensive workloads (e.g., similarity search)

in Chapter 3.

$1012 RAM Price per GByte

$101*
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) .
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c 2 s
© a )
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Figure 1.1. Research motivations

At the same time, with the Moore’s law, the price of main memory is falling
down. For example, it needs 6 millions US dollar for a 1GB RAM in 1980s,
however it only needs 4 US dollar in 2015, as illustrated in Figure 1.1(b). With
such large amount of main memory, how to exploit every bit for applications in
massive dataset (e.g., similarity search on high dimensional dataset) is an open

question, which we study in Chapter 4.

In general, there are several data storage levels in computer storage architec-
ture (as shown in Figure 1.2), Chapter 3 and 4 focus on accelerating specific data
management task (i.e., similarity search) by unlocking the potential between two

or more levels in computer hardware (i.e, storage architecture).

In-memory on-line analytical processing (OLAP) is a core subroutine of in-

memory data management system. OLAP tools have been extensively used by
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Figure 1.2. Computer storage architecture
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enterprises to make better and faster decisions.

By using the results and findings in Chapter 3 and 4, we propose an in-
memory computation framework to extract top-k insights from multidimensional
data in Chapter 5. It is a novel extension of current OLAP systems as it can
automatically extract useful insights from the dataset without any user’s input.
This is useful not only for non-expert users, but also reduces the manual effort of
data analysts. It has many applications in business intelligence area (as shown

in Figure 1.3).

1.3 Thesis Organization

The rest of this thesis is organized as follows. We summarize the literature

of our research problems in Chapter 2.

Chapter 3 (based on [92]) studies distance computation acceleration for d-
ifferent applications on modern commodity CPUs. Many existing algorithms

reduce the computation cost by pruning unpromising candidates with lower-
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Chapter 5

Figure 1.3. In-memory on-line analytical processing applications

bound distance functions. Even with these lower bounds, the above algorithms
remain computation intensive. In this chapter, we focus on an orthogonal re-
search direction that further boosts the performance by unlocking the potentials
of modern commodity CPUs. Our experimental study on real datasets shows

that our proposal can achieve up to 6 times of speedup.

Chapter 4 (based on [91]) discusses caching techniques for high dimensional
nearest neighbor search problem. Existing disk-based NN search methods incur
significant I/O costs in the candidate refinement phase. We propose to cache
compact approximate representations of data points in main memory in order
to reduce the candidate refinement time during kNN search. First, we formulate
and solve a novel histogram optimization problem that decides the most effective
approximate representation scheme for data points. We then develop a cost
model for automatically tuning the optimal number of bits for encoding points.
In addition, our approach is generic and applicable to exact / approximate kNN

search methods. Extensive experimental results on real datasets demonstrate
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that our proposal can accelerate the candidate refinement time of kNN search

by at least an order of magnitude.

Chapter 5 (based on [90]) proposes an automatic and effective insights ex-
traction solution. Existing data analysis tools require tedious hit-and-trial from
the user, on manually posing queries, analyzing results and deciding what is in-
teresting. To alleviate this issue, we take the first attempt towards automatically
extracting top-k insights from multidimensional data. This is useful not only for
non-expert users, but also reduces the manual effort of data analysts. We propose
a meaningful scoring function in order to determine important insights. Then,
we contribute a computation framework for top-k insights, together with a suite
of optimization techniques to provide an efficient solution. Our experimental s-
tudy on both real data and synthetic data verifies the effectiveness and efficiency

of our proposed solution.

Chapter 6 concludes the thesis and discusses the future research directions.



Chapter 2

Literature Review

In this chapter, we review the existing works related to this thesis. Section
2.1 discusses in-memory data management techniques. Section 2.2 elaborates
similarity search on high dimensional dataset. Section 2.3 overviews multidi-

mensional dataset exploration.

2.1 In-memory Techniques

In order to design an efficient in-memory data management systems, various
aspects of research problems have been studied. Generally, the researches on
disk-based DBMS focus on optimizing the I/O access time. However, many
in-memory DBMS works exploit the following characteristics of modern CPUs
to improve the performance. For instance, SIMD and multi-core CPUs have
been used to speedup fundamental database operators (e.g., scalar aggregation,

scan) [107], sorting [26], and joining [74, 17, 15].
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1. CPU cache hierarchy: In order to hide memory latency from the pro-
cessor, CPU cache hierarchy is used. Modern commodity CPUs include
three levels cache (i.e., L1, L2, L3 in Figure 1.2). There are tradeoffs be-
tween cache size and access latency among these different cache levels. For
example, L1 is 32KB with 4 cycles access latency, and L3 is 24MB with

almost 100 cycles access latency in Intel Xeon E7-4850.

2. Single instruction multiple data (SIMD): Modern commodity CPUs
provide vector instructions (SIMD) operating on wide register (e.g., 256-
bits, 512-bits) can perform the same instruction on multiple data values in

parallel.

3. Hardware prefetcher: Modern commodity CPUs have built-in hardware
prefetcher. It allows to prefetch additional lines of instruction or data into
the L1 or L2 cache in CPU cores. It can reduce data and instruction access

latency.

4. Multi-core: A chip contains multiple cores, e.g., Intel i7 has 4 physical

cores in one chip. Different cores may execute different threads in parallel.

5. Simultaneous multithreading: This feature supports running multiple

concurrent threads in the same CPU core.

The performance of disk-based DBMS is measured by the total of disk I/O
times. Indexes for disk-based DBMS (e.g., BT tree ) are not suitable for in-
memory database systems. Thus, several in-memory indexes have been proposed
(e.g., Cache Sensitive Search Trees [73], Adaptive Radix Tree [58]) to support

effective query processing in-memory. Different data layouts (e.g., columnar
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layout [71], hybird of row and column layout [5]) have been proposed to achieve
good cache locality[54], better data compression [59] for efficient data scan and
look-up with in-memory environment. In the literature, many other optimization
aspects (e.g., concurrency control, fault tolerance) have been studied in literature

for in-memory DBMS. We refer the interested reader to a recent survey [105].

2.2 Similarity Search on High Dimensional Data

Typically, given a high dimensional dataset D and a query point ¢, the
similarity search is finding the similar objects of ¢ in D with a specific distance
function f(-). K nearest neighbor (kNN) search and range queries are important
subclasses of similarity search. In this section, we introduce distance functions
in Section 2.2.1, then review the similarity search applications in Sections 2.2.2

and 2.2.3.

2.2.1 Distance Functions

We review the distance functions from the following aspects: distance func-
tion, computation complexity and distance metric, as illustrated in Table 2.1,
where m is the dimensionality of data objects in D. A distance is a metric
distance when it has identity, nonnegativity, symmetry and triangle inequality

properties [85].
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Distance function f(-) ‘ Complexity ‘ Metric ‘ Reference ‘

Ly - norm (ED) O(m) Yes [44]

Dynamic Time Warping (DTW) O(m?) No [44]
Longest Common SubSequence (LCSS) O(m?) No [44]
Discrete Fréchet Distance (DFD) O(m?) Yes [44]
Earth Mover’s Distance (EMD) O(m?) Yes [30]
Kullback - Leibler Divergence (KL-D) O(m) No [30]
Edit Distance on Real Sequence (EDR) O(m?) No [33]
Edit Distance with Real Penalty (ERP) O(m?) No [33]

Table 2.1. Distance functions

2.2.2 High Dimensional Feature Vector

In this section, we overview the kNN search on high dimensional feature

vector with L,-norm distance (e.g., Ly norm).

Multimedia object (e.g., image, video) can be represented by a high dimen-
sional feature vector. In high dimensional exact kNN search, tree-based indexes
(e.g., R-tree, X-tree, SR-tree) [18] suffer from the dimensionality curse [98], so
their running time for kNN search degenerates to that of linear scan. The VA-
file [98] and its variants VA™T-file [37] proposes approximate representations of

points to support efficient linear scan.

We classify existing methods on approximate kNN search into two types:
(1) LSH based methods [48, 29, 64, 93, 39, 104] that provide theoretical result
accuracy guarantees. Specifically, LSH methods aim to compute c-approximate
kNN results in sub-linear time, i.e., the result distances are at most ¢ times of
the exact result distances, and (2) Non-LSH based methods [10, 11, 99, 40, 20]
that optimize the result accuracy based on training data. Both types of methods
process a query ¢ in two phases. First, we retrieve a candidate set of object

identifiers (the candidate generation phase). Then, we fetch their data points
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from a disk file to finalize the kNN results (the candidate refinement phase).
SK-LSH [104] rearrange the data file such that similar points are likely to be
placed on the same disk page. This would reduce the I/O cost in the candidate

refinement phase.

In addition, there exist some caching techniques for kNN search in the dis-
tance metric space [34, 85]. Falchi et al. [34] study caching the results of kNN
queries, whereas Skopal et al. [85] propose to cache the distances obtained from
ENN queries. These techniques are designed for metric space indexes (e.g., M-

tree [27], iDistance [52]).

2.2.3 Time Series Data

Time series data can also be modeled as high dimensional feature vectors
as discussed above. The similarity search problems on time series data: (i) the
subsequence search problem [38, 108, 33, 69, 83, 22, 72], (ii) the motif discovery
problem [67] and (iii) the kNN classification problem [33, 72]. Faloutsos et. al.
used R*-tree to improve the performance of subsequence matching in time series
databases in [35]. However, as stated in [72], the existing indexing techniques [35,

9] are inefficient these similarity search problems.

The typical distance functions for time series similarity search are the Eu-
clidean distance (ED) and Dynamic Time Warping (DTW). Existing time series
algorithms rely on software-level optimizations such as lower-bound function-
s [35, 9, 69, 108, 72], early abandon techniques [72]. However, existing solutions

incur high CPU stall times and there are rooms to further improve the efficiency.
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2.3 Multidimensional Data Exploration

Data exploration is about efficiently extracting knowledge from data [46].

In the following, we review the related work in each relevant area.

2.3.1 Top-k Problems

Top-k queries have been extensively studied in databases [47]. They require
user to specify a ranking function (or the weighting of attributes), and then
return k result objects. In contrast, our studied problem does not require any

user parameter and our results are insights rather than objects.

2.3.2 OLAP Data Cube

The OLAP data cube model [43] supports efficient aggregation on a multi-
dimensional dataset and allows users to navigate the aggregation result by op-
erations (e.g., slicing, dicing, drill up/down). Efficient construction algorithms
for data cubes have also been studied [36, 16]. For example, the iceberg cube
model [16] avoids computing the larger group-bys that do not meet minimum

support.

Advanced cubes have been proposed for other forms of analysis beyond
aggregation such as dominant relationship analysis [60], statistical analysis [61],
and ranking analysis [101, 102]. However, these techniques rely on monotonicity
and/or convexity of an aggregate measure to speedup query processing and or

reduce space size.
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2.3.3 Mining and Learning-based Techniques

Recent works [63, 2] employ data mining techniques (e.g., outlier detection,
cluster analysis) and machine learning techniques (e.g., inductive learning [66])

on datasets to perform pattern discovery and predictive analytics, respectively.

For example, [63] combined the best features of existing standard method-
ologies such as principal component and cluster analyses to provide a geometric

representation of complex data sets.

Inductive learning [66] is a process of acquiring knowledge by drawing in-
ductive inferences from teacher- or environment-provided facts. Although it is
one of the most common forms of learning, it has one fundamental weakness:

except for special cases, the acquired knowledge cannot be completely validated.

2.3.4 Subspace Analysis

Subspace analysis has been considered in [70, 68, 89, 102]. Pei et al. [70]
examine how to identify subspaces such that an object belongs to the skyline.
Hassan et al. [89] aim to discover contextual skyline objects that belong to the
skyline with respect to a subspace of measures subject to a conjunctive constraint
on dimensional attributes. [68] has studied various problems on subspace mining

analysis (e.g., subspace clustering, outlier mining).

The most related work to ours is [102]. Given a query object specified by
user, their problem is to find the top-R subspaces with the highest ‘promotive-
ness’ values. The ‘promotiveness’ value of an object in a subspace S is defined

in terms of (i) the rank of an object in S, and (ii) the number of objects in S.
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2.3.5 Exploratory Analysis

In database community, various exploratory analysis techniques have been
designed to find interesting information (i.e., explain difference, finding outlier)
from the data. The most relevant works in exploratory analysis area are: Sarawa-
gi et al. [77], Wu. et. al [102], ARcube [101], IBM Cogons|1], and SEEDB [95].
We summarize these works in Table 2.2, with respect to three features, i.e., user

input, top-k, and result.

] Approaches H User input \ Top-k \ Result
Sarawagi. et. al [77] OLAP operations No anomalies
Wu. et. al [102] promotion objectives, integer k | Yes subspaces
ARcube [101] aggregate queries, integer k Yes | aggregate values
IBM Cogons [1] OLAP operations No aggregate values
SEEDB [95] queries No visualization

Table 2.2. Comparison with related works

In addition, in the database community, several works have investigated
efficient techniques for data exploration [75, 78, 32, 81]. We omit the discussion

of these works and refer readers to the recent overview paper [46].



Chapter 3

Exploit Every Cycle:
Accelerating Distance

Computation on Modern

Commodity CPUs

3.1 Introduction

Lots of similarity search algorithms in various applications (e.g., spatial,
multimedia, time series) are distance computation intensive. In this chapter, we
focus on boosting the performance of distance computation intensive algorithms

in time series applications.

Time series data has various applications in medical diagnosis, speech pro-

15
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cessing, climate analysis, financial analysis, etc. It has attracted extensive re-

search in the literature [9, 38, 67, 108, 69, 83, 22, 72].

We illustrate representative problems in Figure 3.1: (a) the subsequence
search problem, which takes a query sequence ¢ and finds its most similar sub-
sequence t. of a time series t, (b) the motif discovery problem, which reports the
most similar pair of subsequences in a time series ¢, and (c) the kNN classification

problem.

These problems typically use the Euclidean Distance (ED) and Dynamic

Time Warping (DTW) as the similarity measure.

These problems are computation bound rather than disk I/O bound [72].
Many time series algorithms have been evaluated on commodity CPU [9, 38, 67,
108, 69, 83, 22, 72] in single machine. These works focus on devising lower-bound
distance functions to prune unpromising candidates and thus reduce calling ex-

pensive distance computations.

Even with these effective lower bounds, the above time series problems are
still computation intensive, especially for increasingly long time series nowadays
(e.g., medical physiological signals'). For example, the subsequence search on a
trillion scale time series [72] would take 3.1 hours (under the Euclidean distance)

and 34 hours (under Dynamic Time Warping) on a commodity PC.

Nevertheless, existing techniques overlook the characteristics of CPU and
they have not studied the effect of those characteristics on the CPU time. In
general, the CPU time consists of (i) busy cycles, for executing instructions, and

(ii) stall cycles, for waiting for instructions or data.

"http://www.physionet.org/physiobank/



CHAPTER 3. EXPLOIT EVERY CYCLE: ACCELERATING DISTANCE
COMPUTATION ON MODERN COMMODITY CPUS 17

S1

“class 1
query q time series t queryq 2 SN §

Lo >
~~ . result class
s
\/' result u/\A/
’ /\-A - class 2

S12

result pair

(a) subsequence search (b) motif discovery (c) kNN classification

Figure 3.1. Problems on time series data

We raise the following questions:

Q1: “In these algorithms, where does time go?”

To answer this question, we profile the performance [7, 87] of existing time-
series algorithms (cf. Section 3.3). Surprisingly, most of the CPU time (70%) is

spent on stalling.

Q2: “What cause CPU stall cycles?”

According to our performance profiling, the CPU stall is mainly (more than
80%) caused by branch mispredictions, cache misses, and ALU stall in lower-

bound and distance functions.

Q3: “How to reduce CPU stall cycles in modern CPUs?”

Modern CPUs have built-in hardware for branch prediction, caching, and
processing vector data efficiently (through SIMD instructions). Recent research-
es have utilized these characteristics to offer speedup on different problems like
join [25], sorting [26], set intersection [49]. In this chapter, we will design effi-
cient implementations for lower-bound and distance functions by exploiting the

characteristics of modern commodity CPUs.

Note that our research direction is orthogonal to the development of lower-
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bound functions [9, 38, 67, 108, 69, 83, 22, 72]. Besides, our proposed techniques
are also applicable to mobile time series applications (e.g., continuous heart rate
monitoring on Apple watch) as Apple mobile processors (e.g., A5) have supported

advanced SIMD instructions since 20112.

Our proposed techniques achieve performance gain through: (i) reducing
branch mispredictions and cache misses, (ii) incorporating parallelism for vector
processing in our computations. We then elaborate these issues in the following

two paragraphs.

Conditional branches (e.g., if-then-else, case statements) are commonly used
in the lower-bound and distance functions on time series. With branch prediction,
a CPU can speculatively execute one path of a conditional branch. A correct
prediction can improve the performance due to the CPU’s instruction pipeline.
However, if the prediction is wrong (i.e., branch misprediction), then many CPU
cycles will be wasted to flush the instruction pipeline, flush and fetch the relevant
data, and restart the execution for the other branch. Therefore, it is desirable to
rewrite algorithms to use fewer branching statements and avoid cache pollution.
Also, we need to reduce non-compulsory cache misses brought by random memory

accesses in our algorithms.

Data-intensive functions, like lower-bound and distance functions on time
series, execute certain arithmetic operations (e.g., multiplication, division) that
incur many CPU cycles and thus cause ALU stall. To reduce ALU stall, we use
SIMD instructions to process multiple data values per instruction. For example,

a SIMD division instruction takes two vectors of values V, and V} as input, and

2https ://en.wikipedia.org/wiki/Apple_mobile_application_processors
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perform division V,[i]/V;[i] for each position i simultaneously. In this chapter,
we present vectorized implementations for lower-bound and distance functions by
using SIMD. In addition, our vectorized implementations are designed to avoid

using conditional branches.

Besides, our proposed techniques are generic and applicable to many time

series problems (e.g., subsequence search, motif discovery, kNN classification).

3.2 Preliminaries

3.2.1 Fundamental Distance Measurement

In this work, we consider two most popular distance functions, i.e., Euclidean
Distance (ED) and Dynamic Time Warping (DTW), in time series problems [35,
55, 62, 69, 72, 79]. We follow the suggestion from prior literatures [62, 72] that
every subsequence should be Z-normalized in order to capture the similarity
between the shapes of the sequences. Formally, the i-th value of a Z-normalized
sequence ¢ can be calculated by ¢[i] = q[i}o_i_q“q, where p, and o, are the mean and
standard deviation of g, respectively, and ¢[i] indicates the i-th element of g. For

ease of presentation, we use dist(q,t) to denote the distance dist(§,t) between

Z-normalized subsequences in this chapter.

Euclidean Distance: This is the most common similarity metric in time se-

ries [35, 62, 72, 83, 108] due to its simplicity. We give the definition of squared
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ED? in Equation 3.1. It takes O(m) time for a query q of length m.

ED(q,tc) = Y _(qli] - Lli])? (3.1)

Dynamic Time Warping: DTW can capture the similarity of two sequences
which may vary in time or have missing values. It is shown to be effective in time
series applications [12, 55, 79]. DTW aims to find the optimal alignment (i.e.,

minimum distance) between two sequences, according to the following recursive

equation.
DTW (G[2...last], t.)
DTW (g, tc) =(4[1] = ic[1))* + min { DTW (g[2...last], ,[2...last]) (3.2)
DTW (§,t.[2...last])

where §[2...last] denotes the subsequence of § containing values from the 2"? to
the last offset. To avoid pathological warping (and reduce the computational
cost), the literature [72] suggests to limit the warping length r such that ¢[i] can
be matched with #.[j] when |i — j| < r. This reduces the time complexity of

DTW from O(m?) to O(mr).

3.2.2 Time Series Algorithms

In Table 3.1, we summarize the computation techniques (e.g., lower-bounds

functions and distance functions) that can be used in three representative time

3The squared distance preserves the relative ordering of distances, and it avoids ex-
pensive square root calculations.
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series problems: subsequence search, motif discovery, and classification. Where

LB prefixed function provides a lower bound of the exact distance.

Table 3.1. Computation techniques and distance functions used in time series
problems

problem ‘ technique(s) ‘ distance
subsequence early distance stop ED
search | LBgimpL, LBy &, LBES, ), | DTW
diggxtflefry LB,y (uses reference indices) ED
classification early distance stop ED
(by kNN) | LBgimrv, LBK, ., LBEC, , | DTW

Subsequence search. Formally, given a time series t of length n, a query q of
length m, and a distance function dist(-), the subsequence search problem returns
a length-m subsequence t. € t such that dist(q,t.) is the minimum (among all

length-m subsequences in t).

To the best of our knowledge, UCR Suite [72] is the state-of-the-art solution
for the subsequence search problem. It adopts the filter-and-refinement paradig-
m to reduce exact distance computations. Let bsf be the best-so-far distance
obtained during the search process. For ED subsequence search, UCR Suite does
not apply any lower-bound function. It accumulates the distance step-by-step
and early stops the distance computation dist(q,t.) as soon as the accumulated
value exceeds bsf. For DTW subsequence search, UCR. Suite examines each can-
didate subsequence t. and applies lower-bound functions on t. in ascending order

c oy

of their computation cost: first L BgmFL, then LBI]”;?O oh and finally LBIE; cogh-

gets pruned as soon as some LB(q, t.) exceeds bsf. If t. survives, then UCR Suite

executes the distance function on t.. We proceed to introduce these lower-bound
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functions as follows.

LBgimrL is derived from the First and the Last sequence values, taking only

O(1) time to compute. It is defined as

~

LBgimr1(a,te) = (q[1] — Ec[1])* + (4lm] — tc[m])? (3.3)

LB Kgo oh is derived from the distance between the candidate subsequence ¢, and

the envelop of §. Given the warping length r, the upper and lower envelop of

o g[j], respectively,

G are defined as ¢“[i] = max’’"_ §[j] and ¢'[i] = min’’; g

jzrq

Accordingly, we have

(teli] — ¢ 1a])* if ic[i] > ¢“[i]
LB (aste) = Z (Feli) — @[)? if Ecli) < @] (3-4)
0 otherwise

LBE Keogh is derived similarly to LBE?O oh but the lower-bound is derived from the

distance between the query and the envelop of f.. (i.e., switching roles).

Motif Discovery. Formally, given a time series ¢ of length n, and a query
length m, the motif discovery problem returns a pair of length-m subsequences
te,tl, € t such that the Euclidean distance ED(t.,t.) is the minimum among all

pairs.

MK [67] is a representative solution for motif discovery. It provides the first
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non-trivial algorithm to discover exact motifs in time series dataset 4. To avoid
examining every subsequence pair, it proposes a reference based lower-bound.
Given a set of subsequences and their distances to a set of references R, the

lower-bound of two subsequences t, and t; can be derived as follows.

LB,cf(ta,ty) = 3131)%( |distRef[r;][ta] — distRef[r;][ts)| (3.5)

where distRe f[r;|[t] = ED(r;,t).

MK first constructs a sorted list of every subsequence in terms of their
distances to a reference. Intuitively, if the lower-bound of every 1% neighbor
pair (in terms of their positions in the sorted list) is worse than bsf, then it is

274 neighbor pairs) due

not necessary to examine further neighbor pairs (e.g.,
to the monotonicity of the sorted list. Thereby, MK iteratively examines the
subsequence pairs based on their sorted list positions. At the end of an iteration,

the search terminates when no neighbor pair has lower-bound better than bsf.

Classification. ED and DTW are widely accepted for describing the similarity
between time series in the classification problem [33]. We can apply the same
techniques for subsequence search (i.e., early distance stop for ED and lower-

bound techniques for DTW) to boost the classification process.

3.3 Profiling of Algorithms

We first describe our experimental platform and then present the profiling

result on existing time series algorithms.

4http ://www.cs.ucr.edu/~eamonn/exact_motif/
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3.3.1 Experimental Setting

In all experiments, we use a machine with a 3.40GHz Intel(R) Core(TM)
i7-4770 CPU based on Haswell micro-architecture, 16 GB main memory, and a
SSD (solid state drive, 256GB capacity, 545 MB/s sequential read throughput).
The CPU has 4 physical cores and supports simultaneous multithreading. The
machine runs Ubuntu 14.04. All algorithms have been implemented in C++ and

compiled by GNU C++ compiler with level 3 optimization.

We use the following real datasets and list their information in Table 4.2.

All datasets are stored in the SSD.

e For the subsequence search problem, we use three datasets. Both ECG-
E® and ECG-LS are electrocardiography (ECG) recordings, and we use the
same query sequences (of length 421) as in [72] as the default query sequences.
EEG-CT contains electroencephalography (EEG) recordings, and we random-
ly extract query sequences (of length 128) from the epileptic seizure recording
as in [84]. For each dataset, we follow the experimental methodology in [72],

and obtain a single time series by concatenating all data sequences.

e For the kNN classification problem, we use Weather ® dataset, which contain-
s the temperature data extracted from weather forecast records. It contains
11,508 sequences, each sequence in Weather corresponds to a one-year time
series collected from 5,936 locations. We use the attribute “Country” as the

class attribute. We randomly choose data sequences as queries and exclude

® http://www.physionet.org/physiobank/database/edb/

5 http://www.physionet.org/physiobank/database/ltstdb/
" http://www.physionet.org/pn6/chbmit /

8 http://data.gov.uk/metoffice-data-archive
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Table 3.2. Dataset information

’ dataset ‘ sequence length ‘ data size ‘ problem
ECG-E 1.60 - 108 611 MB subsequence
ECG-L 1.89-10° 7.06 GB search
EEG-C 1.01-10% 37.5 GB

EEG-MK 1.80-10° 704 KB motif
TAO-MK 7.42-10° 2.82 MB discovery
Weather 1.81-103, 19.86 MB | kNN classification
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them from the data.

e For the motif discovery problem, we use two datasets: EEG-MK? and TAO-

MK [62].

3.3.2 Measurement Methodology

Program execution time: According to the Intel performance analysis man-
ual [3], the program execution time (Tg) consists of: computation time (T¢),
branch misprediction stall (T'5,), backend stall (Tg.), and frontend stall (Tr).
The computation time (T¢) is regarded as ‘CPU busy’, and the rest as ‘CPU
stall. The backend stall occurs when the requested resource is being held-up
in back end. It includes ALU stall (Tary) and memory stall (Toache). TarLu
is the ALU execution unit stall, which is caused by the execution of arithmetic
operations (e.g., divide, square root) that require many cycles. Togche is the
memory-bound stall, which is caused by L1 data cache misses, L2 cache misses,

L3 cache misses or TLB cache misses.

We summarize the breakdown of execution time in a CPU as follows:

9 http://www.cs.ucr.edu/~mueen/OnlineMotif/index.html
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Tr = Tc + Tstau; where Tsian = Ty + Taru + Toache + TFe

Profiling experiments: To measure the above components of CPU time, we
used PAPI [21] to obtain hardware performance counters from CPU, e.g., the
number of stall cycles and the number of CPU cycles. In each subsequence search
and classification experiment, we report the average CPU time over 10 queries.
To ensure the confidence level, we repeat running each query until the maxi-
mum standard deviation of the important counters (UOPS_RETIRED:RETIRE_SLOTS,

CPU.CLK_UNHALTED:THREAD_P) is less than 3%.

Experimental reproducibility: For the sake of experimental reproducibility,

we have posted the datasets and source codes at [6] '°.

3.3.3 Identifying the Performance Bottleneck

In this section, we profile the performance of existing solutions and then
identify the performance bottleneck. We conduct experiments to profile the
performance of representative solutions: (i) UCR Suite [72] for the subsequence
search problem, (ii) MK [67] for the motif discovery problem, and (iii) kNN

classification [72] for the classification problem.

CPU stall & CPU busy: Figures 3.2(a) and (b) report the CPU time break-
down of existing solutions into busy time and stall time, for subsequence search

and motif discovery, respectively.

Oy consistency, we use the ‘float’ data type to represent time series values in all evaluated methods.
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Observation: The majority (65-70%) of the CPU time is spent on stalling (i.e.,
wasted CPU cycles).
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Figure 3.2. Busy vs. Stall time

CPU stall breakdown: We then delve into CPU stall and plot the breakdown
of CPU stall time in Figures 3.3(a) and (b).
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Figure 3.3. Profiling CPU stall

Observation: The CPU stall is dominated (more than 80%) by ALU stall, cache

misses, and branch mispredictions penalties.

CPU time of different functions: The DTW function and its lower-bound
functions (LBgimFL, LBlgéQo oh> LBEgOgh) are applicable to the subsequence search

problem and the classification problem [72]. We profile the performance of [72] on
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these two problems in Figure 3.4(a). Different functions incur different portions
of time and pruning ratio (cf. Figure 3.4(b)) in different scenarios. For exam-
ple, lower-bound functions LBf;go oh LBIE(SO oh dominate the time for subsequence

search. However, the DTW computation incurs more time in kNN classification

problems.
EC EC
) LBkimrL 1 LBgeogn M 2o LBkimr [ LByeogn M
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Figure 3.4. Profiling existing solutions on DTW subsequence search and classifi-
cation

Observation: Different time series problems spend very different proportions of
time on different functions. Therefore, it is important to optimize the computa-

tion of both lower-bound functions LB[b;go gh LBfggogh and the DTW function.

3.4 Accelerating Distance Functions with SIMD

As shown in the previous section, the majority of CPU stall is caused by
ALU stall, cache misses and branch mispredictions. In this section, we will
design vectorized implementations for exact distance and lower-bounds functions
to reduce those stalls. We will also evaluate the efficiency of our implementations

with experiments.
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3.4.1 How do SIMD Instructions Reduce Stall?

3.4.1.1 SIMD vectorization: reduce ALU stall

The ALU stall is caused by the execution of arithmetic operations that
require many CPU cycles. For example, the ‘division’ instruction for two floating-

point values takes 24 CPU cycles [3].

Modern CPU provides SIMD instructions to perform the same instruction
(e.g, +, —, X, /, min, max) on multiple data values in parallel. For instance, Intel
i7-4770 and AMD Phenom II support the AVX2 instruction set (SIMD instruc-
tions on 256-bit registers). The SIMD instruction simd_div (e.g., _.mm256_div_ps
in AVX2) performs division on 8 pairs of values in two SIMD registers R, and Ry,
simultaneously. It takes only 21 CPU cycles [3], which is much cheaper than ex-
ecuting the ‘division’ instruction on 8 pairs one-by-one (using 24*8=192 cycles).

Thus, SIMD instructions help reduce the ALU stall significantly.

Distance computation indeed fits well with SIMD instructions. As we illus-
trate in Figure 3.5, we may divide subsequences into groups of length 8, and then

apply SIMD instructions on each group to compute distances for pairs.

—q —1
SIMD bits:
255 128, 127 0 N

Y
@,—./\/-‘

Figure 3.5. Using SIMD for distance computation

SIMD — ’-\

Typical SIMD width: Our CPU (Intel i7-4770) is a modern commodity CPU.

It supports the following SIMD widths and instruction sets: (i) 64 bits (i.e., MMX
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instruction set), (ii) 128 bits (i.e., SSE instruction set), (iii) 256 bits (i.e., AVX
instruction set). Since the MMX instruction set does not support floating-point
values, it cannot be used in time series problems. Thus, we report the results
for 128 bits (SIMD-128) and 256 bits (SIMD-256) in following experiments. For
simplicity, we set 256 bits (SIMD-256) as default SIMD register.

3.4.1.2 Hardware prefetching: reduce branch misprediction

Modern CPU is equipped with a branch prediction unit and it speculatively
executes a conditional branch to maximize the utilization of CPU resources. A
correct prediction can improve the performance due to the built-in instruction
pipeline and hardware prefetching. However, incorrect prediction will bring cache

pollution!! and waste CPU cycles to flush instructions and restart execution.

for (int i=0; 1i<8; i++) R = simd max (A, B)
if (A[i]<=B[i]) R[i]=B[i];
else R[i]=A[i];

A |5]8]7]6[2]8]5]7 e

goto else:

B [8]48]4][7]2[e]0] [8]a[8]4]7]2]0]0}%

goto if:

v |

oo

s[s[6[7][8]o]7] r: [8]8]8]6]7]8]9]7]

(a) code fragment and schematic (b) code fragment and schematic
for if-else statement for SIMD max instruction

Figure 3.6. Example for reducing branching statements

Some SIMD instructions help reduce branch misprediction. For example,
for the code fragment in Figure 3.6(a), the CPU may incur up to 8 branch
mispredictions in the worst case. In contrast, the alternative implementation in

Figure 3.6(b) has no branch mispredictions because it uses a single instruction

11http://en.wikipedia.org/wiki/Cache_pollution
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simd_max instead of conditional branches.

We observe that DTW and its lower-bound functions (cf. Section 3.2) have
many conditional branches. Therefore, we need to design SIMD implementations

for DTW and its lower-bound functions without using conditional branches.

3.4.2 Accelerating ED with SIMD

Before presenting our SIMD solutions, we first introduce the existing im-
plementation of Euclidean distance. We call it as SISD-ED (cf. Algorithm 3.1)
because it uses traditional CPU instructions, i.e., Single Instruction, Single Data
(SISD). According to Section 3.2, we perform Z-normalization on the subsequence
tc (cf. Line 3). It early stops the computation if the accumulated distance dist

exceeds the best-so-far distance bsf (cf. Line 5).

Algorithm 3.1 SISD-ED(q,t.)
Input: best-so-far bsf, mean p and stdev. o of candidate t.,
Output: squared distance dist

1: dist :=0

2: for ¢:=1tom do

3: c:= (tfi]| —p)/o > Z-normalization
4: dist := dist + (c — ¢[idx])? > accumulation
5: if dist > bsf break > early stop
6: return dist

Next we demonstrate how we employ SIMD to accelerate ED(-) in different
steps. The intuition is to compute 8 offsets between ¢ and t. by batch. In the

Z-normalization step, we can normalize 8 offset values simultaneously as follows.
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SIMD Z-normalization

1: R, := simd_load(&t,[i]) > load ¢,
2: R, := simd_sub(R., R,) > vectorized t.[i] — p
3: R := simd_div(R,, R,) > vectorized (t.[i] — p)/o

where R., R,, R, are the corresponding SIMD registers of variables ¢, p,
and o, respectively. Note that each register stores 8 floating-point values. In
the accumulation step, we can compute the distance of 8 offsets (£[i] — ¢[i])? as

follows.

SIMD distance computation

1: R4 := simd_load(&([i]) > load ¢[0]...¢[7]
2: Ry := simd_sub(Ry, R.) > vectorized t[i]—q[i]
3: Ry := simd_mul(Ry, Ry) > vectorized (£[i] — §[i])?

Before examining the early stop condition (cf. Line 5 of Algorithm 3.1),

we need to accumulate 8 offset distances into dist. Since the AVX2 instruction
set has no single instruction to accumulate the values of an SIMD register, we

accomplish the accumulation by the following sequence of SIMD instructions.

SIMD distance accumulation

1: Ry := simd_hadd(Ry, Rg) > add horizontal pairs
2: Ry := simd_hadd(Rg, Ry) > add horizontal pairs
3: Sq = simd_extractf(Ry,1)

4: Sg = simd_sadd(simd_cast(Rg), Sq)

5: dist := dist+ simd_scvt(Sy)
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The accumulation employs instruction simd_hadd (e.g., _mm256_hadd_ps)
twice that horizontally adds adjacent pairs of 32-bit floating-point elements in the
input registers, and stores the results into an output register. Then decompose
the vector into two parts by simd_extractf and simd_cast. Next, we sum the
first value of two decomposed vectors (by simd_sadd), extract the lower 32-bit
floating-point element from the vector (by simd_scvt), and accumulate it into

dist. The accumulation process takes logarithmic cost to the SIMD register

length.
SIMD bits: SIMD bits:

255 ... 128,127 ...... 0 255 ...... 128,127 ...... 0
Ry [1]3]4|1]2]3]1]1] Ry[1]3]4]1{2{3]1]1

(W 1 A

vy sl
R, |4]5]4]5
R, |9]9]9]9

s [16]16] 16 | 16 =Cvi>— 16

Figure 3.7. Horizontal accumulation

We illustrate the accumulation in Figure 3.7, with the initial content of
Ry : (1,3,4,1,2,3,1,1) in the example. We first execute simd_hadd twice to
obtain Ry :(9,9,9,9,7,7,7,7) and then decompose the vector into two parts by
simd_extractf and simd_cast. Next, we sum the first value of two decomposed
vectors (i.e., 9 and 7) by simd_sadd, extract the lower 32-bit floating-point ele-

ment from the vector (i.e., 16) by simd_scvt, and accumulate it into dist. The
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accumulation process takes logarithmic cost to the SIMD register length. Our

A: |5|8|7|6|2|8|5|7| 4: 5|8|7|6|2|8|5|7J

[ | accumulate [

dist: | 5+13+20+'26 | 28 | 36+'41+48 | dist = simd_aclumlation(A] =48

4 compare > i
compare >

bsf: |47|47|47|47|47|47|47|47| bsf = 47
O A A I
HEREEEEE
(a) SISD-ED (b) SIMD-ED
Figure 3.8. Example for early stop

vectorized implementation reduces CPU cycles by (i) incorporating parallelism
for Z-normalization and distance computation, and (ii) reducing branching state-
ments for the early stop condition. Figure 3.8(a) shows that SISD-ED requires
verifying the early stop for every accumulation (i.e., 8 comparisons in total).
In SIMD-ED, we only verify the early termination once per 8 accumulations as

shown in Figure 3.8(b).

Cost analysis: We proceed to analyze the cost of the SISD and SIMD imple-
mentations based on the latency cycle information given in the Intel architecture

optimization manual [3].

Table 3.3. Instruction latency of SISD- and SIMD-E D

’ Step ‘ H SISD-ED ‘ SIMD-ED ‘
7 norm op || load t.[i], —, / setr, sub, div
’ cost || 1+3+24 = 28 (1+3+21)/8 = 25/8
Distance op || load 4[i], —, x loadu, sub, mul
computation |cost| 1434+5=19 (44+345)/8 = 12/8
2-hadd, 2-add,
Accumulation P + extractf, cvtss, cast
cost 3 (2*5-+2%3+1+1+0)/8 = 18/8
Early stop | cost 1 1/8

Total ‘ cost H 41 ‘ 7 ‘
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Our analysis covers four steps in ED: (i) Z-normalization, (ii) distance com-
putation, (iii) distance accumulation, and (iv) early stop, as illustrated in Table
3.3. In each step, we list all used instructions and their latency cycles. For SIMD-
ED, the denominator in latency is 8 as it processes 8 offset values simultaneously.

In summary, SIMD-ED is 41/7 = 5.86 times faster than SISD-ED.

3.4.3 Accelerating DTW with SIMD

For the sake of our discussion, we first present the pseudo code of DTW
computation in Algorithm 3.2. It employs a matrix C[l..m][1..m] whose entry
C[i][4] is used to store the DTW value between subsequences §[1..i] and £.[1..5].
Then, we fill the matrix C' by row-by-row ordering (Lines 2-3). Observe that
we cannot compute values in the same row (e.g., C[i][j — 1], C[i][j]) in parallel

because C[i][j] depends on C[i][j — 1].

Algorithm 3.2 SISD-DTW (q,t.)

Input: warping constraint length 7, normalized query § and candidate £,
Output: squared distance dist
Distance array C[1..m][1..m], initialized to 400
for i := 1 tom do
for j := max(0,7 — r) to min(m,i+r) do
if i=1and j =1 then
Cl[]) = (1] - [1])?
else
Clillj] = (4le] — £[5])*+
min(C[i — 1[5, Cli — 1j — 1], Clillj - 1])

8: return C[m|[m] as dist

To better utilize SIMD instructions, we rewrite the equation of C[i][j] into
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an alternative form as follows.

Clil[j] = (4[i] — fel4])* + min(B; 1 [5], Cli][j — 1)) (3.6)

where B;_1[j] = min(C[i —1][j—1],Cli—1][4]). Since B;_1[j] depends only on values
in the previous row of C' (i.e., row i — 1), we can calculate consecutive values of

Bi_1 (e.g., Bi_1[j] to B;_1[j + 7]) in a batch.

The above discussion enables us to rewrite Line 7 in SISD-DTW as the

following pseudo code using SIMD instructions.

Rewrite inner for-loop (i fixed) in Algorithm 3.2

L Jmin = max(0,7 — r); jmaz := min(m, i+ )
2: for j := jmin tO Jmaz, 8 offsets do

3 load R, with C[i — 1[5, -+ ,j + 7]

4:  load Ry with C[i —1][j — 1,--- ,j + 6]
5: Rp := simd_min(Ry1, Ry2)

6: Bi_1lj, -+ ,j+ 7 = simd_store(Rp)
7 Clills] = (qli] - &el5))?

8: Cli][jmin] := C[i][jmin] + Bi-1[jmin]

9: for j := jmin + 1 t0 Jmas do

10:  increment C[i][j] by min(C[i][j — 1], Bi_1[5])

The rewritten code has two nice properties: (i) avoid branch mispredictions
by using the simd_min instruction (Lines 3-5), (ii) reduce cache misses by uti-
lizing the data locality of C[i][j — 1] and C[i][j] (Line 10). Figure 3.9 illustrates

how our SIMD implementation works (when i = 4).
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Figure 3.9. SIMD DTW illustration, at: = 4

Cost analysis: We analyze the latency of both SISD and SIMD implementations
of DTW in Table 3.4. The speedup of the SIMD implementation over SISD one

fa- 48
is: {7655 = 3.28.

Table 3.4. Instruction latency of SISD- and SIMD- DT'W

| Step | [ SISD-DTW | SIMD-DTW |
ED cost|| 2849413 | (25+12+18)/8=55/8
(c.f. Table 3)
Take op || 3*load, 2*cmp | 2*1oadu,min,storeu
Minimum | cost 3*1+2=5 | (2*4+3+3)/8 = 14/8
. op + 2*1oad, 1*cmp, +
Accumulation cost 3 214143 — 6
Total 48 14.625

Optimized implementation: For ease of understanding, we employ m x m
matrices in the above algorithms. An optimized implementation is to use 2 float
arrays with size 2r + 1 (i.e., store C[i — 1] and C[i] in Line 7, Algorithm 3.2)
to compute DTW (for both SISD-DTW and SIMD-DTW). Since these 2 float
arrays can fit in low latency cache (e.g., L2 cache rather than L3 cache), we

use this optimized implementation for both SISD-DTW and SIMD-DTW in our



38 3.4. ACCELERATING DISTANCE FUNCTIONS WITH SIMD

code.

3.4.4 Accelerating Lower Bounds for DTW with SIMD

We proceed to present SIMD optimizations for lower-bound functions LB}E<§Ogh

and LBnggogh. Since these two functions are similar, our discussion focuses on

EQ
LBKeogh'

Algorithm 3.3 SISD-LB% , (q,t.)

Input: best-so-far bsf, mean p and stdev. o of candidate t., upper and lower
envelops ¢* and ¢
Output: lower-bound distance (b
2 lb:=0
: for i :=1tom do
c:= (tfi]| —p)/o > Z-normalization
if ¢"[i] < ¢ then > distance of t, and the envelop of §
Ib:=1b+ (c — ¢*[i])?
else if '[i] > c then
Ib:=1b+ (§'[i] — c)?
if dist > bsf break > early stop

return b

Similar to ED(+), we present the SISD implementation of Lngo gn 10 Algo-
rithm 3.3. It derives the lower-bound [b from the candidate subsequence t. and
the envelop of ¢ which is handled by the if-then-else statement at Lines 4-7.
However, the if-then-else statement may cause many branch mispredictions in
CPU, leading to high stalling time (e.g., 10-20 clock cycles in modern CPU on
average). In addition, as reported in [45], the hardware prefetching (for reducing
cache misses) technique becomes less effective in the presence of multiple code

paths.
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To avoid branch mispredictions and better utilize hardware prefetching, we
should remove branching, i.e., the if-then-else statement, in Algorithm 3.3.
Lemma 3.1 shows the alternative form of LB[b;gogh (cf. Equation 3.4 in Sec-

tion 3.2).

Lemma 3.1 (Alternative form of LBIb;gogh)

LB, = S ((elil = min{Eeli), ¢"(1Y) + (max{icll, ')} - £.1)?

Proof. LBIE<§O g (cf. Equation 3.4) consists of three cases.

Case 1: When i.[i] < ¢“[i], the first part (i.e., f.[i] — min{f.[i], §"[i]})
becomes zero so that the equation reduces to (¢'[i] — t.[i])2.

Case 2: When £.[i] > ¢'[i], the second part (i.e., max{t.[i],d'[i]} — tc[i])

becomes zero so that the equation reduces to (i.[i] — ¢“[i])2.

Case 3: Otherwise, none of the first or the second part contributes so the

equation returns 0. O

Since this form uses only min, max, 4+, —, X, we can readily implement them
by the corresponding SIMD instructions. Accordingly, the first part and the
second part of LBIEQEO gh Can be computed as follows. Then, we sum up both

parts.

SIMD ¢.[i] — min{%.[i], §"[i]]} computation, 8 offsets

1: Rgu := simd_load(&¢"[i]) > vectorized load ¢“[i]..¢"[i+7]
20 Ry := simd_min(R4u, R.) > vectorized min{#.[i], ¢*[i]}

3: Rgy := simd_sub(R., Rju) > vectorized t.[i] — min{t.[i], §*[i]}



40

3.4. ACCELERATING DISTANCE FUNCTIONS WITH SIMD

SIMD max{%.[i], ¢'[i]} — t.[i] computation, 8 offsets

: Ry = simd_load(&¢'[i]) > vectorized load ¢'[i]..¢![i+7]
Ry := simd_max(R, R.) > vectorized max{Z.[i], ¢'[i]}
Ry = simd_sub(Ry, R.) > vectorized max{t.[i], §'[i]} — t[i]

SIMD combining the result of Ry, and Ry, 8 offsets

R := simd_add(Rgy, Ra) > vectorized sum

Ry := simd_mul(Ry, Ry) > vectorized square

We illustrate our idea by a concrete example in Figure 3.10. First we extract

the min values between ¢* and f. of 8 offsets by simd_min and then store them

into Rg,. Next we subtract Rg, from t. to finish the first part computation.

The second part is performed similarly where the max values are stored into Rg;.

Next we combine the distance values from Ry, and Ry to produce Ry. Finally

we multiply the values of Ry to generate the squared distance, and then execute

SIMD distance accumulation as described in Section 3.4.2.

Al

q" 2
[s]s]7]Te]s]s]2] [s]4]s]s]7[2]o[o] [ele]slalwis]a]t]

g*< t, C min max ) "> i,
R, [5]4[7[4[6]2[5]o] 6]6]s]s]7[8]9 [l r,
t. — g% sub sub ql — £,

[
R, [0]o[1]2]2] o [4] 0 +Cada D 1]2] 0o o [1] 0 [1] R,
(12 [Tl [ o —{afa[a a1 [ s ]]

Result

Figure 3.10. LB,/2  SIMD illustration
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Cost analysis: We analyze the latency for two implementations of LBlb;go oh
We only list the detail cost at step (ii) distance computation in Table 3.5 as the
other three steps are the same as in SIMD-ED (cf. Table 3.3). SIMD—Lngogh

outperforms SISD—Lngogh by 43/9 = 4.78 times.

Step | | sisD-LBZZ , | SIMD-LBZ% |
load ¢“[i] or ¢'[i] 2-1oadu, 2-sub,
Dist. comp. op 2-cmp, —, X min, max, add, mul
cost | 1+4+2+3+5=11 | (8+6+3+3+3+5)/8=28/8
Z-norm.
Accumulation | cost 28+3+1 (254+18+1)/8
Early stop
(cf. Table 3.3)
| Total | ] 43 \ 9 |

Table 3.5. Instruction latency of SISD- and SIMD- LBE?OQ,L

3.4.5 Accelerating Reference Index with SIMD

Before proposing our SIMD solution, we first present the existing implemen-

tation of LB,y in Algorithm 3.4.

Algorithm 3.4 SISD-LB,c¢(ta,ts)
Input: best-so-far bsf, reference distance dist,.r, # of reference R, two sub-
sequences tq, tp
Output: Boolean value

1: for i :=1 to R do

2: if |dist,cpli]la] — dist,cs[i][b]] > bsf then

3: return true > can be pruned
4: return false > cannot be pruned

As the absolute value computation is not supported by the AVX2 instruction



42 3.4. ACCELERATING DISTANCE FUNCTIONS WITH SIMD

set, we rewrite |dist,y[i][a] — dist,cf[i][b]] as:

max (distyesi][a], distyep[i][b]) — min(dist,ep[i][a], dist,cr[i][b])

Then, we design the SIMD implementation below for LB,.r. It avoids using
branching statements for early termination in Lines 7-8. We verify the early stop

only once by executing simd_cmp for 8 pairs of candidates.

SIMD LB,.;, for 8 offsets

I: R, := simd_load(dist,es[i][al,- -, distycf[i + 7][a])
2. Ry := simd_load(dist,cf[i|[b], - - ,distrcf[i + T][b])
3: Rpsy := simd_set1(bsf)

4: Rz = simd_max(Rg, Rp)

5: Ryin := simd_min(R,, Rp)

6: Rsup := simd_sub(Ryaz, Rmin)

7. Rq := simd_cmp(Rgup, Rpsf, >)

8: return simd_testz(R,, R,)

We can further optimize LB,.; by sequentializing the memory access (and
reducing CPU cache misses). This requires changing the memory layout of dist,y
to dist,cfla]]i] (i.e., swapping the role of rows and columns) so that Lines 1-2

have sequential main memory accesses.

Cost analysis: For each reference point i, SISD-LB,..; takes 6 cycles and SIMD-

LB,y takes 27/8 cycles. We omit the detailed analysis here.

Alternative implementation: Another implementation for |dist,[i][a]—dist,er[i][b]]

is to use simd_sub, simd_set and simd_andnot instructions only. Since this im-
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plementation spends the same number of CPU cycles as in the above algorithm,

we omit its detail discussion in following experiments.

3.5 Experimental Study

In this section, we conduct extensive experiments to evaluate our proposed
techniques with existing solutions. Unless otherwise stated, we use the experi-
mental platform and measurement methodology in Section 3.3. Note that the
execution time includes both disk I/O time and CPU computation time. We de-
note SISD as the original implementation [72, 67] (for corresponding problems),

SIMD as the implementation with our proposed techniques.

3.5.1 Subsequence Search

UCR-ED: UCR-ED [72] is a representative solution for the ED-based subse-
quence search. It employs the early abandoning technique to accelerate the Eu-
clidean distance computation. We show the performance of SISD-based and

SIMD-based UCR-ED in Figure 3.11.

1600

CPU cycles (X107)

SISD B4 BUSY mm STALL
1400 SIMD-128 1 o SISD SIMD-256 ~ SISD SIMD-256  SISDSIMD-256,
1200 100% = >
SIMD-256 []

1000
800
600
400
200

0 % %% —
Total stall Tcache Tatu  Ter  Tre

(a) stall breakdown on ECG-E

Percentage of CPU time

80%

60%

40%

20%

0%

ECG-E

ECG-L
dataset

EEG-C

(b) CPU time breakdown
Figure 3.11. SISD-based and SIMD-based UCR-ED
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First, we investigate the components of CPU stall of the methods on the
dataset ECG-E in Figure 3.11(a). Since our SIMD-based solutions exploit SIMD
vectorization techniques, they incur fewer instructions and ALU stall (Tary)
than the SISD-based solution. The results on other datasets are similar to Fig-

ure 3.11(a), so we omit them for space reasons.

Second, we compare the CPU time of the methods in Figure 3.11(b). We
omit the results of SIMD-128, as it is similar to SIMD-256. Clearly, our SIMD-
based UCR-ED can reduce CPU stalls significantly (e.g., ~20%).

UCR-DTW: Regarding the DTW-based subsequence search, UCR-DTW [72]
cascades three lower bound techniques (i.e., LBrimrr, LBIL;(;?O oh and LBIb;gO gh)
to pruning unpromising candidates without invoking expensive DTW computa-
tions. We breakdown the components of CPU stall of the methods on the dataset
ECG-E in Figure 3.12(a). Since our SIMD-based UCR-DTW accelerated both
the exact distance (cf. Section 3.4.3) and the lower bound computations (cf.
Section 3.4.4), SIMD-based UCR-DTW introduces fewer CPU stall cycles than
the SISD-based solution. Second, we compared the CPU time of the methods on
three datasets in Figure 3.12(b). The CPU busy ratio of SIMD-based UCR-DTW
is almost 50%, which is much higher than SISD-based UCR-DTW.

Execution Time Speedup: In this set of experiments, we report the execution
time of the methods on three time series datasets (i.e., ECG-E, ECG-L, and
EEG-C) varying on query lengths in Figure 3.13, where the lengths are from 256
to 4096 in UCR-ED and 128 to 1024 in UCR-DTW. Our proposed SIMD-based
methods are 1.8-3.8 and 1.5-3.2 times faster than UCR-ED and UCR-DTW,

respectively.
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Figure 3.13. [Subsequence search] vary query length

3.5.2 Motif Discovery

MK [67] makes use of (i) the exact distance calculation ED and (ii) the
lower-bound calculation LB,.¢. The SIMD-based implementation of these two
functions has been introduced in Section 3.4.2 and 3.4.5, respectively. Figure
3.14(a) illustrates the reduced cycles of each CPU stall component in SISD-

based and SIMD-based MK. Figure 3.14(b) shows the improvement of the CPU
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cycles with respect to different query lengths. Again, the SIMD-based solution

introduces fewer stall cycles as compared with the SISD-based solution.
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Figure 3.14. SISD-based and SIMD-based MK, EEG-MK

We then compare the performance of the methods on the motif discovery
problem. Figure 3.15 plots the execution time (logscale) of the methods with
respect to the query length. The performance gap between our methods and
SISD widens as the query length increases. The speedup of SIMD over SISD

ranges from 2.2 to 6.0.
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Figure 3.15. [Motif discovery] vary query length

3.5.3 kNN Classification

We show the breakdown of CPU stalls of UCR Suite based kNN classification

problem on Weather dataset in Figure 3.16. We set k=1 which is the default
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setting in [33]. This problem is less computational intensive (one candidate per
sequence) when compared to the subsequence search problem (O(n) subsequences
per sequence) and the motif problem (O(n?) subsequence pairs per sequence).
Even though it is less computational intensive, the SIMD-based solution still
saves ~b0% stall cycles for DTW as compared to the SISD-based solution (cf.
Figure 3.16). Next we show the execution time speedup of the methods on
the kNN classification problem in Figure 3.16(c). kNN classification problem is
less computational intensive, Thus, the speedup by SIMD is lower than before.

Nevertheless, SIMD still outperforms all other methods.
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Figure 3.16. Breakdown of CPU stalls and speedup, XNN Classification

3.6 Chapter Summary

3.6.1 Conclusion

In this work, we conduct performance profiling on existing solutions for time
series problems. We find that the performance bottleneck is caused by CPU
stalls. We have redesigned vectorized lower-bound and distance functions with
SIMD instructions for time series problems. Through our experimental results

and analysis, we have two key findings, which will shed light on the design and
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implementation of algorithms on modern commodity CPUs, which are used in

Chapter 5.

Firstly, the performance bottlenecks of different time series applications are
different. Even for the same time series algorithm, it may incur different bot-
tlenecks on different datasets, depending on the pruning power of each specific

lower bound function.

Secondly, the characteristics of modern CPUs (e.g., branch prediction u-
nit, hardware prefetching, vectorization) play important roles in the execution
time of an implementation. Frequently-used functions (e.g., lower-bound and
exact distance computations) need to be redesigned in order to unlock the full

potentials of modern commodity CPUs.

3.6.2 Research Directions

Emerging processor architectures have new characteristics and lead to op-
portunities for further optimization. For example, the ‘Many Integrated Core’
(MIC) architecture [53] combines a large number cores on a single chip (e.g.,
Intel Xeon Phi), so that the access time of data items across different cores may
depend on the distances between those cores. It becomes important to distribute

the workload and transfer data carefully among different cores / threads.

Although our proposed techniques can accelerate existing algorithms by 2-6
times in a single machine, they would take a few hours for very long queries
(especially for DTW similarity search). It becomes important to investigate
parallel algorithms that run on multiple machines. Some open issues include how

to distribute the load among machines, and how to reduce the communication
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cost among machines.
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Chapter 4

Exploit Every Bit: Effective
Caching for High-Dimensional
Nearest Neighbor Search

4.1 Introduction

The k nearest neighbor (kNN) search takes a query point ¢ and a point set
‘P as input, and returns k points of P that are nearest to ¢. It has a wide range of
applications in multimedia information retrieval [31], where multimedia objects
(e.g., images, audio, video) are modeled as data points with dimensionality in

orders of hundreds [93, 39].

Due to the curse of dimensionality in the high dimensional space [98], the

query efficiency of exact indexing methods degenerates to that of linear scan. Re-

o1
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cent research, in both computer vision [10, 20] and database [93, 39, 40] commu-
nities, focus on finding approximate results for the kNN query. Locality sensitive
hashing (LSH) [48, 29, 42] is an attractive approach as it offers c-approximate
ENN results! at a sub-linear time complexity of |n|. It reduces the dimensional-
ity of data by hashing similar data items into the same hash bucket with high
probability. Unlike conventional and cryptographic hash functions, LSH aims to
maximize the probability of a “collision” for similar data items. The structure
of LSH consists of a collection of hash tables. Each hash bucket contains a list of
object identifiers (object IDs) rather than actual points. The actual data points
are often stored in another file. At the query time, we process a query ¢ in two

phases:

1. the candidate generation phase: retrieve a candidate set of object identifiers

from hash tables,

2. the candidate refinement phase: for all object identifiers in the candidate
set, fetch their data points from data point file in the hard disk, then

compute their distances to ¢ and determine the k£ nearest results.

We mainly consider disk-based LSH [93, 39], which is suitable for very large
datasets that cannot fit into the memory. Existing LSH methods require fetching
a large set of candidates (typically hundreds or thousands) from the disk and
thus incur significant disk I/O costs. Therefore, the candidate refinement phase
turns out to be the performance bottleneck in recent LSH methods. To verify

this, we execute the state-of-the-art LSH method (C2LSH [39]) on three real

LA point p is called a c-approximate NN of ¢ if dist(q,p) < c - dist(q,p*), where c is the
approximation ratio and p* is the exact NN of q.
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high-dimensional datasets stored on the disk (used in the experimental study).
Figure 4.1 depicts the average running time (wall-clock time) per query of C2LSH
on these datasets. The candidate refinement stage is the performance bottleneck

and it motivates us to optimize the candidate refinement time.

In this chapter, we exploit a query log and devise caching techniques to re-
duce the candidate refinement time of high-dimensional kNN search. Caching can
benefit from the temporal locality of queries as observed in typical query logs [65].
Similarly, we expect that the query logs in multimedia retrieval systems exhibit
temporal locality. For example, In Flickr, a small fraction of photos receive most
of the views (see Figure 4.2, adopted from [94]). Although there exist caching
techniques [34, 85] for kNN search on distance-based indexing methods [27, 52],
they are not applicable to LSH methods. LSH methods require lookup of objects
by object identifiers; however, such lookup operation cannot be supported by the

caches in [34, 85].

In our caching problem, the main research question is: how to exploit the
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limited memory size and query workload to reduce the candidate refinement time.
In order to boost the cache hit ratio, we propose to cache conservative approxima-
tions of data points (i.e., representing each point in a few bits). Such conservative
representation provides lower and upper distance bounds, which can be used to

prune unpromising candidates and detect true kNN results early.

4.1.1 Technical Challenges

(1) Given the query workload (and the number of bits for encoding an approzi-

mated point), which scheme is the most effective for encoding data points?

(2) Given a cache size, what is the optimal number of bits for encoding a data

point?

Interestingly, we discover that we can cast challenge (1) as a histogram opti-
mization problem. Traditional histograms have been designed for the selectivity
estimation problem [51]; however, they are not effective with respect to our op-
timization goal. This motivates us to find the most effective histogram for our
problem. Our method exploits both the data distribution and the query workload
to develop compact approximations (of data points) that lead to tight distance

bounds.

For challenge (2), it is non-trivial to find the optimal number of bits for
encoding a data point in the cache. If each point occupies too few bits, then
the cache hit ratio becomes high but those cached points lead to loose distance
bounds. If each point occupies too many bits, then they provide tight distance
bounds but the cache hit ratio becomes low. In this chapter, we will develop a

cost model to find the optimal number of bits for encoding a data point.
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The novelties of this chapter are: (i) we formulate a novel histogram opti-
mization problem for reducing the candidate refinement cost in kNN search, (ii)
our proposed solution is generic; it is applicable to not only LSH methods, but

also to exact tree-based indexes.

4.1.2 Technical Contributions

Our technical contributions are summarized as follows.

e we formulate an appropriate histogram metric for our problem, and design
an algorithm to construct an optimal histogram with respect to the novel

histogram metric for challenge (1) (Section 4.3);

e we extend our solution for exact tree-based indexes (e.g., iDistance, VP-

tree) (Section 4.3.6);

e we devise a cost model for estimating the performance of our solution and
for automatic tuning parameter in our solution, to address challenge (2)

(Section 4.4);

e we demonstrate the superiority of our caching solution on three real dataset-
s, in particular, the largest dataset (SOGOU, 29.7 GB) has a real query

log (Section 4.5).

The remainder of this chapter is organized as follows. We formulate our
caching problem in Section 4.2 and present our histogram-based caching method
in Section 4.3, then provide a cost model and the optimal parameter setting in

Section 4.4. We conduct our experimental study in Section 4.5.
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4.2 Definition and Problem Statement

4.2.1 Definitions

We represent points and the distance both in the point form and the vector

form interchangeably.

Definition 4.1 (Point) A point p is defined as a d-dimensional tuple p =

(p-1,p.2,...,p.d). Its vector form is defined as: 7= p.1,p.2,....,pd].

Definition 4.2 (Distance metric) The Euclidean distance distq(c) of a data

point ¢ from a query point q is defined as:

(g5 — )2 =117 = 2|

1

d
disty(c) =

J
Then we define the kNN search problem as:

Definition 4.3 (KINN search problem) Given a query point q and a point
set P, the kNN search returns a subset R C P of k points such that distq(p) <

distq(p') for any p’ € P — R.

In this chapter, we just return the identifiers of points in R but not the actual

points. This is reasonable for multimedia information retrieval applications.

As discussed in the introduction, we focus on accelerating disk-based LSH
methods (e.g., C2LSH [39]) without affecting their query results. These methods
access (i) a hash-based index Z, whose hash buckets store point identifiers, and

(ii) a sequential file for the point set P, which supports direct access of data
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point by identifier?.

During query processing, we first retrieve a candidate set C(q) from the

index 7 as follows:

Definition 4.4 (Candidate set C(q)) Given a query point q, the index I re-

ports a set of identifiers for candidate points C'(q) = {id;}.

Then, we fetch the corresponding data points by identifiers from the file of P.

4.2.2 Research Objective

For typical disk-based LSH methods, the candidate refinement time Ty.c ine
is usually much longer than candidate generation time Ty, (see Figure 4.1). In
this chapter, we aim to reduce Ty pfine significantly by caching points in RAM.
To boost the cache hit ratio, we propose to cache compact approximate points

(pl;), which will be elaborated in Section 4.3.

Figure 4.3 illustrates the framework of our caching problem for kNN search
on a high dimensional dataset. Our kNN search procedure (cf. Section 4.3)
consists of three phases: (1) candidate generation, (2) candidate reduction, (3)
candidate refinement. Both Phases 1 and 3 apply existing work directly and they
incur I/O. In Phase 1, we apply an existing index Z. In Phase 3, we apply a
multi-step kNN search method [80, 56], which will be elaborated in Section 4.2.3.
Phase 2 incurs no I/O and it runs our proposed technique to reduce the number

of candidates before entering Phase 3.

2 An alternative is to store P based on the distribution of clusters in data [52]. We will test
its effect in experiments.
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Figure 4.3. Framework of caching on a high-dimensional dataset

Since the candidate refinement time 7T} fine is dominated by the I/O cost,
we express it as: Trefine = Tio Crefine, Where Tj, is the disk I/O cost for fetching

a data point and C.fine is the remaining candidate size for the refinement phase.

In general, Cycfine is the sum of (i) the number of candidates not in the

cache, or (ii) the number of candidates in the cache but they cannot be pruned:

Crefine :(1 - th‘t) : |C(Q)’ + Phit - (1 - pprune) : |C(Q)|

=(1 — phit - Pprune) : ‘C<Q)’ (4~1)

where py;; is the cache hit ratio, and pprune is the ratio of the number of pruned

candidates to the number of cache hits.

The scope of our problem: Our goal is to minimize the value of Ci¢fine
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before candidate refinement (and thus minimize Ty¢fine). We can reduce Crefine
by two orthogonal aspects: (i) a caching policy that offers high hit ratio, and
(ii) compact approximation of points that provides tight distance bounds for

pruning.

The study of (i) caching policies is orthogonal to our problem. In fact,
our proposed solution can be applied with existing web caching policies [65],
e.g., Least-Recently-Used (LRU) and Highest-frequency-first (HFF). LRU is a
dynamic caching policy, whereas HFF is a static caching policy that requires a
query workload WL? to decide the initial cache content. We will elaborate HFF
in Section 4.4. Our focus is issue (ii), which will be discussed in Section 4.3.

Formally, we define our problem as:

Definition 4.5 (Caching problem) Given a cache size CS, a workload of queries

WL, and a point set P, determine the cache content such that it minimizes

ZqEWL‘ CTefine(Q) .

Besides LSH methods, we will discuss how to adapt our proposed solution

for tree-based indexes (e.g., R-tree, X-tree, SR-tree) [18] in Section 4.3.6.

Note that our solution offers speedup without affecting the quality of query
results. If an exact tree-based index is used, the query results remain exact. If

an LSH method is used, the quality of its query results is preserved.

3Tt is usually the historical query log.
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4.2.3 Multi-step kNN Search

We illustrate multi-step kNN search methods [80, 56] in this section. Kriegel
et al. [56] present an efficient method that requires both lower and upper dis-
tance bounds functions. For example, suppose the candidate set of ¢ is C'(q) =
{p1,p2,p3,pa}. Figure 4.4 depicts the lower and upper distance bounds of these
candidates as intervals. Their exact distances (from ¢) are shown as gray dot-
s; However, they can be obtained only after fetching the exact points from the
disk. First, it calculates the k-th smallest lower distance bound [b; and the k-th
smallest upper distance bound ubg, among the candidates, the values of [by and
uby are shown in Figure 4.4. Since the upper distance bound of p; is less than
lbo, lbg and lby, p1 must be a result so we need not fetch p; from the disk. The
lower distance of p4 is larger than ubs, py cannot be a result so we also need not

fetch p4. It suffices to fetch po and p3 from the disk.

Ib, min, ub,
Dy e@d

pZ'. .......................... ’

A4

distance from ¢

Figure 4.4. Multi-step XNN methods, k£ = 2
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4.3 Histogram-based Caching for k(NN Search

Histograms, generally, are designed to provide selectivity estimates on a sin-
gle column attribute of a relational table. In this section, we utilize a histogram
to define compact approximate representations of points. Then, we present a
kNN search algorithm with our proposed histogram-based cache. Finally, we

formulate the novel metric to build an effective histogram for kNN search.

4.3.1 Histogram and Approximate Points

We first define a histogram as follows:

Definition 4.6 (Histogram) A histogram H is defined as an array of buckets
which cover a domain interval (e.g., [0,..,Naom])*. Let B be the number of buckets
in H. Each bucket (say, the i-th bucket) stores: (i) an interval [l;..u;] of values,

and (ii) the total frequency freq; of values in the interval.

Figure 4.5b shows an example histogram. In our problem, we only care
about the bucket position ¢ and its interval [l;..u;], but not its frequency freg;.
Each bucket position can be represented by a binary code. In general, for a
histogram with B buckets, the code length is: 7 = [logy(B)]. We will examine
histogram construction methods in Section 4.3.3 and discuss the tuning of 7 in

Section 4.4.

With a histogram H, we can convert an exact point p into an approximate

point p’ as follows:

4Ndom is the largest dimension value of all points in all dataset
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Definition 4.7 (Bucket lookup) Given a value v, we define the function H(v) =

i, such that v is covered by the interval of the bucket i, i.e., l; < v < u;.

Definition 4.8 (Approximate point p') Given a d-dimensional point
p=(p.1,p.2, - ,p.d), we define an approximate point p’ with respect to the global

histogram H as:

p/ = ( /H(p.l),/H(p.Q), T ,H(p.d) ) :

Specifically, we approximate each dimension value by a 7-bit code. In general,
if the dataset has different domain sizes for different dimensions, then we may

apply normalization to scale each dimension.

For example, consider the point p; = (2,20) in Figure 4.5(a). According
to the example histogram in Figure 4.5(b), the values 2 and 20 are mapped to
the codes 00 and 10 respectively. Thus, we can represent p; by a bit-string p} :
“00 10 ”. Figure 4.5(c) shows the cache content which stores the approximate
points p, ph, ph, py. To achieve a compact cache, we pack the bit-string encoding

of each point into one or multiple consecutive words in memory °.

In subsequent discussion, we use a global histogram H to define all dimen-
sions of an approximate point p’. We will discuss alternative histograms in Sec-

tion 4.3.6.

5 With this implementation, an approximate point occupies +%=

words, where Lyorq is the

wo

memory word size (in bits). The value of Lyorq (typically 32, 64) is fixed by the CPU. During
kNN search, we can extract these cache items by performing bitwise operations on these words.
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Figure 4.5. Example of histogram-based coding

4.3.2 kNN Search Algorithm

Algorithm 4.5 elaborates the framework of kNN search with histogram-based
caching. The corresponding steps in Figure 4.3 are also labeled in this algorithm.
First, we retrieve a set C'(¢q) of candidates from the index Z (Line 2), and then
check whether they are in the cache. For each candidate ¢; found in the cache

(Lines 5-6), we compute its lower/upper distance bounds to g as follows.
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d
dist] (p) =,|>_max{|q.j — p'.jl, lg.5 — p*.j[}?
j=1
o d )0 ifply<qg<pty
dist, (p') =
7=1 | min{|q.j — p'.j|, |q.5 — p“.j|}*> otherwise

where pl.j = I j) and p*.j = uypy jy. For those candidates missing in the

cache, we will fetch their points from the disk (in the final phase).

The next phase (Lines 7-13) focuses on reducing the candidate size (which do
not incur disk accesses). Among all candidates C(q), we derive the k-th minimum
lower bound distance lby, the k-th minimum upper bound distance uby (Lines
7-8). First, we prune candidates having c¢;.lb larger than by (Lines 10-11),
as they cannot be among k nearest neighbors. Second, we identify candidates
having ¢;.ub less than lb;, (Lines 12-13), as they must be results and moved to the
result set R. Obviously, the effectiveness of this phase depends on the tightness
of distance bounds (and the histogram ). We will explore this issue in the

remaining subsections.

Finally, in the refinement phase, we apply a multi-step kNN search method [80,
56] (which incurs disk I/0), as described in Section 4.2.3, with the remaining
candidate set C'(¢). This search would fetch data points from P when necessary.
The update of the cache V¥ is optional; it is only required when a dynamic caching

policy (e.g., LRU) is used.

5 An optimization is to fetch those points from disk immediately, in order to tighten the
bounds [b;, and ubx to be mentioned soon. However, this optimization is not effective when the
hit ratio is low (as few candidates can be pruned) or high (as lby and uby are tight already).
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Algorithm 4.5 kNN Search ( Query ¢, Result size k)
Disk data: Index Z, Dataset file P
Memory data: Cache W, histogram H
e Phase 1: candidate generation
1: Result set R := 0
retrieve the candidate set C(q) from Z
e Phase 2: candidate reduction

N

3: for each ¢; € C(q) do > part 2.1: cache lookup

4: ¢;.lb := 0; ¢;.ub : = 400

5: if U contains p;, then > cache hit

6: ci.lb = dist, (pl.); c;.ub := dist} (pl.,)

7: by := the k-th minimum of {¢;.lb: ¢; € C(q)}

8: uby := the k-th minimum of {c;.ub: ¢; € C(q)}

9: for each ¢; € C(q) do > part 2.2
10: if ¢;.lb > uby, then > early pruning
11: remove ¢; from C(q)

12: else if c;.ub < lb; then > true result detection
13: move ¢; from C(q) to R

e Phase 3: candidate refinement
14: if |R| < k then
15: Multi-step-kNN( C(q), P, R ) > Ref. [80, 56]
16: return R

Example: Assume k = 1 and consider the query ¢ and dataset P in Fig-
ure 4.5a. We show the running steps of kNN search (Algorithm 4.5) in Ta-
ble 4.1. Suppose that the index Z reports the candidate set for ¢ as: C(q) =
{p1,p2,p3,P1,P5,P6}. Since the candidates ps and pg are missing in the cache, we
must access their points from the disk. The cache is used to retrieve approximate
points (p}, p5, ph, py) of four candidates, as shown in Figure 4.5c. Then, we com-

pute their lower /upper distance bounds from ¢, and obtain the distance threshold

uby, = dist] (p2) = y/max{(9 — 8), (9 — 15)}* + max{(11 — 16), (11 — 23)}2 = V6> + 122 =

13.42. We can prune ps and py as their lower bound distances are above 13.42.
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Finally, we apply multi-step kNN search [80, 56] on the remaining candidates
1, P2, Which costs at most 2 disk accesses. In summary, this example incurs at

most 4 disk accesses: 2 for ps, pg, and at most 2 for pq, po.

Table 4.1. kNN search on the cache, k =1

cache rectangle [lbj..ub;]  pruned ?
(code array)
p1 - |00[10] ([0.7],16.23))  [5.39..15]
p2 01]10] || = ([8..15],[16..23]) [5.00..13.42]
ps : |10[11] ([16..23],[24..31]) [14.76..24.41] yes
pa : |11]00] ([24..31),]0..7])  [15.52..24.60]  yes

4.3.3 Histogram Solutions for ANN Algorithm

In relational databases, histograms are used to summarize the data distribu-
tion and provide result size estimations for selection queries [51]. However, they

have not been used for supporting kNN search. This raises interesting questions:

4.3.3.1 Are existing histograms effective for kNN search?

(1) Heuristic histograms (e.g., equi-width, equi-depth) [50]. In order to
describe them, we use the notations in Definition 4.6, and denote F'[z]| as the
frequency of value z (in a table column). For equi-width histogram, all buckets
have the same width (u; —I;); whereas for equi-depth histogram, all buckets have

approximately the same sum of frequencies (37, F[z]).

(2) V-optimal histogram [51], which minimizes the average estimation error
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of selection queries according to the sum squared error (SSE) metric [51]:

B
Mssp(H) = > (Fla] = AVG([li,wi]))?

i=1 z=I;

S, Fla)

where AVG([l;, u;]) = Uil 1

is the average frequency of values in bucket i.

We illustrate the effectiveness of these histograms on kNN search by an
example in Figure 4.6. We will evaluate its effectiveness on real datasets in
the experimental section. For ease of illustration, we consider a 1-dimensional
dataset {3,4,10,12,22,24, 30,31} and each value z in it has frequency F[z] = 1.
Suppose that ¢ = 17 is the only query in the query workload WL. Assume that
the cache can hold all approximate points and the code length is 7 = 2. Thus,
each histogram has B = 27 = 4 buckets. Figure 4.6 depicts the buckets (intervals)
of equi-width, equi-depth, and V-optimal histograms. Both equi-depth and V-

optimal histograms are the same in this example.

For each histogram, we run the kNN algorithm (in Section 4.3.2) to find 2NN
(k =2) at ¢ = 17, and show the running steps in the figure. Histogram buckets
are shown in the first column. By using distance bounds (b, uby) in the second
column, we can prune unpromising candidates and detect true result early in
order to reduce the remaining candidate size. In this example, the ideal histogram
for our problem has zero remaining candidates (see the last column). On the
other hand, equi-width has 6 remaining candidates (in buckets @),®),®), and
equi-depth (and V-optimal) has 4 remaining candidates (in buckets @),@)). These

histograms would incur higher cost than the ideal histogram in the candidate
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refinement phase.

Differences from traditional histograms: Traditional histograms are de-
signed for the selectivity estimation problem. For example, a traditional his-
togram metric like Mgsg(H) [51]internal minimize the average estimation error
over all histogram buckets. It is fine to have a bucket with large width (u; — I;),
as long as the values within the bucket have similar frequencies. However, for the
kNN problem, such a bucket causes loose distance bounds and thus not effective
in shrinking the candidate set. Furthermore, Mgsg(H) does not exploit query
workload information, which is important for deriving an effective histogram for

our problem.

In Section 4.3.4.1, we will formulate a new histogram metric for building an
effective histogram for kNN search. Experiments show that our novel histogram
incurs lower I/O cost than existing histograms (e.g., equi-width, equi-depth, V-

optimal) on kNN search by at least 50%.

4.3.3.2 What is the optimal histogram for kNN search?

We demonstrate an example of the optimal histogram for kNN search in the
last row in Figure 4.6. Interestingly, in this histogram, the buckets close to ¢
are tight, and other buckets can be loose. It allows us to derive tighter bounds
(Ibg, uby ), prune candidates in buckets 1, 4, and detect the candidates in buckets
2, 3 as true results. Since there are no candidates in the refinement step, it incurs

zero 1/O cost in this example.
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O @ Y
Optimal e I || n —- BgSgl | Q@D | {12,22} /

Figure 4.6. Effectiveness of histograms, with B = 4 buckets, on 2NN search, VWL

={q}

4.3.4 Effective Histogram Metric
4.3.4.1 Histogram Metric for kNN Search

This section formulates a histogram metric that captures the effectiveness of
a histogram for kNN search. In the following discussion, we associate notations

with the superscript ¢ if they depend on ¢ (e.g., CZ

refines Ok ubk)-

Our goal is to minimize the remaining candidate size C, fine (cf. Eqn. 4.1)
before the candidate refinement phase in Algorithm 4.5. Note that C?, Fine 18
influenced by the distance bounds b}, ub{ (obtained at Lines 7-8), which are
derived from the content of . For each candidate ¢ that hits in the cache ¥, we

can skip it in candidate refinement in two cases:

e (i) if dist} (c) < Ib], then it must be a true result

e (i) if dist, (c) > ub}, then it cannot be a result

Otherwise, the candidate requires refinement.
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With the above observation, we proceed to define our histogram construction

problem as follows.

Definition 4.9 (Optimal kNN histogram problem) Let V = {v1, -+ ,v,}

be the set of distinct dimensional values of data points in P.

Given the code length T, the query workload WL, and the cache ¥ (i.e., a
set of points), the problem is to build a histogram H with B = 27 buckets such

that (i) it covers all values in 'V, and (ii) it minimizes the following metric:

MPVE(H) = Z Z refiney(c) (M1)
qEWL ceC(q)ANT
0 if dist, (c) > ubj
where refiney(c) = <0 if disty (c) < Ib]
1 otherwise

This optimal histogram construction problem is challenging as the number
of combinations of buckets lead to a huge search space O(Bfl), which is O(n?)

when B < n. Thus, we propose an approximate solution below.

4.3.4.2 Approximate Histogram Metric

Besides the huge search space O(n®), the above metric does not use his-
togram bucket intervals explicitly, thus rendering it inconvenient to develop a

solution.

To tackle these issues, we propose to approximate the metric (M1), MkW]\fN (H),

in a form that can be efficiently solved. In order to minimize M5 (H), we
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should maximize the number of candidates that can satisfy refineq ) = 0 for a
given query g. Note that there are two cases for refiney(c) = 0: (Case i) the
lower bound of c is larger than the k-th upper bound (i.e., dist, (c) > ub), so
¢ is not a result point and, (Case ii) the upper bound of ¢ is smaller than the

k-th lower bound (i.e., dist; (c) < Ib}), so ¢ must be a result point.

Observe that at most |C(q)| — k candidates can satisfy dist, (c) > ubj in
(Case i), but at most k candidates can satisfy dist} (c) < Ib] in (Case ii). Since

|C(q)| — k > k, we focus on (Case i) and plan to minimize ub].

Recall that ub{ = k™" min.cogrw dist} (c) is contributed by k points in
C(g)A¥. By denoting these k points as b, b, - - -, b, we have ub] = maxy<,<j, dist;(bg).

We then define the error vector of a candidate in Def. 4.10.

Definition 4.10 (Error vector) Given a histogram H and a candidate ¢, we
define the error vector of ¢ as e‘(c_g = le(c).1,€(c).2,...,e(c).d] where €(c).j =

Ugi(c) = brt(eg)-

By using Lemma 4.1 (stated below), we derive: ubj < maxi<,<y ||e(bf)|] +
disty(b?). Note that each term dist,(b?) is a constant value (depending on q)
that cannot be optimized. As a heuristic, we approximate the minimization of

ub] by minimizing the following Metric (M2):

k
MPEH) = 3 SN2 (M2)

qeEWL r=1

Next, for convenience, we define a multi-set QR to store all b} for queries in
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the workload WL:

QR = {b? : q € WL, dist(q,b1) < ubl,r € [1,k]} (4.2)

Then, we define F’[z] as the frequency of x in coordinates of candidates in QR,

where z € [0, Ngom]:

F'[z] = COUNT {blj =2 : bl e QR,j € [1,d]} (4.3)

By Lemma 4.2 (stated below), we express Metric (M2) into the following

form using histogram bucket information.

B u;
MBEH) =SS Fla] - (wi —1)? (M3)

=1 x=l;

In the following analysis, we employ vectors to express distance computa-

tions in a concise manner.

Definition 4.11 (Distance on vectors) Let g be a query point and ¢ be a can-
didate point. The Euclidean distance is disty(c), and the upper distance bound

dz’stf{(o) can be expressed in terms of the dot product of vectors:
- i3
distS () = /(7 — ")l

where c_“> = [c".1,c".2,...,c".d] are defined by a histogram H as follows:

buesy  ifla-d = eyl > g — upel

S

Up(e.j) Otherwise
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Lemma 4.1 (Distance inequality) Any candidate c¢ satisfies
dist (¢) — disty(c) < || (]
Proof. Let Z =7 — ¢ and KZ =[A.1,AL2,...A..d]. Calculate A..j as:
elc).j ifctj>cj
Ac.] =
—e(c).j otherwise
Since HZZH = He@H and disty(c) = HXH always holds, we have:
dist}(c) = [[(* — DI < [(Be+ T = D)
H 1
= (Ac- Do+ 28 (T -+ (T -T) (T -}
= (18212 +2A: ~Z+\|7f||2 !
< (B + 2182 - I1A)]+ I 4]1%) (by Canchy inequality [35)])
— AU+ 1A = eIl + dist (c)
Then, we have: dist] (c) — disty(c) < ||€F§H 0

Lemma 4.2 (Metric transformation)

k B
SOST NI = S S Pl - (- 1)?

gEWL r=1 i=1 2=l

where u; — l; denotes the width of bucket 7.
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Proof. i
> Zjllﬁ(b?jll2 =) ||€(1933H2 by Eqn.4.2
qeEWL r=1 bIEQR
d
= > ) (e(d9).5)* by Def. 4.10
blcOR j=1
d
_ 2
= > D (g — o)
blcOR j=1
Ndom
= F'lz] - (upy(z) — lH(x))2 by Eqn.4.3
=1

B
= Z F'[z] - (u; — 1;)>  group by bucket id

4.3.5 Efficient Solution

We proceed to present an efficient solution for the simplified histogram met-

ric M2/X5 (H#)(M3). First, we represent the inner sum in Eqn. 4.4 as follows:
u;
Y([li, us]) = Z F'la] - (u; — 1;)? (4.4)
x=l;
Then, we propose an efficient algorithm to construct histogram H that minimizes

the metric M2/X5 (H).

We assume that the value domain is: 1..Ngyy,.” Let OPT(n,m) be the

minimum M2}%5 (H) value for the histogram covering the interval [1..n] with at

"We can extend this method to handle other value domain, e.g., by applying discretization on
floating-point values.
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most m buckets. If ¢ is the optimal splitting position for the last bucket, then we
have: OPT(n,m) = OPT(t,m—1)+7Y([t+1,n]), where Y ([t+1,n]) is the metric
value contributed by the last bucket ([t+1,n]), and OPT(t,m—1) is the minimum
metric value for the histogram covering [1..t] with at most m — 1 buckets. By
considering all splitting positions, we take OPT'(n,m) as the minimum sum as
follows:

OPT(n,m) = 1r<r§i£1n {OPT(t,m —1)+Y([t+1,n])} (4.5)

With Eqn. 4.5, we apply the dynamic programming approach to calculate OPT' (n, m)
and the split positions, for all 1 < n < Ny, and 1 < m < B. Finally, we obtain

the optimal histogram H through these split positions.

Lemma 4.3 (Monotonicity of Y) if iy <la, Then Y([l1,w]) > Y([l2, ui]).

Proof. According to Eqn. 4.3, then F'[z] > 0. Since l; < la, then, Y 0", F'[z] >

Sty F'lz] and (ui—11)? > (ui—l2)*. Consider Y([l;,u;]) = Do, F'[x]-(u;—1;)?

then we can conclude Y ([l1, u;]) > Y([l2, wi]). 0

Through Lemma 4.3, our algorithm can terminate when Y ([t 4+ 1,n]) >
OPT(n,m). This technique can significantly reduce the running time when n is

very large. The details are presented in Algorithm 4.6.

Time Complexity: This algorithm is only executed once in the offline phase.
It has a total of O(Ngop, - B) calculations for OPT'(n,b). In the worst case, each
calculation involves O(Ngom) values of ¢ (Eqn. 4.5). Thus, its time complexity

is O(N?2

dom

- B). Tt is independent of the dimensionality d and the data size |P]|.

Histogram maintenance: We expect that the distribution of queries in the
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Algorithm 4.6 Build-kNN-Histogram ( Bucket number B, Value domain size
Niom, Frequency array F' )

1: let H be an empty histogram

2: OPT :=new 2D array(1..Ngom, 1..B) > for OPT values
3: pos :=new 2D array (1..Ngom, 1..B) > for split positions
4: for m from 1 to B do

5 for n from 1 to Ny, do

6: if m =1 then

7: OPT(n,1):=7Y([1,n])

8: else

9: OPT(n,m) = +o0

10: for each t fromn —1to 1 do

11: if OPT(n,m) > OPT(t,m-1) + Y([t+1,n]) then

12: OPT(n,m) :=OPT(t,m — 1)+ Y([t +1,n])

13: pos(n,m) =t

14: else if Y ([t + 1,n]) > OPT(n,m) then

15: break > by Lemma 4.3

16: 1 := Ngom
17: for m from B to 1 do

18: if m =1 then

19: l'=1u:=n

20: else

21: [ :=pos(n,m)+1,u:=n
22: n = pos(n, m)

23: insert the bucket [l..u] to H
24: Return H

workload does not change rapidly. Following the practice in search engines [65],

we propose to perform updates and rebuild the cache periodically (e.g., daily).
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4.3.6 Extensions

4.3.6.1 Adaptation for tree-based indexes

The kNN search on tree-based indexes [19, 27, 52] exhibits interleaving steps
between candidate generation and candidate refinement. In this section, we
discuss how to adapt our proposed solution to speedup kNN search on tree-based

indexes.

We illustrate a general tree structure in Figure 4.7. Each node occupies
a disk block. A leaf node stores data points, whereas a non-leaf node stores
branching information for its children. Conceptually, we can divide the tree into
two parts: (i) the set of non-leaf nodes as the index Z, and (ii) the set of leaf
nodes as the dataset P. The storage size of P is generally much larger than that

of Z. We store the exact Z in memory.

In this scenario, we consider each cache item to be a leaf node (i.e., approxi-
mate representations of all points in that node), but not an individual point. We
construct the cache as follows. First, we run queries in the query workload WL
and collect the access frequency of each leaf node. Then, we fill the cache with
leaf nodes in descending order of access frequency. Finally, with our technique
in Section 4.3.5, we can build the histogram H and determine the approximate

representations of data points (in leaf nodes).

Any tree-based kNN search solution A (e.g., [52, 19]) can utilize the above
cache, with some slight modifications described below. During kNN search, be-
fore we fetch a leaf node (by its Block ID), we first lookup it in the cache. If

the leaf node is not in the cache, then we load it from the disk. Otherwise, we
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retrieve the node from the cache, examine its approximate points, and compute
lower and upper bounds for that node. In this implementation, our solution

provides tight lower and upper bounds for leaf nodes.

In addition, we can further optimize the algorithm as follows. We first
compute the lower and upper bound for each point in that node. These bounds
can be used to tighten ubg and prune some unpromising nodes and approximate
points. Then, the multi-step kNN search method determines which node should
be examined next. As we will illustrate in experiments (cf. Figures 4.16(a,c) in
Section 4.5.4.5), the above approximate caching solution performs better than

exact caching.

Index I

Non-leaf nodes

6che of approxim@ Adcess / File: Dataset P \
leaf nodes ,
Approximate Points Block ID Points
e P Pis -or Py
v Fa . Access
Block 1 Solution A Block 1
Approximate Points | | LB & UB Points
p'nfmﬂ #5805 p'n pn—mﬂ xm ey pn

\ Block m / \ Block m /

Figure 4.7. Tree-based kNN search with our cache
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4.3.6.2 Alternative histogram categories

Besides the global histogram, we may use other histograms to convert a

point p into an approximate point p’.

Individual histogram: This approach employs a separate histogram H; for
each dimension ¢ = 1..d. It converts an exact point p to an approximate point

p’ as follows: p' = (Hi(p.1), Ha(p.2),- -+ , Ha(p.d) ) .

We proceed to discuss how to build these d histograms. Observe that our
histogram metric M3 is defined by using a frequency array: F’[x] = COUNT {b{.j =
x @ b€ QR,j € [1,d]}. We can decompose this array into individual frequency
arrays of the form: Fj[z] = COUNT {b7.j = : bj € QR}. Then, we can express

metric M3 as follows:

B u; B u; d
SO Pl - 12 = Y03 Ffal) - (i - 1)
i=1 x=l; i=1 z=l; j=1

d B u;

> Q. > Fla]- (wi=1)?)
j=1 =1 z=l;
Finally, for each dimension j, we find a histogram #; that minimizes Zf: 1 Dy, ]

(u; — ;) by applying Algorithm 4.6.

Multidimensional histogram: A multidimensional histogram H s p partitions
the space into buckets (i.e., bounding rectangles). Given an exact point p, we
compute its approximate point as p’ = Hrp(p), which denotes the identifier of

the bucket enclosing p.

Due to the curse of dimensionality, a multidimensional histogram is not
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effective for approximation. As such, we do not bother to extend our solution for
multidimensional histogram. Instead, we use an R-tree based multidimensional

histogram and test its effectiveness in the experimental study.

Global vs. Multidimensional histogram: Observe that each approximate
point p’ is associated with a bounding rectangle. Let wyp, be the average width
of dimensions of a bounding rectangle. We proceed to compare the value of wy,
for the global histogram and the multidimensional histogram. In the following
discussion, we assume that data points fall in the space [0,1]¢ with uniform

distribution.

We take an equi-width histogram as a simple global histogram. The number
of buckets is 27, where 7 is the code length. Then we derive: wy, = 2% Note

that this value is independent of the dimensionality d.

Assume that a multidimensional histogram partitions the d-dimensional s-
pace such that each rectangle contains at least 2 points (out of n points in the
dataset). The average volume of each rectangle is at least % Thus, we derive
Wy > (%)5 Unfortunately, this value rises rapidly with the dimensionality d.

As an example, we set the data size n = 1000000, the dimensionality d = 100,

and the code length 7 = 8. For the global histogram (equi-width), we have: wy, =

€1

at )T00 =

= 0.0039. For the multidimensional histogram, we have: wy, > (W

0.877. This example demonstrates that the global histogram achieves a much

smaller wy, than the multidimensional histogram.
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4.4 Cost Estimation Model

Section 4.4.1 estimates the I/O cost of our proposed solution, as a function
of the cache size CS and the code length 7. In Section 4.4.2, we derive the optimal

code length 7 (for a given CS) such that it leads to the lowest I/O cost.

Our analysis is based on two assumptions: (i) the distribution of queries
follows that of the historical query workload WL, and (ii) the caching policy is
HFF (highest-frequency-first).

Specifically, Highest-frequency-first (HFF) [65] is a static caching policy that
creates the cache offline and fixes the cache content at runtime. It places the
most frequent items into the cache, where the frequency of each cache item p
(i.e., candidate) is derived from the query workload WL as: freq(p) = |{q €
WL :pe C(q)}.

4.4.1 1I/0O Cost Estimation
4.4.1.1 Cost Estimation model
The 1/0 cost in the candidate refinement phase is decided by the remaining

candidate size Cycfine, which is proportional to 1 — ppit - pprune (by Eqn. 4.1).

For pprune, we rewrite it as 1 — prefine Where prefine is the ratio that a
(cache-hit) candidate requires refinement. By using the query workload WL, we
estimate prcfine as the average value 3 )y p pgefme/\Wﬂ, where pgefine is the

candidate refinement ratio for a specific query point gq.

We aim to estimate the cache hit ratio pp;; in Section 4.4.1.2 and the can-



82 4.4. COST ESTIMATION MODEL

didate refinement ratio p?, Fine for a specific query point ¢ in Section 4.4.1.3.

4.4.1.2 Estimation of pp;;

Theorem 4.1 (Estimation of pp;.) Let prir and p;,;, be the cache hit ratio in
our proposed histogram based cache method (with equi-width histogram) and in

the exact cache method, respectively. Let Nitem and N,

om D€ the number of cache

items in our cache and in the exact cache, respectively. Let |P| be the dataset
cardinality, and Lyque be the number of bits for representing a data value. We

have:

S % . p;zt (ifNitem < ‘PD
Phit
-1 (otherwise)

Proof. First, we have: Njem - T = Nitem™ * Luyaiue-

The proof for the case Njep > |P| is trivial. We thus focus on the case
Nitem < |P|. Let f; be the query frequency of data point ¢ (according to the query
log WL). Without loss of generality, for the HFF caching policy, we arrange the

points in the cache in descending frequency order, i.e., fi > fo > -+ > f,.
Sivitem f;

& and

According the definition of hit ratio in HFF, we obtain: pp;; =

N*
_ i i
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Consider the ratio:

NE¥
N w2t (f)
Phit _ et fi _ Nitem Niiem
. - N; - Nitem
Phit Z~lt€m fl . . 2™ (fi)
=1 Nztem Nitem
N*

> % -1 (by Lemma 4.4) (4.6)
mem
T

Lvalue

Thus, we obtain: pp;; < Leatue . pr =

T

Lemma 4.4 (Average weight monotone non-increasing)

Ni*em N’L em
2ot (fi) o =i (fi)
N}, a Nitem

item

\V/N* < Nitema

item —

Proof. Trivial. O

4.4.1.3 Estimation of pgefine upper bound

Theorem 4.2 (Estimation of pgefine upper bound) Given a query point q,
let b be its k-th upper bound candidate, let Dy,q. be the largest candidate distance
from q, and let g4(x) be the probability density function of candidate distances

from q. If gq(z) follows the uniform distribution, then:

—
(bl

max

1}

q
'Orefine < Inll’l{
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Proof. First, we estimate pgefine as:

ubZ d
distq(b7) gq(x)dz  distg(b])T — dist,(b])

q —
P =
refine f[)Dmaz gq(x)da: Doz

According to dist, (c) — disty(c) < He@” (proved in Appendix A), we have:

q
[le(o)l]

q
prefine < Dmax

In addition, since pgefine < 1, we complete the proof. O

Remark: Although we assume g,(z) to be uniform distribution in the above
equation, our estimation is still quite accurate, as shown in our experimental

study.

4.4.2 Determining the Optimal T

For any histogram, we can apply the I/O cost estimation equations in Sec-
tion 4.4.1 for each 7 (from 1 to 32) and then choose the one that gives the lowest

estimated I/O cost.

For the equi-width histogram, we provide a closed-form equation to estimate

the optimal 7 in constant time.
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4.4.2.1 pgefme upper bound, for equi-width

For equi-width histogram, we estimate pgefme by Theorem 4.3. Since the
terms in Theorem 4.3 are independent of ¢, we can estimate pZ e fine for equi-width

histogram in constant time.

Theorem 4.3 (pgeﬂm upper bound, for equi-width)

q .
prefine < HllIl{

d
w,1}

where @ = 2Lvalue =T ig the bucket width of equi-width histogram, and D,,q, = cR

is calculated by using the (R, ¢)-guarantee in the LSH scheme [93, 39].

el
Proof. By Lemma 4.2, we have: pgeﬁne < E)m’;x = D‘ﬁw@. In addition, since
pzefme cannot be larger than 1, we complete the proof. O

4.4.2.2 Determining 7, for equi-width

In this section, we derive the optimal 7 for the equi-width histogram. Con-
sider the ratio of pnit - Pprune (for our caching) to pj,, (for exact caching). By

Lemma 4.3, we have:

Lva ue * \/E m
Phit * Pprune _ Tl " Phit (1 " Dmax w)
Phit Phit
:7[/”&[“6 . (1 _ 4\/& (2Lualue_7—))
T mazx

Observe that Lygye, d are known for a given dataset, and D4, can be calculated

by the LSH scheme and the query workload.
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To find the optimal 7, we simply iterate 7 for each value in the range
[1..Lyaiue], evaluate the ratio (pnit - Pprune)/phy, and then report the 7 value

leading to the highest ratio.

4.5 Experimental Study

In this section, we experimentally evaluate the performance of our proposed
solutions and baseline solutions. Section 4.5.1 introduces the experimental set-
ting. Section 4.5.2 studies the sensitivity of solutions for different configurations
(e.g., ordering of the dataset file, caching policy, categories of histograms). Sec-
tion 4.5.3 demonstrates the accuracy of our estimation equations. Section 4.5.4

compares the performance of solutions with respect to various parameters.

All experiments are conducted on a PC with Intel i7-4770 3.40GHz CPU,
16G RAM, and 64-bit Ubuntu 13.04 operating system. The page (block) size
in this system is 4KB(4,096 bytes). All algorithms were implemented in C++,
and compiled by g++ 4.7.3 with O3 optimization. All datasets and indexes were
stored in hard disk and the OS cache was disabled, as in [106].

4.5.1 Experimental Setup

Datasets and queries: Table 4.2 summarizes the real datasets to be used in
our experimental study. They store the feature vectors extracted from images.
SOGOU, with raw data size 635 GB, is extracted from web images indexed by

Sogou® (an image search engine in China). We followed [20] to extract a 960-

Shttp://www.sogou.com/labs/dl/p2.html
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dimensional GIST descriptor from each image. Sogou also provides the query log
(of images) for this dataset. We also use two datasets from [86]: NUS-WIDE

(extracted from Flickr images), and IMGNET (extracted from an online image

database)’
Table 4.2. Dataset information
Dataset d # of P | # of Qest | size per point | file size
NUS-WIDE | 150 | 267,415 50 600 bytes 136 MB
IMGNET | 150 | 2,213,937 50 600 bytes 1.26 GB
SOGOU 960 | 8,304,965 50 3,840 bytes | 29.7 GB

Next, we split the query log into: (i) a query workload WL, and (ii) a
testing query set Qyesr. A sufficiently large WL is used to populate the cache (in

Section 4.2.1), and to construct the histogram (in our solutions).

In each experiment, we execute the queries in Qy.s; and measure the average

query response time per query. We follow [93, 39] and fix the size of Qe to 50.

Methods for comparison: We consider three baseline methods: NO-CACHE
(not using cache), EXACT (caching exact points), and C-VA (caching the whole
VA-file)!?. For C-VA, we tune the number of bits per point so that the VA-file
fits into the cache. According to [97], the encoding scheme of VA-file is the same

as Equi-Depth.

Our proposed histogram-caching methods share the prefix HC in their names,

and apply the following histograms as stated in Section 4.3.1.

e Global histogram: HC-W (equi-width), HC-D (Equi-Depth), HC-V (V-

9h‘ctp://staff.itee.uq.edu.aLu/shenht/UQ_Il"IH/index.h‘cm. The feature vector of them are 150
dimensions color histogram. However, they do not have real query logs. Following [93, 39], we generate
the query log by picking random points from P, and then remove those points from P.

1OWe use VA-file instead of VA*-file. VAT-file [37] requires Karhunen Loeve Transform (KLT), which
is not scalable for huge matrices on our datasets.
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Optimal), HC-O (our optimal histogram for kNN search).

e Individual-dimension histogram: iHC-*.
It uses d histograms. For each dimension j, it builds a histogram H; by

the corresponding HC-* method.

o Multidimensional histogram: mHC-R.
First, we build an R-tree with 27 leaf nodes (by using a corresponding node

fanout). Then, we map the MBR of each leaf node to a bucket.

All methods use the same index Z in the same experiment. In most experi-
ments, we employ C2LSH [39] as the index Z. We use the C2LSH implementation
in [39] and its parameter tuning functions. At the end of Section 4.5.4, we employ

exact kNN search indexes (iDistance and VA-file).

Parameters setting: Unless otherwise stated, we use the following default
parameter values. The default result size is £k = 10. The default cache size CS
is set as 40 MB, 400 MB, 8192 MB for NUS-WIDE, IMGNET, SOGOU, less
than 30% of the size, respectively. The default code length, 7 = 10, is estimated
by using our equations in Section 4.4. We construct our HC-O histogram
by Algorithm 2. By default, we run each method by a single thread in each

experiment.

4.5.2 Effect of Configurations

Besides the above parameters, the configurations in our solutions include:
ordering of the dataset file P, caching policy, and the categories of histograms.

We proceed to examine the sensitivity of these choices on our solutions. We
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conduct experiments on the SOGOU dataset with the default parameter setting.
The experimental results on NUS-WIDE and IMGNET are similar; we omit them

due to space reasons.

4.5.2.1 Effect of caching policy

The caching policy is an choice in our solution. We compare the HFF and
LRU policies as described in Section 4.2.2. As shown in Figure 4.8, HFF performs
better than LRU. Hence, we set HFF as default caching policy in subsequent

experiments.

o

LN/

o
o]

Avg. Query refinement time(s)

I HFF —F—
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Result size k

Figure 4.8. Effect of caching policy, EXACT caching

4.5.2.2 Effect of dataset file ordering

We investigate whether the physical ordering of the dataset file P affects
the candidate refinement time Tyefine. We compare three orderings: (i) the

raw ordering in the dataset, (ii) the clustered ordering, which uses the iDistance
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ordering [52]. (iii) the sorted key ordering, which uses the SK-LSH ordering [104].
In this experiment, we use the EXACT caching method on SOGOU; we obtained
similar results for other methods. Figure 4.9 reports the query refinement time
for these orderings. For caching policy HFF, different orderings (Raw, Clustered
and Sortedkey) have similar performance. Thus, we use the raw ordering in

subsequent experiments.

[
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Avg. Query refinement time(s)
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Figure 4.9. Effect of dataset file ordering, EXACT caching

4.5.2.3 Effect of histogram categories

Next, we compare the global histograms (HC-W, HC-D, HC-O) and the
individual-dimension histograms (iHC-W, iHC-D, iHC-O), and a multidimen-
sional histogram (mHC-R).

Table 4.3 shows the histogram space (KB), the histogram construction time

(s), and the average candidate refinement time 7}.cfin during kNN search. Due

to the curse of dimensionality, mHC-R is not effective. Global histograms and
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individual-dimension histograms have similar T}.c fi,,.. However, individual-dimension
histogram suffers from high construction time and occupies more space. For ex-
ample, it takes 23.8 days to construct iHC-O, but only 35.7 minutes to construct

HC-O. Thus, we only use global histograms (HC-W,HC-D, HC-O) in following

experiments.

Table 4.3. Effect of histogram categories, on SOGOU
HC-W |iHC-W || HC-D | iHC-D || HC-O | iHC-O || mHC-R
Space (KB) 8 1,200 8 1,200 8 1,200 1,204
Construction time (s) || 0.000 | 0.004 || 300 | 2233 || 2,140 | 2.1e6 57.6
Average Tyefine (s) 0.237 | 0.230 || 0.164 | 0.162 || 0.123 | 0.113 0.842

4.5.2.4 Effect of caching the whole VA-file

We compare methods C-VA and HC-D in Figure 4.10. While the SOGOU
dataset occupies 29.7 GB, we only vary the cache size in the range 1024-6144
MB, which corresponds to 3.4-20 % of the data. At small cache size, C-VA
incurs higher time than HC-D because C-VA caches all points but with fewer
bits per point. At large cache size, C-VA and HC-D have similar performance
since they maintain cache histogram by equi-depth method. Hence, we ignore

C-VA in following experiments.

4.5.3 Cost Estimation

Now we test the accuracy of cost estimation model developed in Section 4.5.3.
Figure 4.12 shows the estimated and the measured 1/O cost of the method HC-
W, as a function of the code length 7. Observe that the estimated cost is close

to the measured cost. Also, the default code length (7 = 10) derived from our
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Figure 4.10. C-VA and HC-D comparison

cost model is close to the optimal 7 measured in the experiment. We also show

the optimal 7 for each method on each dataset in Table 4.4.

Table 4.4. Avg. refinement time (s) at default - = 10 and at optimal 7*
HC-W HC-V
Dataset EXACT Default | Optimal | 7* || Default | Optimal | 7*
NUS-WIDE 0.3115 0.0451 0.0451 | 10 || 0.0555 0.0555 | 10
IMGNET 0.3709 0.0672 0.0495 | 11 || 0.0203 0.0182 | 11
SOGOU 0.4803 0.2368 0.2368 | 10 || 0.2173 0.1864 8
HC-D HC-O
Default | Optimal | 7* || Default | Optimal | 7*
NUS-WIDE || 0.0110 0.0110 | 10 || 0.0087 | 0.0087 | 10
IMGNET 0.0129 0.0112 | 11 || 0.0086 | 0.0071 | 11
SOGOU 0.1639 0.0839 8 0.1274 | 0.0468 | 8

Dataset

4.5.4 Performance Improvement

In this section, we study the performance of our methods with respect to

different parameters.
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4.5.4.1 The power of early pruning

Early pruning (including true hit detection) plays an important role in our
solution. In this experiment, we study the effectiveness of different histograms

for supporting early pruning.

Figure 4.11 shows the remaining candidate size of the methods with respect
to the number of I/O accesses. The performance of mHC-R (R-tree histogram)
is bad due to the curse of dimensionality. Observe that HC-O (using our his-
togram metric) achieves the best performance. On the other hand HC-V (using
the SSE histogram metric [51]) does not minimize the I/O cost. In subsequent

experiments, we ignore mHC-R due to its bad performance.

Remark: HC-O incurs lower I/O cost than HC-D by 50%.

N
1
»
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| MHC-R —+  HC-V ~©  HC-0 -©;
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Figure 4.11. Remaining candidate size vs query I/O cost, axes in logscale

Table 4.4 reports the average refinement time of the methods on all datasets
with default parameter setting. First, our method HC-O is faster than EXACT

by an order of magnitude. Second, although the default code length 7 = 10 is not
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always the optimal (7*), our methods still perform much better than EXACT.
In subsequent experiments, we ignore HC-V as its performance is unstable; it
is worse than HC-W on NUS-WIDE and better than HC-W on IMGNET and
SOGOU.

4.5.4.2 Effect of the cache size CS

Figure 4.13 plots the average query response time of different methods for
different cache size CS. Our caching methods outperform the EXACT caching
method. They achieve the best performance when the cache size reaches only
1/3 of the dataset file size. HC-O is the best among all methods. We ignore the

baseline methods (NO-CACHE and EXACT) in the following experiments.

4.5.4.3 Effect of the result size &k

Then we examine the effect of the result size k on our methods. For read-
ability, we plot the average query response time in log scale in Figure 4.14. The
query response time of all methods rises as k£ increases. HC-O is the best, fol-
lowed by HC-D, and then HC-W. This result also confirms the effectiveness of

our proposed histogram metric (used in HC-O).

4.5.4.4 Effect of the code length 7

The next experiment investigates the effect of code length 7 on our meth-
ods. Figure 4.15 (a),(b),(c) show the average values of ppit - Pprune, query 1/O

cost, and refinement time respectively. Due to the space limit, we only show the
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Figure 4.12. The estimated and the measured query I/O cost of HC-W vs. 7, k£, CS
at default setting

NO-CACHE -@— EXACT = C-VA —<~ HC-W —-©— HC-D 4&—

Avg. query response time(s)
Avg. query response time(s)

évg. query r_gsponse !t_i_me(s)
(9]

: : 2
10 30 50 70 90 110 100 300 500 700 900 1100 1024 3072 5120 7168 9216

Cache size(MB) Cache size(MB) Cache size(MB)
(a) NUS-WIDE (b) IMGNET (c) SOGOU

Figure 4.13. Average response time (in logscale) vs. cache size CS, k, T at default
setting
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experimental results on the largest dataset (SOGOU, 29.7G). Observe that dif-
ferent methods can have different optimal values for 7. For example, the optimal
7 for HC-W, HC-D, HC-O are 10, 8, 8, respectively. Again, HC-O is the best

and its performance is more robust to 7 (e.g., at small 7).

4.5.4.5 Experiments on exact kNN search indexes

Finally, we compare the performance of HC-O and EXACT on three exact
kNN search indexes: iDistance'!, VA-file[97] and VP-tree [19] on IMGNET.
Figure 4.16 shows that the query cost of HC-O is lower than EXACT caching by

at least an order of magnitude.
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Figure 4.16. Exact kNN search indexes, on IMGNET

4.6 Chapter Summary

In high-dimensional kNN search, both exact and approximate kNN solutions
incur considerable time in the candidate refinement phase. In this chapter, we
investigate a caching solution to reduce the candidate refinement time. Our

caching method HC-O is faster than EXACT caching by at least an order of

" 'We use the implementation from:https://code.google.com/p/idistance/
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magnitude, on an approximate index (C2LSH) and on exact indexes ( iDistance,

VP-tree and VA-file).

It is worth noting that our approach is general for any index and achieves
promising performance whenever the candidate refinement phase incurs signif-
icant time, including other ANN methods [10, 11, 99, 40, 20]. In future, we
plan to extend our caching techniques for advanced operations (e.g., kNN join,

density-based clustering) on high-dimensional data.

In addition, this chapter investigates how to efficiently utilize main memory.

It provides hints to optimize the performance of algorithms in Chapter 5.
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Chapter 5

Extracting Top-K Insights

from Multidimensional Data

5.1 Introduction

OLAP tools facilitate enterprise knowledge workers (e.g., executives, man-
agers, and analysts) on decision making in business intelligence applications.
Their interfaces allow users to navigate the aggregation result by operations
(e.g., slicing, dicing, drill up/down). Nevertheless, these tools still require user-
s to specify the dimensions (i.e., group-by attributes) in OLAP queries. This
analysis process requires tedious hit-and-trial from the user, on manually pos-
ing queries, analyzing results and deciding what is interesting [96]. To alleviate
this issue, semi-automatic methods [77, 82] can be used to detect local anoma-
lies or interesting views in an OLAP cube; however, these methods still require

the user to specify a target (e.g., an OLAP cell or a dimension). Recent vision

99
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papers [24, 96] and the industry [23] have called for automatic techniques to ob-
tain insights from data, helping users when they are not clear on what they are

looking for [81, 46].

Taking a step further, in this chapter, we take the first attempt to extract
interesting insights from facts in a multidimensional dataset (e.g., sales data). We
plan to: (i) formulate the concept of insight and propose a meaningful scoring
function for it, and (ii) provide efficient solutions to compute top-k insights

automatically.

Suppose that we have a car sales dataset with the schema (Year, Brand,
Category, Sales). OLAP tools support aggregation on data (e.g., the SUM of
Sales by Year and Brand, cf. Step 1 in Figure 5.1). However, aggregation alone
does not reveal much information (e.g., clear trend), as illustrated in Figure
5.1(a). In this work, we consider insight as an interesting observation derived
from aggregation in multiple steps. In following examples, we demonstrate how
insights provide valuable information by performing analysis operations (e.g.,

rank, difference [75]) over aggregation.

Example 1. (Yearly increased sales): We may compare the growth of
different brands by the yearly increased sales (cf. Step 2 in Figure 5.1). In
Figure 5.1(b), we observe that the yearly increased sales of Honda is rising with
years. The aggregation result of the sales of Honda (cf. Figure 5.1(a)) first
drops and then rises, whose trend is not intuitive to understand. In contrast,
our insight (cf. Figure 5.1(b)) provides a clear rising trend. This insight can be

effectively used to reveal the potential market and seek profits.

Example 2. (The rank of yearly increased sales among brands): Re-
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garding the brand BMW, we have not found any “interesting” information about
it from raw aggregation (cf. Step 1) and yearly increased sales (cf. Step 2). Nev-
ertheless, we can obtain an insight by applying analysis operations on the yearly
increased sales. For example, if we rank the yearly increased sales across brands
(cf. Step 3), we derive: “the rank of BMW’s (across brands) yearly increased
sales falls with years”, as shown in Figure 5.1(c). Such insight implies that the

competitiveness of BMW decreases with years.

Brandt Step 1: (SUM, Sales) Brand | Step 2: (Apyey, Year) Brand 1 Step 3: (Rank, Brand)
Honda| 40 | 35 | 36 | 43 | 58 Honday 5 | 1 7 | 15 Honda | 4 3 2 1
Toyota| 38 | 34 | 34 | 29 | 36 — Toyotal 4 | o | 5 | 7 Toyota| 3| 4 | 4 | 2
Ford | 13 |10 | 14 | 23 | 27 Ford | 3 | 4 | 9 | 4 = orq 2 | 1| 1] 3
BMwW | 20 | 18 | 20 | 17 | 19 BMW | -2 2 -3 3 BMW I g 2 3 4 |
Year2010 2011 2012 2013 2014 Year 2011 2012_2013 2014 Year 2011 2012 2013 2014

[] ] |l

Honda &+ Ford —A- 2
60 Toyota ¢ BMW -©- ©
n
50 kel
@ @
3 40 g
30 2
- W 5
3

10 > 10 R e B

2010 2011 2012 2013 2014 -
2011 2012 2013 2014 2011 2012 2013 2014
Year Year Year
(a) Raw aggregation result (b) Insight: rising trend of Honda’s (c) Insight : falling trend of BMW'’s
yearly increased sales rank (across brands)

Figure 5.1. Example of insights

The above examples illustrate typical insights extracted from multidimen-
sional data. These insights have two usages in business intelligence applications.

First, they provide informative summaries of the data to non-expert users, who

do not know exactly what they are looking for [81, 46]. For example, a car
seller is looking for interesting patterns in car sales, without knowing the exac-
t patterns in advance. Insights can provide quick and informative summaries

of interesting observations in the data and reveal interesting patterns (e.g., the
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sales of SUV is the best across Category in BMW). Second, data analysts may

customize insights by their needs to guide directions for data exploration. For

example, a data analyst focusing on BMW brand may wish to find insights re-
lated to BMW, e.g., the rank of BMW’s yearly increased sales falls with year (as
insight in Figure 5.1(c)). Then, he will continue to investigate the reason why

such a trend happens.

Besides the above insights, the dataset may contain many other insights
for other combinations of group-by attributes and analysis operations. Even
with the aid of OLAP tools, it is tedious for data analysts to enumerate all
possible insights and evaluate their “importance” manually. Motivated by this,
we propose the top-k insight problem, which returns the best k insights with
respect to an importance measure. Qur problem does not require users to specify
any input (e.g., group-by attributes, analysis operations in each step). Although
there exist several works on extending the capability of OLAP [77, 102, 101, 1],
they do not support automatic extraction of our proposed insights. We leave the

discussion of these works in the related work section (cf. Table 2.2).

Our problem poses challenges on (i) the effectiveness of the result and (ii)
the efficiency of computation. Regarding the effectiveness aspect, existing O-
LAP tools are lacking means to evaluate the importance of insights. We need a
meaningful scoring function that supports generality and comparability among
different insights. On the other hand, the efficiency aspect involves the following

three technical challenges.

C1) Huge search space: The search space is exponential to the number

of dimension attributes d and the depth of insight 7 (i.e., the number of steps
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in an insight). Also, the search space is polynomial to the domain sizes of di-

mensions and the combinations of analysis operations. We leave the analysis in

Section 5.2.3.

C2) Expensive insight computation: The evaluation of an insight re-
quires applying multiple analysis operations after aggregation (e.g., Steps 2 and

3 in the above example). Each analysis operation may require accessing multiple

values in aggregation results.

C3) Non-monotonicity of insight score: As we will explain shortly, the
insight score function is not monotonic. For example, there is no insight in BMW
with yearly increased sales (cf. Step 2), but there is an insight in the rank of
BMW (across Brand) with regard to the yearly increased sales, as shown in Figure
5.1(c). Moreover, there is no insight in the rank of Toyota (as Figure 5.2 (a))
in above example; but there is an insight in its children spaces (e.g., (*, Toyota,
SUV) in Figure 5.2(b), where SUV is a value for the Category dimension). Such
non-monotonicity prevents us from utilizing existing aggregation computation

methods [36, 103], which require the function to be monotonic.
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Figure 5.2. Examples of hon-monotonicity
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While the problem of automatic insight extraction is challenging, we develop
efficient evaluation techniques that render insight extraction feasible for large-
scale applications (i.e., the execution time of our solution is sub-linear with data
size). Specifically, we devise a suite of optimization techniques to reduce the

computation cost. The contributions of this work are:

1. Formulate the top-k insight problem (Section 5.2) and propose a meaningful

scoring function for insights (Section 5.3);

2. Propose the architecture of our top-k insight extraction system (Section 5.4)

and the computation framework (Section 5.5);

3. Design a suite of optimization techniques — pruning, ordering, specialized
cube (Section 5.6) and computation sharing (Section 5.7) to speedup insight

extraction;

4. Verify the effectiveness of top-k insights on three real datasets by case study
and user study (Section 5.8), and demonstrate the efficiency of our proposal

(Section 5.9).

The remainder of this chapter is organized as follows. Section 5.2 formulates
our problem and Section 5.3 provides a meaningful score for insights. Section 5.4
describes the architecture of our proposed system and discusses its extensibil-
ity. Sections 5.5, 5.6 and 5.7 present the computation framework and a suite
of performance optimization techniques. Sections 5.8 and 5.9 demonstrate the
effectiveness and efficiency of our proposal, respectively. Section 5.10 concludes

this work and discusses the further research topics.
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5.2 Problem Statement

In this section, we provide formal definitions of the multidimensional data
model, composite extractors, and the score function of insights. Finally, we

formulate our insight extraction problem and analyze its search space.

5.2.1 Data Model and Subspace

We are given a multidimensional dataset R(D, M) where D = (Dy, ..., Dyg)
is the list of dimension attributes, and M is the measure attribute. Let dom(D;)
denote the domain of attribute D;. We assume that each D; satisfies |dom/(D;)| >
1

Consider the entire OLAP cube defined on the dataset D. Given a cube cell,

we can describe its attributes’ values by a subspace S and its aggregate value by

a measure S. M, as defined below.

Definition 5.1 (Subspace) A subspace is defined as an array S = (S[1], ..., S[d]),
where S[i| can take a value in dom(D;) or the value * (i.e., ‘all’ values). Given
the dataset D, the aggregate measure S.M 1is defined as the aggregation of tuples

i D that match with S.

For simplicity, we also call S.M as the measure of subspace S.

It is convenient to analyze the change of cube cells (i.e., subspaces) by vary-
ing a single dimension. Therefore, we define a sibling group to cover subspaces

that differ on a single dimension only.

!"We discard any attribute D; with |dom(D;)| = 1 because such an attribute is not meaningful for
analysis.
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Definition 5.2 (Sibling group) Given a subspace S and a dimension D;, a
sibling group is defined as SG(S, D;) = {S" : S'[i] # « A Vj #14,5'[j] = S[j]},
i.e., a set of subspaces that differ on D; only. We also call D; as a dividing

dimension for SG(S, D;).

Ezample: Table 5.1 illustrates an example dataset (car sales). It contains two
dimensions (Year, Brand) and a measure (Sales). By fixing the year (to 2010) and
varying the brand, we can compare the sales of different brands in the same year:
(2010,Ford), (2010,BMW), (2010,Honda), (2010,Toyota). These four subspaces
belong to the sibling group SG((2010,*),Brand).

[ Tuples [ Tuples [ Tuples [ Tuples ]

2010, Ford, 13

2010, BMW, 20

2010, Honda, 40

2010, Toyota, 38

2011, Ford, 10

2011, BMW, 18

2011, Honda, 35

2011, Toyota, 34

2012, Ford, 14

2012, BMW, 20

2012, Honda, 36

2012, Toyota, 34

2013, Ford, 23

2013, BMW, 17

2013, Honda, 43

2013, Toyota, 29

2014, Ford, 27

2014, BMW, 19

2014, Honda, 58

2014, Toyota, 36

Table 5.1. Car sales dataset (Year, Brand, Sales)

5.2.2 Composite Extractor

We shall conduct analysis operations on a sibling group in order to derive
an observation. First, we introduce an extractor as a basic analysis operation on

a sibling group.

Definition 5.3 (Extractor) An extractor £ takes a sibling group SG(S, D) as
input, and computes for each subspace S. € SG(S, D) a derived measure S..M'’
based on (i) Sc.M and (i) {(Sy,Se.M) : S € SG(S, Dy)}, i.e., the measures
of all subspaces in SG(S, D,).
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Inspired by Sarawagi et al. [75, 78] and market share analysis?, we propose
four instances of extractors (i.e., Rank, %, Agyg, Aprev) and describe their se-
mantics in Table 5.2. The extractor Ay, imposes an requirement that D, must
be an ordinal attribute, because prevp,(S.) refers to the previous subspace of
S. along D,. The other extractors are applicable to any type of attribute. In
addition to these extractors, we also allow data analysts to define their own

extractors for their applications.

’ Extractor £ ‘ Derived measure S..M’ for S, ‘ Requirement
Rank the rank of S..M in SG(S, D,) nil
% % of S¢.M over the SUM of measures in SG(S, D) nil
Agvg Sc.M— the AVERAGE of measures in SG(S, D,) nil
Aprey Se.M —prevp, (S¢).M D, is ordinal

Table 5.2. List of extractors, with the input SG(S, D,,)

Ezxample: We illustrate the output of the above extractors in Table 5.3. Consider
the sibling group SG(S,Year), where S=(* Ford). The extractor Rank computes
the rank of each S, among all years. the extractor % calculates the percentage
of each S, among all years. The extractor Ag,y returns the difference of each S,
from the average measure. The extractor Ap,.., obtains the difference of each S

from its previous subspace along Year.

Sib. group | Measure | Derived measure S.. M’ for
SG(S, D) S¢.M | Rank \ % \ Agvg \ Aprev
(2010,Ford) 13 4 15% | 44
(2011,Ford) 10 5 11% | -74 -3
(2012,Ford) 14 3 16% | -3.4 4
(2013,Ford) 23 2 27% | 5.6 9
(2014,Ford) 27 1 31% | 9.6 4

Table 5.3. Examples for extractors

2ht'cps ://en.wikipedia.org/wiki/Market_share_analysis
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We then introduce a composite extractor C. to capture a multi-step analysis

operator on a sibling group.

Definition 5.4 (Composite extractor) Given a depth parameter T, a com-
posite extractor C. is defined as a length-T array of pairs (Celi].£, Ce[i]. Dy) such
that it satisfies: (i) Ce[1].€ is an aggregate function and C.[1].D, is the measure
attribute M, (ii) each Ccli] (i > 1) is an extractor, and (iii) adjacent extractors

are compatible. 3

Composition Taxonomy: We give a well-defined composition closure to ensure
the validity of generated composite extractors, as shown in Table 5.4. The result
of extractors in the first column serves as the input of extractors in the first row.

v’ means a meaningful composition, ’X’ means a meaningless composition.

Example: The composite extractor C. = (SUM, (Aprev, Year), (Rank, Brand)) is
valid according to Table 5.4. It corresponds to the semantic that ranks the value
of “difference from previous year” across all brands in the dataset in Table 5.1.
However, the composite extractor C, = (SUM, (Rank, Year), (%, Brand)) is
invalid, because it does not make sense to calculate the percentage of ranking

positions.

| & [ Rank [ % | Davg | Dprev |
Rank v X v v

% v x|V v
Aavg v X v v
Aprev v X v v

Table 5.4. Composition taxonomy for adjacent extractors

3Two extractors Ce[i] and Ce[i + 1] are compatible if the output set of Ce[i] can be used as the input
of Celi + 1].
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We assume that the aggregate function is SUM on the measure attribute
M in the dataset. Nevertheless, we will consider other aggregate functions and
multiple measure attributes in Section 5.4.2. The depth parameter 7 captures
the complexity of a composite extractor. When 7 = 1, a composite extractor is
the same as the aggregate function. We recommend to set 7 to 2 or 3, which
are analogous to first-order and second-order derivatives in Mathematics, respec-
tively. For the examples in Figure 5.1, we can express steps 1-2 by a depth-2
composite extractor C. = ((SUM,Sales),(Apcv,Year)), and express steps 1-3 by
a depth-3 C. = ((SUM,Sales),(Apyey, Year),(Rank, Brand)).

Next, we define the result set of applying a composite extractor C. on a

sibling group SG(S, D,), as in Definition 5.5.

Definition 5.5 (Result set of composite extractor) A composite extrac-
tor C. takes sibling group SG(S, D,) as input, and computes the result set ® =
{(58",8" M;): S €SG(S,D,)}, where the S..M; denotes the level-i derived mea-
sure of a subspace S, with respect Ccli]. The value of S..M; is defined recursively

as follows.

At any level i > 1, we obtain each S'.M; by applying the extractor C.[i].£
on the set {(Se, Se.Mi_1) : S € SG(S5,Cei].Dz)}.

At level i=1, S". M is the aggregate result on the measure M.
Ezxample: Figure 5.3 shows the result set ® after applying the composite ex-

tractor C. = ((SUM,Sales),(%,Year)) on the sibling group SG((* Ford),Year).

For example, at level 2, the derived measure of S.=(2014, Ford) is: S..My =

Se. M _ 27 _ . : :
S oty ST TIFIOTUTIIE 31%, as illustrated in Figure 5.3,
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where S".M; is SUM(S’). We will propose an algorithm to compute the result

set in Section 5.5.2.

S; Se. My 13 S, Se. M,
3+10+14+23+27

<2010, Ford> 13 <2010, Ford> 15%

<2011, Ford> 10 <2011, Ford> 11%

<2012, Ford> 14 <2012, Ford> 16%

<2013, Ford> 23 27 <2013, Ford> 27%

<2014, Ford> 27 13+10+14+23+27 <2014, Ford> 31%

Figure 5.3. Example of composite extractor computation

In some cases, a composite extractor is not applicable to some sibling groups.
For example, the composite extractor ((SUM,Sales),(%,Year))) cannot be applied
on the sibling group SG((*,*),Brand) because the subspaces in the group do not
have known values in the dimension ‘Year’. We discuss how to test the validity

of a composite extractor C. on a sibling group SG(S, D;) as follows.

Definition 5.6 (validity of SG(S, D;) and C.) A sibling group SG(S, D,) is a

valid input for composite extractor C. iff for each pair (&, D) in C., Dy=D,

or S[Dy] # *.
Sibling group Sibling group
SG(<#,Ford >,Year) SG(<*,*>,Brand)
Composite extractor
<2010, Ford> <*, Honda>
...... level Extractor <* Toyota>
<2014, Ford> <*, Ford>
Result set Valid/ 2 (% Year) <*, BMW>
S, Se. M’
<2010, Ford> | 15% 1| (SUM, Sales) Invalid

<2014, Ford> | 31%

Figure 5.4. Example of SG(S, D;) and C,
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Ezample: In Figure 5.4, a sibling group SG((*,Ford),Year) is valid for the com-
posite extractor C. = ((SUM,Sales),(%,Year))), as the dimension ‘Year’ in C.[2]
has known values in every subspace S. of SG((* Ford),Year). However, the sib-
ling group SG((*,*),Brand) is not valid for the same C. because SG((*,*),Brand)

does not have known values in the dimension ‘Year’.

5.2.3 Problem Definition

Intuitively, business analysts are interested in exceptional facts (e.g., sig-
nificant differences within a sibling group) and unexpected trends (e.g., rapid
rise during a time period). Let ® be the result set after applying a composite
extractor Ce on a sibling group SG(S, D;). We propose to extract two types of

“insights” from ®.

1. Point insight (outstanding): Outstanding (No.1 / Last) means that a
subspace is remarkably different from others in terms of S.. M.

2. Shape insight (trend): This insight is applicable when D; is an ordinal
dimension. A rising / falling trend means that S..M exhibits such a trend

when D; increases.

We are also aware of other types of insights, e.g., those in the Microsoft
Power BI product [4]. We will discuss the extensions of our solution for other

types of insights in Section 5.4.2.

Formally, we denote a specific insight instance by (SG(S, D;),C., T) where T
is an insight type. Our problem is to find the top-k insights according to a score

function S(SG(S, D;),Ce, T), which we will elaborate in Section 5.3.
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Problem 1 (Insight problem) Given a dataset R(D, M) and composite ex-
tractor depth 7, find top-k insights {(SG(S, D;),Ce, T)} with the highest scores
among all possible combinations of sibling groups, composite extractors, and in-

stght types.

Search Space Size: Before presenting our solutions, we first analyze the search
space size of our problem, i.e., the number of possible insights (SG(S, D;),Ce, T),
where SG(S, D;) is a sibling group, C. is a composite extractor, and T is an insight
type. In our analysis, let ® = max?_, |dom(D;)| be the maximum domain size,
B be the number of extractor types, and |T| be the number of insight types. The

search space of our solutions is as follows.

Lemma 5.1 (Search space size) The number of possible insights is O(|T|-d-
(B-d)" - (D +1)7).

Proof. First, the number of insight types is |T|. For the number of sibling
groups, the number of subspaces is O((® + 1)9), and there are O(d) choices for
D;.

An extractor (£,dim) has O(8 - d) possible choices. Since a composite ex-
tractor contains 7 — 1 extractors, there are O((8 - d)™"!) possible composite

extractors.

By multiplying the above terms, we obtain the number of possible insights:

O(IT|-d-(B-d)"" - (D +1)%). O

The scope of this work: The insight problem involves two evaluation metric-

s: (i) efficiency, and (ii) effectiveness. For efficiency, we propose a computation
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framework (in Section 5.5) with optimization techniques (in Sections 5.6, 5.7) to
find exact top-k insights efficiently. For effectiveness, we present our method-
ology to measure the score of an insight (in Section 5.3), and then verify the
effectiveness of top-k insights by case study and user study on real datasets (in

Section 5.8).

5.3 Meaningful Insight Score

The insight score reflects the interestingness of an insight. In order to rank
different insights, the insight score metric should exhibit: (i) generality (i.e., ap-
plicable to different types of insights), (ii) comparability (i.e, fair across different

types of insights).

We first discuss existing works for evaluating the interestingness of informa-
tion in the literature. In the problem context of [102], the score of a subspace S
is defined as:

S(¢, S) = Rank(g, S)~! - ObjCount(S)

where ¢ is a given query tuple, ObjCount(S) is the number of tuples in S, and
Rank(q, S) is the percentile rank of ¢ among tuples in S. Unfortunately, their
score function cannot be readily applied to our insights because (i) our problem
does not have any query tuple, (i) the functions Rank(g, S)~! and ObjCount(S)

do not capture the characteristics of our insights (e.g., point and shape insights).

The concept of interestingness has also been studied in the context of OLAP
cube analysis [77, 76, 100]. All of them define interestingness of a cell value (in the

cube) by how surprising that value differs from the expectation. The expectation
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is often set by the system in [77, 100], whereas [76] allows a user to specify a
list of “known cells” in order to set the expectation for other cells. Following
the above works, [28] propose to measure the interestingness of facets in textual
documents by using p-value. Unfortunately, all these notions of interestingness
are not applicable for our problem as they do not satisfy the properties (e.g.,

generality, comparability) of insight score.

5.3.1 Insight Score Function

We propose a more appropriate score function for an insight (SG(S, D;),Ce, T)
as:

S(SG(S, D;),Ce, T) = Imp(SG(S, D;)) - Sigy(®) (5.1)

where Imp measures the impact in the sibling group SG(S, D;), Sigr measures
the significance of type-T insight observed from ®, and & is the result of C. on
SG(S, D;).

The Impact Measure Imp: From the business viewpoint, the impact repre-

sents the market share of S. We employ
Imp(SG(S, D)) = X grese(s.p,y SUM(S") /SUM((x, -+ , %)),

so that its value domain is normalized in the interval [0, 1].

The Significance Measure Sigy: It reveals the uncommonness of an observed
insight in the result set ®. The higher score, the more uncommon/unexpected
of that insight. We intend to formulate Sigt based on the p-value, which essen-

tially measures how extreme an event is. It also allows fair comparisons among
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different types of insights because p-value is already normalized between 0 and
1. In addition, the usage of p-value has been justified by the user-study in [28].

Therefore, we use p-value to measure Sigt.

5.3.2 The Sig of Insight

In statistics, the p-value is defined as “the probability of obtaining a result
equal to or more extreme than what was actually observed, with the given null
hypothesis being true” [57]. To achieve generality, we measure the p-value of
different types of insights by using different kinds of null hypotheses. We suppose
that the null hypotheses for different type of insights are common in real world.
We then propose significance functions for point insight and shape insight. The

detailed methodologies as follows.

5.3.2.1 Insight evaluation

We describe the significance evaluation procedure for each type of insight in

Table 5.5.

Please note that, alternatively, users may customize null hypotheses for per-
sonalized analysis and employ their own significance functions. We will discuss

them in the extensions in Section 5.4.2.

Measuring Sig of Point Insight. Let X = {x1, x9, ..., ,,} be the set of numeric
values in the result ®. In the business domain [8], the sales of products often

follow a power-law distribution®. Thus, we set the null hypothesis of point insight

4https ://en.wikipedia.org/wiki/Long_tail
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Insight types

\ Description & Significance definition

Point Insight:
outstanding No.1

Given a group of numerical values X = {z1, z2, ..., 2p, },

the significance of the biggest value x4, being Outstanding No. 1 of
X is defined by the p-value against the null hypothesis Hy:

X follows a power-law distribution.

Significance
calculation:

p-value of
outstanding No.1

i) sort X' in descending order;

ii) conduct regression analysis for the values X /2 qz

using power-law function « - i~? | where 7 is index

iii) use residuals in regression analysis to train a Gaussian model N (u,d);
iv) obtain the residual €40 bY Timaz — Tmaz

v) calculate the p-value by P(e > €pnqz|N (i, 9)).

vi) compute the significance of Zyqz by 1 — P(€ > €maz| N (1, 0))

outstanding Last

Replace Zpae € X by Zmin € X, and the significance calculation
is the same as Qutstanding No.1

Example

cf. Figure 5.7

Shape Insight:

A time series has an remarkable trend (increase/decrease) with a certain
turbulence level (steadily/with turbulence).

trend For a time series X = (1, z2, ..., ), the trend insight reflects a
relatively sustained trend of X;.
The significance of shape insight is defined by the p-value against
the null hypothesis Hy : X forms a shape with slope = 0
Significance i) fit X to a line by linear regression analysis and obtain goodness-of-fit value r2.
calculation: ii) compute the slope of the X’s fitted line
trend iii) employ a logistic distribution to capture the distributions of slope
L(p,A), n=0.2and A =2
significance  |iv) calculate the p-value by P(s > |slope||L(u,d))
v) compute the significance of X by r? - (1 — P(s > |slope||L(p,6)))
Example cf. Figure 5.8

Table 5.5. Insights categories and evaluation procedures
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as:

Hj : X follows a power-law distribution

The p-value should reveal how surprisingly the maximum value differs from the

rest of values in ® with the hypothesis Hy is true’.

First, we sort X in the descending order and obtain the maximum value
ZTmaz- Then, we fit the values in X' /{Zyq:} to a power-law distribution, like in
Figure 5.5(a), where the prediction errors of z; € X' /{Zmas} (i-e., subtracting
observed value z; from estimated value &;, also called residuals) approximately
follow Gaussian distribution N (u,d). Next, we obtain how surprisingly x4, was
observed against the hypothesis Hy is true by (i) deriving z,4,’s prediction error
by €mar = Tmaz — Tmaz, (i) calculating the corresponding p-value p = Pr(e >
€maz|IN (11, 9)), as we depicted in Figure 5.5(b). Finally, we obtain the significance

as Sigr(®) =1—p.

A
Xmax

B
xmazc_[
¢

Y-
xmax

Pr(e > €B|N(u, 6))=0.62

r(e > e4|N(u, §))=0.09

Power-law distribution

Residual

1
1
i
!
1
1
!
1
!
i
|
i
1
i
m

€8 = xf i Bmax et = x‘;lnax'imux
(a) Power-law distribution (b) p-value

Figure 5.5. The significance of point insight

We illustrate an example in Figure 5.5. For the result set ® 4, the prediction

A

max

error 22 .. is large, so we obtain p = Pr(e > ¢4 |N(u,8)) = 0.09 and derive the

significance as Sigt(®4) = 1—p = 0.91. For the result set ® g, the prediction error

B
max

Ty . 18 small, so we derive the significance as Sigr(®4) = 1—p =1-0.62 = 0.38.

5
°We omit the minimum value discussion, as it is similar with the maximum case.
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Thus, ®4 is more significant than @ .

Measuring Sig of Shape Insight. Let X = (x1, 9, ...,2,) be the time series
of values in the result ®. It is common that the trend is neither rising nor falling.

Therefore, we set the null hypothesis as:

Hy : X forms a shape with slope = 0

In business intelligence applications, data analysts are attracted to a clear ris-
ing/falling trend, whose slope is very different from 0. Thus, the p-value should

measure how surprisingly the slope differs from 0.

»

z slope, = 1.02,77 20:99 Pr(s > |slopeg| | L(1 1))=0.79

£ i

T ¥ : > |slopey| | L(u, 1))=0.11
é (] [ ° |

a8 o - T '

#""Slopey = 0.11, 72 = 0.92 E s
- - i ] uo |
Year -slope, -slopegp slopep slope,
(a) Slope of trends (b) p-value

Figure 5.6. The significance of shape insight

First, we fit X to a line by linear regression analysis (see Figure 5.6(a)),
and then compute its slope slope and the goodness-of-fit® value 2. According to
[13], the distribution of slopes should follow a logistic distribution L(u, \), where
i, A are constant parameters. In Figure 5.6(b), the p-value is the probability of
the slope values equal to or larger than the observed slope of the rising trend”.
Specifically, we compute the p-value as p = Pr(s > |slope| | L(i, A)). Finally, we

define the significance as Sig(®) = r2 - (1 — p), where the goodness-of-fit value

6https://en.wikipedia.org/wiki/Coefficient_of_determination
"We omit the falling trend discussion, as it is similar with rising trend.
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r? is used as a weight.

We illustrate an example in Figure 5.6. Consider the shapes of blue dots and
red dots in Figure 5.6(a). After fitting blue dots to a line, we obtain the slope
slope4 = 1.02 and the goodness-of-fit value 7"124 = 0.99. Similarly, after fitting red
dots, we obtain slopeg = 0.11 and 7“?3 = 0.92. As illustrated in Figure 5.6(b), we
then compute: p4 = 0.11 and pg = 0.79. In this example, since slopes > slopep,
the significance of A (i.e., 0.88 = 0.99 % (1 — 0.11)) is larger than that of B (i.e.,
0.19).

Examples in real dataset. Figure 5.7 shows the significance value of the in-
sight “outstanding No.1” for two different pairs of (SG(S, D;),C.). Figure 5.7(a)
shows that the highest bar is remarkably higher than other bars, thus the signif-
icance value is high (0.96). In Figure 5.7(b), since the highest bar is not much

higher than other bars, the significance is relatively low (0.36).

N 15645 b= Category:SUV o
= = 30
> 10e+5 RS >
£ 5e+5 E§§§§ S
2 B o0
2 2
B 0 2% E
a a} 15

-5e+5 - S .

F N P o 2014 2013 2010 2012 2011
Qo@ Q;@ O\&O Q@’Q & & & Year
(a) Sig = 0.97 (b) Sig = 0.36

Figure 5.7. The significance of outstanding No.1

As another example, we then illustrate the significance of shape insights. In
Figure 5.8(a), the derived measure increases quickly from 01/2010 to 04/2011

(i.e., high slope), thus its significance is high (0.99). However, in Figure 5.8(b),



5.4. SYSTEM ARCHITECTURE

120

the derived measure rises slowly, so its significance is low (0.31).
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Figure 5.8. The significance of rising trend

5.4 System Architecture

We first describe the architecture of our top-k insight extraction system in

Section 5.4.1, and then discuss the extensibility of our system in Section 5.4.2.

Finally, we highlight the in-memory techniques in this work in Section 5.4.3.

5.4.1 Architecture Overview

which consists of three

5.9 depicts the architecture of our system,

Figure

layers.

1. The system configuration layer (at the bottom) allows user to configure

system settings, e.g., specify a new insight type, or customize the null

hypothesis based on the user’s belief. We will elaborate this layer in Section

5.4.2.
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2. The insight extraction layer (in the middle) is the core component of our
system. First, it enumerates every possible pair (SG(S, D;),C.) of sibling
group and composite extractor. Then, it feeds each pair (SG(S, D;), Ce) into
the computation engine and then invokes the insight engine to compute the

score. During this process, the layer maintains the top-k insights list.

3. The user interface layer (at the top) is front-end of our system. It presents

and visualizes the top-k insights to the users.

—— User

Interface
g Top-k insights ‘I
+—
%
A
% Composite IEnSI.ght
ngine
5' data | | extractor C : esultset Insight
£ Sibling -1 . sig | | EXtraction
n group SG — mp * Sig
§ Enumeration
©
+ —
g NS 7
— System
Configuration Engine Configuration
J

Figure 5.9. Top-£ insight extraction system architecture

5.4.2 Extensibility

We have suggested some type(s) of the aggregate function, extractors, dataset,
insights, and their score functions so far. Nevertheless, our system is extensible

as follows:

Aggregate function and extractors: A composite extractor must take an

aggregate function as the level-1 extractor, and then take any other extractor
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at higher levels. First, we support many typical aggregate functions in OLAP,
e.g., SUM, COUNT, AVERAGE, MAX, MIN. For example, we will consider the
aggregate function COUNT, in the user study in Section 5.8. Second, we also
allow the data analyst to define his own extractor (i.e., difference from Rank-
1) . Regarding the validity of composing extractors, we only need to slightly
revise the composite extractor adjunct taxonomy (cf. Table 5.4) to ensure the

validation of generated composite extractors.

Dataset: Since our system is built on top of an OLAP system, it can deal
any kind of dataset in the OLAP system. For a dataset with multiple measure
attributes, user can either choose one measure attribute, or specify a derived
measure as a weighted sum of other measure attributes [47] in system configura-

tion layer.

Customization of insights: Our system supports other insight types, e.g., the
correlation between two trends, and the seasonality of a trend [4]. Our score
functions, e.g., significance functions, are also customizable. Recall in Section
5.3.2 that the significance of an insight type is defined based on p-value, which
essentially measures how extreme an event is against a “common observation” in
real world. Data analysts may customize their “common observations” by their

domain knowledge.

Customization of the search space: Expert users may have some idea about
what they are looking for. As such, we enable expert users to declare constraints
and limit the search space. For example, an expert user may only consider sibling

groups related to BMW in the car sales dataset.
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5.4.3 In-memory techniques

With the results and findings in Chapter 3 and 4, we proposed the in-memory
insight extraction system as Figure 5.9. Specifically, we illustrate efficient in-
memory data cube techniques in Section 5.6.3. We also improve cache locality

by sharing computation within / across sibling groups in Section 5.7.

5.5 Insight Extraction

We present a computation framework for insight extraction layer.

5.5.1 Computation Framework

Algorithm 5.7 is the pseudo-code of our computation framework for insight
extraction layer in the system architecture. It employs a heap H to keep the top-
k insights found so far. The algorithm needs to generate all possible instances of
composite extractor C. and sibling group SG(S, D;). Then, it computes the in-

sight from every (SG(S, D;),Ce, T), and updates H upon finding a better insight.

Generally, the number of sibling groups is much larger than the number
of composite extractors. To keep the memory consumption manageable, we
adopt the divide-and-conquer approach to generate sibling groups. Specifically,
we implement this by a recursive function (Lines 9-18), which consists of two

phases.

In Phase I (Lines 9-14), we first check whether the pair (SG(S, D;),Ce) is

valid. If yes, then we compute the result ® of the pair by Algorithm 5.8 which
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Algorithm 5.7 Insights ( dataset R(D, M), depth 7, result size k )

1: initialize a min-heap H < 0 > store top-k insights
2: let ubg be the k-th largest score in ‘H

3: O < enumerate all possible C, with depth 7 > enumerate C,
4: for each C, in O do

5: for i:=1 to d do > enumerate SG
6 initialize subspace S < (¥, %, -, *)

7 Enumeratelnsight( S, D;,C. )

8

: return H

Function: Enumeratelnsight ( S, D;, C. ):

9: if isValid ( SG(S, D;),C. ) then > Phase I
10: ® + Extract®( SG(S, D;),C. ) > Alg. 5.8: computation engine
11: for each T of insight do
12: S + Imp(SG(S, D;)) - Sigr(®) > Sec. 5.3: insight engine
13: if S > uby then
14: update H, uby by (SG(S, D;),Cc, T)

15: for each value v € dom(D;) do > Phase II
16: S « 8, S[D;] «w

17: for each j with S'[D;] = * do > enumerate SG
18: Enumeratelnsight( S', D;, C. )

will be elaborated in Section 5.5.2. Next, we compute the score for each insight

type and update H upon finding a better insight.

In Phase II (Lines 15-18), we create a child subspace S’ from S by instan-
tiating its value on dimension D;. For each S’, we pick a dimension D; where

S'[D;] = *, and then invoke a recursive call on the sibling group SG(S’, D;)

Ezxample: Given the dataset in Table 5.1, we illustrate the obtained insights
in Table 5.6. For ease of illustration, we only consider point insights and a
fixed composite extractor C. = ((SUM,Sales),(Apyey,Year)). In Table 5.6, each
row shows a sibling group SG(S, D;) and its insight score S, i.e., the product of
impact Imp and significance Sig. Due to the page limit, we do not show the steps
for computing Imp and Sig. When k& = 1, the top-1 insight corresponds to the

first row in Table 5.6.
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SG(S, D;) S = Imp - Sig Point insight:
outstanding No.1
SG((*,%), Year ) 0.61 = 1.00 - 0.61 (2014)

S
SG((*,BMW), Year

SG((*,Honda), Year ) | 0.16 = 0.38-0.42 (Honda, 2014)
SG((*,Toyota), Year ) | 0.14 =0.30-0.45 (Toyota,2014)
G((*,Ford), Year ) 0.02 =0.15-0.10 (Ford,2013)

0.01 =0.17-0.03 | (BMW,2012)

(

SG((2014,%), Brand ) | 0.07 = 0.25- 0.27
(
(

SG((2013,*), Brand 0.02 =0.20-0.12

)

) (2014,Honda)
SG((2012,*), Brand ) | 0.03=0.18-0.14 | (2012Honda)

) (2013,Honda)
SG((2011,%), Brand ) | 0.01 = 0.17 - 0.04 (2011, Ford)

Table 5.6. Insight candidates for C. = ((SUM,Sales),(Apyey, Year))

5.5.2 Computation Engine

We introduce Algorithm 5.8 to apply a composite extractor C, on a sibling

group SG(S, D;) and then compute a corresponding result set ®. It enumerates

each subspace S’ € SG(S, D;) (Line 3) and computes the derived measure of S’

with respect to C. (Line 4). Finally, it inserts each S’ with its derived measure

into ® and returns it to the caller.

Algorithm 5.8 Extract®( SG(S, D;),C. )

10:

12:
13:
14:
15:
16:

17:

initialize a result set ® «+ ()

for each value v in dom(D;) do
S« S, 8 [D;] +wv
M’ « RecurExtract( S, 7,C, )
insert (S’, M') into ®

return ¢

Function: RecurExtract( Subspace S, level, C. ):
if level > 1 then
initialize a result set ®jcper
D¢ + Cc[level].D,
for each value v in D¢ do
Sy — S/, SU[Df] — v
M < RecurExtract( S,,level — 1,C, )
insert (S, M) into ®jepe
M’ «+ derived S’.M’ by applying C.[level] on ®jepe
else
M’ + SUM( S")

return M’

> Def. 5.3

> SUM(S"): data cube
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Conceptually, the computation of the derived measure (at Line 4) involves
building trees in the top-down manner and running extractors on tree nodes
in the bottom-up manner. This can be implemented by a recursive function

‘RecurExtract’.

In this function, the parameter level indicates the current level of the ex-
tractor in C.. The initial level is 7, which corresponds to the highest level. Let
D¢ be the dimension used by the current extractor C.[level] (Line 9). We exam-
ine each child subspace S, (of S’), apply the level — 1 extractor to it recursively,
and insert S, with its derived measure into a temporary result set ®;.,e; (Lines
10-13). Finally, we apply the current extractor on ®j.,e; to compute the derived

measure at the current level.

When we reach the bottom level (i.e., level = 1), it suffices to compute the
SUM of measures in the subspace S’. This can be obtained efficiently from a

data cube.

Example: Consider the composite extractor C. = ((SUM,Sales),(Aprev, Year))
with the sibling group SG((2013,*),Brand) in Table 5.6. We illustrate the recur-
sive computation of derived measures in Figure 5.10. Each tree node represents
a recursive call of ‘RecurExtract’, and it is associated with a subspace S, and a
derived measure M. In the first phase, we build a tree in the top-down man-
ner. The second phase begins when we reach the bottom level (i.e., level = 1).
Next, we examine these tree nodes in the bottom-up manner and apply the corre-
sponding extractor on each tree node to compute its derived measure. Then, we
obtain the result set ®={((2013,Ford),9), ((2013,BMW),-3), ((2013,Honda),7),

((2013,Toyota),-5)}. Finally, we compute the Sig value of ® (cf. Section 5.3.2)
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and the Imp value in order to obtain the insight score (i.e., 0.02).

Phase I: build trees

Level 2: Apyep C {2013 + Ford | C {2013} + BMW | (w CT

Level 1: SUM k2012 Ford}H{2013 Ford}‘ ‘{2012 BMW}‘ 2013, BMW}‘ 2012, Honda} 2013, Honda}H {2012, Toyota} H {2013, Toyota} ‘

Phase II: compute derived measures

,,m =23-14=9 W,, =17-20=-3 W,, =43-36=7 ,,m, =29-34=-5

Level 2: Aprevf {2013} + Ford [ (2013} + BMW | [ (2013} + Honda | | (2013} +Toyota |
SUM 544 SUM¥ 23 20 SUM=17 gSUM— 6 SUM\ 43 gSU SUN = 29

Level 1: SUM ‘{2012 Ford}‘ 2013, Ford}‘ ‘{2012 BMW}‘ 2013, BMW}‘ ‘{2012 Honda}‘ 2013, Honda}H {2012, Toyota} H {2013, Toyota} ‘

Figure 5.10. Running a composite extractor on a sibling group
Ce = ((SUM,Sales),(Aprey, Year)), SG((2013,*),Brand)

Data cube optimization: Our framework performs aggregation frequently,

e.g., SUM(S) (Line 16 in Alg. 5.8), and Imp(SG(S, D;)) = SUMgresg(s,p,)(S)/SUM((*, *,

(Line 12 in Alg. 5.7). We can construct a data cube and utilize it to reduce the

aggregation cost.

A data cube [43, 16] is a collection of cuboids, where each cuboid stores
the group-by aggregate result for a particular set of dimensions. Figure 5.11(a)
illustrates a data cube built for a dataset with schema (A, B, C, M). It contains

eight cuboids. The content of cuboid (A, B) is shown in Figure 5.11(b).

To compute SUM(S) efficiently, we propose to store each cuboid as a hash
table. Given a subspace S, we can lookup the corresponding entry in the cuboid

and then retrieve SUM(S) in O(1) time.
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*
[ key: A, B [ value: M |
B C a1,by 2
a1, ba 3
a2, by 7
ag, ba 9
AB AC /BC o :
as, bs 1
ABC
(a) a data cube (b) cuboid (A, B)

Figure 5.11. Example of a data cube

5.5.3 Time Complexity Analysis

Since both Algorithms 5.7 and 5.8 spend most of the time on recursive calls,
we focus on analyzing the number of recursive calls in these algorithms. We follow
the notations in Section 5.2.3. In our analysis, ® = max® , |[dom(D;)| denotes

the maximum domain size, and 8 denotes the number of types of extractors.

For Algorithm 5.7: It invokes the recursive function ‘Enumeratelnsight’ for all
possible insights of (SG(S, D;),Ce, T). Each recursive call examines |T| types of
insights. Combining this with the results in Section 5.2.3, the number of recursive

calls to ‘Enumeratelnsight’ is O(|T|-d - (8-d)""! - (D + 1)9).

For Algorithm 5.8: It examines each value of attribute D; and thus calls the

recursive function ‘RecurExtract’ for ® times at most.

Let j be the current level in the function ‘RecurExtract’. When j > 1, the
function ‘RecurExtract’ examines each value of attribute C.[i].D, and thus calls

the function ‘RecurExtract’ for ® times at most.

In summary, the number of recursive calls to ‘RecurExtract’ is O(D-[[[_y domipas) =
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0(O").

5.6 Optimization techniques

In this section, we propose optimization techniques to reduce the running

time of our solution.

5.6.1 Pruning by Upper Bound Score

Consider the computation of insight score at Lines 10-12 in Algorithm 5.7.
The term Imp(SG(S, D;)) can be computed efficiently (cf. Section 5.5.2). How-

ever, it is expensive to compute ® as it invokes Algorithm 5.8.

To reduce the cost, we propose an upper bound score

SYB(SG(S, D;),Ce, T) = Imp(S) (5.2)

and show that it serves as an upper bound of the insight score (cf. Lemma 5.2).

Lemma 5.2 (Upper bound property)

SYB(SG(S, D;),Ce, T) > S(SG(S, D;),C., T)

Proof. By Def. 5.2, we have Imp(SG(S, D;)) = Imp(S) with S[i] = % (Line 17,
Alg 5.7). Hence, S(SG(S, D;),Ce, T) = Imp(S) - Sigr(®). Since Sigr(P) < 1, we
have: S(SG(S, D;), Ce, T) < Imp(S) = SUB(SG(S, D;), Ce, T). -
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With this lemma, we can implement the following pruning rule before Line 10
in Algorithm 5.7. We compute SUZ(SG(S, D;),Ce, T) and then compare it with
uby, (i.e., k-th insight score found so far). If ub; > SUB(SG(S, D;),Ce., T), then

we skip the execution of Lines 10-14.

5.6.2 Subspace Ordering

The effectiveness of the above pruning rule (cf. Section 5.6.1) depends on uby,
(i.e., k-th insight score found so far). To enable effective pruning, it is desirable
to obtain a high ub; as early as possible. Therefore, we propose techniques to

reorder both outer and inner loops (Lines 15-18) in Algorithm 5.7.

Ordering of outer-loop (Lines 15-16): Observe that the upper bound score
SUB(SG(S', D;),Ce, T) = Imp(S’) depends on S’ only. Thus, we propose to com-
pute SUB for each subspace S’ at Line 16, and then examine those subspaces in

descending order of SUB.

Ordering of inner-loop (Lines 17-18): An intuitive strategy is to order
dimensions in ascending order of the domain size |dom(D;)|. When |dom(Dj)| is
small, few subspaces will be generated and the average impact of each subspace
is expected to be high. This would increase the possibility to obtain a high uby

early.

5.6.3 Sibling Cube

Our framework incurs significant overhead on (i) hash table lookup oper-

ation per computing SUM(S) (cf. Section 5.5.2), and (ii) sorting operation in
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implementing subspace ordering (cf. Section 5.6.2).

In this section, we propose an sibling cube in order to reduce the number
of lookup operations in hash tables. Furthermore, our sibling cube can avoid

redundant sorting operations in our framework.

5.6.3.1 Sibling cube structure

Our sibling cube is designed in a fashion that suits better with the opera-
tions used in our framework. Specifically, our sibling cube is a collection of the

following cuboids:

Definition 5.7 (Cuboid in sibling cube) A cuboid is labeled by (D’) o D;,

where D' C D is a subset of dimensions and D; is a dimension not in D’.

The cuboid contains a cell for a subspace S if Vj € D', S[j] # * and Vj ¢

D', S[j] = *.

The cell for subspace S is an array of pairs ((vy, My) : vy € dom(D;)) sorted
in the descending order of M,. We require that M, = SUM(S"), where S" is a

child subspace of S with its dimension D; set to v,.

Following the example in Section 5.5.2, we consider a dataset with schema
(A, B,C; M). We compare a data cube with our sibling cube in Figure 5.12. A
cuboid in a data cube contains many cells (see Figure 5.12(a)). On the other
hand, a cuboid in an sibling cube contains fewer cells but each cell stores more

information (see Figure 5.12(b)).
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Compared to the data cube, the sibling cube occupies at most d times the
space in the worst case. Nevertheless, the iceberg cube technique [16] can be
adapted to shrink our cube size significantly. Specifically, we only store entries
whose measures are above minsup% (e.g., 0.1%) of measure in the dataset. Our
experimental study shows that our sibling cube is small enough to fit in main

memory.

In the following discussion, we demonstrate the advantages of using the

sibling cube over the data cube.

5.6.3.2 Reducing hash table lookup operations

Our algorithms in Section 5.5 execute this operation: “Given a sibling group

SG(S, D;), retrieve SUM(S’) for each subspace S’ € SG(S, D;).”

For example, we take SG({a1, *), B) as the sibling group and assume dom(B) =
{b1, b2, b3}. When using a traditional data cube, we issue three lookup operations

(a1,b1), (a1, b2), (a1, b3) to the cuboid in Figure 5.12(a).

With our sibling cube, it suffices to issue one lookup operation (aj) to
the cuboid in Figure 5.12(b). Then, we can retrieve the list of entries for

(a1, b3), (a1, b2), {(a1,b1) and process the list sequentially.

[ key: A, B [ value: M ]

a1, by 2
ai,bs 3 [ key: A [  value B,M ]
a;.bl 7 ai b3,6 | ba,3 | b1,2
ajb 9 a2 02,9 | b1,7 | b3,5
2’2 as b2,8 | b1,4 | b3, 1
as, ba 8
as, bz 1

(a) data cube: cuboid (A, B) (b) sibling cube: cuboid (A) o B
Figure 5.12. Data cube vs. sibling cube
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In addition to reducing lookup operations, the sibling cube improves the
data access locality (e.g., converting random accesses to sequential accesses) and

benefits the performance of CPU cache [14].

5.6.3.3 Avoiding sorting operations in loop ordering

When we implement the outer loop ordering (see Section 5.6.2) at Lines
15-16 in Algorithm 5.7, we need to sort subspaces S’ € SG(S, D;) in descending

order of their upper bound scores (which can be derived from SUM values).

With our sibling cube, we can retrieve a sorted list directly and avoid sorting

operations on-the-fly.

We extend the computation framework (Algorithm 5.7) with the above op-
timization techniques, and then present the optimized computation framework

in Algorithm 5.9.

Algorithm 5.9 Insights+Optimized ( dataset R(D, M), depth 7, result size k )
1: run Lines 1-8 in Alg. 5.7

2: construct an sibling cube SIBCUBE > Sec. 5.6.3
3: sort D; € D by ascending domain size > Sec. 5.6.2
4: run Lines 4-8 in Alg. 5.7 > call the function below

Function: Enumeratelnsightl ( S, D;, C. ):

5. if isValid(SG(S, D;),C.) then

6: if ub, < SYB(SG(S, D;),C., T) then > Sec. 5.6.1
7 ® «+ use SIBCUBE in Extract®(SG(S, D;),C.) > Alg. 5.8
8: run Lines 11-14 in Alg. 5.7

9: sorted list L < SIBCUBE[S o D] > Sec. 5.6.3
10: for each value-measure pair (v, M) € L do > Sec. 5.6.2
11: S, +— S, Sl[Dz] —v

12: S .SUM «— M > stored value of SUM(S")

13: run Lines 17-18 in Alg. 5.7 > Line 18: Enumeratelnsightl
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Algorithm 5.9 is an optimized version of Algorithm 5.7 (cf. Section 5.5.1)
that incorporates all optimization techniques in the above subsections. We em-
ploy a pruning technique (cf. Section 5.6.1) at Line 6. We apply loop ordering
techniques (cf. Section 5.6.2) at Lines 3 and 10. Also, we construct an sibling
cube SIBCUBE (cf. Section 5.6.3) at Line 2, and then use it at Lines 7 and 9-10.
At Line 12, we store the value of M, obtained at Line 10, in S".SUM. When the

recursive call requires SUM(S"), it can access S'.SUM immediately.

5.7 Computation Sharing

This section presents computation sharing techniques to further accelerate

our solution.

5.7.1 Sharing within a Sibling Group

First, we identify sharing opportunities within a sibling group in an example.

Then, we devise the condition for sharing.

As an example, suppose that we apply the composite extractor C. = ((SUM,Sales),(%, Year))
on the sibling group SG((x,BMW), Year). Figure 5.13(a) illustrates the compu-
tation process of Algorithm 5.8 on this example. Observe that these trees have
the same content at level 1, as highlighted by red rectangles. In order to reduce
computation cost, we propose to identify the shared content and compute it only

once, as shown in Figure 5.13(b).

We discover that significant computation can be saved when certain con-

dition is satisfied. Specifically, we prove in Lemma 5.3 that, if a sibling group
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Level 2: % (x, BMW), 2010 (*, BMW), 2012 (x, BMW), 2014

r's 2 < ~ Z

Level 1: SUM| 20 | 18 | 20 | 17 | 19 20 ‘ 18 ‘ 20 ‘ 17 ‘\19 20 ‘ 1; ‘ 2'0 “17 ‘\19

BMW 2010 2011 2012 2013 2014 BMW 2010 2011 2012 2013 2014 BMW 2010 2011 2012 2013 2014
(a) no sharing

Level 2:% | (x BMW)2010| = |(xBMW),2012| - |(x,BMW)2014 |

Level 1: SUM ‘ 20 | 18 | 20 | 17 | 19 |
BMW 2010 2011 2012 2013 2014
(b) sharing with a sibling group

Figure 5.13. Running a composite extractor on a sibling group
C.=((SUM,Sales),(%,Year)),SG({x,BMW),Year)

SG(S, D;) and the last extractor of C. have the same dimension (i.e., C.[7].D,; =

D;), then we can share the intermediate result at level 7 — 1.

Lemma 5.3 (Sharing within a sibling group) Given a composite extractor
Ce and a sibling group SG(S, D;), if Ce[T].Dy = D, then all subspaces of SG(S, D;)

share the same intermediate result at level 7 — 1.

Proof. Let S’ € SG(S, D;) be a subspace. Since S" and S differ on dimension
D; only, we have: SG(S’, D;) = SG(S, D;) —(%).
According to Definition 5.5, we derive S". M from the set ®' = {(S,, Sc.M;_1) :

S. € SG(S',Ce[7].Dx)}-

By combining (%) with the given condition C.[7].D; = D;, we derive:
SG(5',Ce[7]).Dz) = SG(S, D;). Therefore, ® is independent of S’ and it can
be used to derive S”. M, for any S” € SG(S, D;). O

We enhance the computation engine (Algorithm 5.8) with the above sharing

idea, and then obtain the optimized version in Algorithm 5.10.
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Algorithm 5.10 Extract®ll( SG(S, D;),C. )
if D; # Cc[7].D,, then > test for Lem. 5.3
& «+ Extract®(SG(S, D;),Ce) > Alg. 5.8
else
initialize a result set ® < ()
S+ S, S'[D;] + dom(D;).first
(M',®.) < RecurExtractll( S, 7,C. )
for each value v € dom(D;) do
S'+ S, S'[D;] + v
M’ « derived S’. M’ after applying C.[7] on @
insert (S, M’) into ®

: return ¢

_ =
=)

Function: RecurExtractll( Subspace S’, level, C, ):
12: initialize a result set ®;oper
13: D¢ < C[level].D,
14: if level > 2 then

15: for each value v in D¢ do

16: Sy 5, Sy[D¢] v

17: (M), ®temp) < RecurExtractll( S, level — 1,C. )

18: insert (Sy, M,) into Pjepe

19: else

20: Pieper < SIBCUBE[S' 0 D] > Sec. 5.6.3
21: M’ « derived S’.M' by applying C.[level] on Pjepe; > Def. 5.3

22: return (M’ ®jeper)




CHAPTER 5. EXTRACTING TOP-K INSIGHTS FROM
MULTIDIMENSIONAL DATA 137

Algorithm 5.10 applies Lemma 5.3 (cf. Section 5.7.1) to accelerate the com-
putation of C. on SG(S, D;). First, we check the condition in Lemma 5.3. If it is
not satisfied, then we revert back to calling Algorithm 5.8. Otherwise, we invoke
the function ‘RecurExtractll’ to compute an intermediate result set @, (Line 6)

and then reuse it to obtain the derived measure for each subspace in SG(S, D;).

Note that ‘RecurExtractll’ returns a pair (M', ®jeper), where ®jepe; is the
intermediate result set for computing the derived measure M’ of subspace S’.

Actually we only need @, at level 7 and only M’ at other levels.

5.7.2 Sharing across Sibling Groups

We proceed to investigate sharing opportunities across multiple sibling group-

Consider our computation framework in Algorithm 5.7. After fixing the
composite extractor C. (at Line 4), we enumerate sibling groups and apply C,
on each of them. In this example, we assume C.=((SUM,Sales),(%,Brand)). Fig-
ure 5.14(a) illustrates the computation process when we apply C. on multiple sib-
ling groups: SG((2010, *),Brand) - - - SG({2014, *),Brand), then SG((*,Honda), Year)
-+ SG((x,Ford),Year). Observe that, at level 2, the derived measures in green
rectangles are the same as those in red rectangles. This happens because some
subspace ((2010,Honda):42%) appears in more than one sibling groups (SG((2010, *),Brand)
and SG((x,Honda),Year)).

We illustrate how this method works with the example in Figure 5.14(b).
We employ a temporary hash table ¥ to store the derived measure S’.M’ for

subspace S’ that we have processed before (in other sibling groups). Initially, ¥
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is empty. First, we examine SG((2010, %), Brand), and process four subspaces
(2010, Ford), (2010, BMW), (2010, Honda), (2010, Toyota). Since ¥ is empty,
we need to compute the derived measures for the above subspaces and then insert
them into W. Similarly, we populate ¥ when we examine SG((2011, %), Brand),
--+,5G((2014, %), Brand). Finally, when we examine SG((*,Honda),Year), we can

find its subspaces in W and thus retrieve their derived measures from ¥ directly.

We then discuss how to incorporate the above techniques into our algo-
rithms. First, we apply the above technique and obtain an efficient computation

engine in Algorithm 5.11).

Algorithm 5.11 Extract®lll( SG(S, D;), C, hash table ¥ )

1: initialize a result set ® < ()
2: for each value v in dom(D;) do
3: S"+ S, S'[D;] + v

4: if ¥ contains S’ then

5: M+ VY] > get from ¥
6: else

7 M’ < RecurExtract( ', 7,C. ) > function in Alg. 5.8
8: US|« M’ > store into W

9: insert (S’, M’) into ®

10: return ®

To save computation cost, we need to detect the shared content and reuse
it, as depicted in Figure 5.14(b). We present Algorithm 5.11 to integrate Algo-
rithm 5.8 with a sharing technique (cf. Section 5.7.2). It employs a hash table
U to store the derived measure S’.M’ for subspace S’ that we have processed
before (in other sibling groups). If ¥ contains S’, then we can retrieve its de-
rived measure from ¥ immediately. Otherwise, we need to compute the derived

measure and then store it into W.
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W
Level 2: % n?" %‘0 %‘0 q,*&\ Q,*&\ SG((*, Honda}), Year)
== SG((*, Toyota), Year)
S()i s(,&\ (,&\ G& (;kk s SG((*, Ford), Year)
Brand t t t t Brand = SG((+, BMIV'), Year)
Honda | 36% | 36% : Honda | 36% [f36% [35% [§38% | 41%
Toyota | 34% | 35% N Toyota | 34% | 35% [§33% [26% | 26%
Ford 12% § 10% : Ford
BMW |18% f19% f .. § .. B . Bvw | oo | o ]
2010 2011 2012 2013 2014 Year 2010 2011 2012 2013 2014 Year
(a) Brand (b)
Honda | 40 | 35 36 | 43 58
Toyota| 38 | 34 | 34 29 36
Level 1: SUM Ford |13 | 10 | 14 | 23 | 27
BMW | 20 | 18 | 20 | 17 | 19

Figure 5.14. Running a composite extractor on multiple sibling groups
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2010 2011 2012 2013 2014 Year

~
Brand

Honda| 40 | 35 | 36 | 43 | 58

Level 1: SUM Toyota| 38 | 34 | 34 | 29 | 36

Ford 13 | 10 | 14 | 23 | 27

BMW | 20 | 18 | 20 | 17 | 19
2010 2011 2012 2013 2014 Year
(b) sharing across sibling groups

C.=((SUM,Sales),(%,Brand))
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Second, by using all techniques in Sections 5.6,5.7, we have an efficient

computation framework in Algorithm 5.12 for insight extraction layer.

Algorithm 5.12 Insights+Sharing+Optimized ( dataset R(D, M), depth 7 , re-
sult size k )
1: create a hash table ¥
run Lines 1-8 in Alg. 5.9
for each C. € O do
clear ¥
for i:=1toddo
initialize subspace S < (%, %, - %)
Enumeratelnsightlll( S, D;,Ce, ¥ )

return H

Function: Enumeratelnsightlll ( S, D;, C., ¥ ):
9: if isValid ( SG(S, D;),C. ) then
10: if ub, < SYB(SG(S, D;),C., T) then

11: if D; # C.[7].D, then

12: Extract®ll( SG(S, D;),C., ¥ ) > Alg. 5.11
13: else

14: Extract®ll( SG(S, D;),C. ) > Alg. 5.10
15: run Line 8 in Alg. 5.9

16: run Lines 9—13 in Alg. 5.9 > Line 13: Enumeratelnsightlll

Algorithm 5.12 is an integrated version of Algorithm 5.9 that incorporates
sharing computation techniques in Section 5.7. We employ sharing within a
sibling group (cf. Section 5.7.1) at Line 14. We apply sharing across sibling
groups (cf. Section 5.7.2) at Line 12. Hash table ¥ will be flushed for each

composite extractor at Line 4.
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5.8 Effectiveness Study

In this section, we evaluate the effectiveness of our top-k insight extraction
system by (1) case study, (2) insight utility study, and (3) human effort study

on real datasets.

5.8.1 Case Studies

We collect the following two real datasets (i.e, car sales and tablet sales),

and then demonstrate the insights obtained from these datasets.

Car sales dataset®: The dataset contains 276 tuples. Each tuple (i.e., a car)
has 4 dimensions and a measure Sales. The domain sizes of dimensions are: Year

(5), Brand (8), Category (8) and Model (55).

Tablet sales dataset”: The dataset contains 20,685 tuples. Each tuple (i.e., a
tablet) has 11 dimensions and a measure Sales. The domain sizes of dimensions
are: Year (11), CPU(2), OS(7), Connectivity (5), Price (23), Region (9), Country
(54), Product (2), Resolution (18), Size (9) and Vendor (157).

Table 5.7 shows the top-2 insights on car sales and tablet sales, respectively,
at 7=2 and 7=3. For convenience, we have omitted * in sibling groups in Table
5.7. For example, SG({SUV},Year) is equivalent to SG((*,*,SUV *), Year). We

then elaborate some of these insights from Figure 5.15 to 5.18.

Insights from car sales: We first compare our insight with a raw aggregation

result on car sales. Figure 5.15(a) refers to the shape insight in Table 5.7(a).

8http://www.goodcarbadcar.net/p/sales—stats.h‘cml
9This is a private real dataset collected from the industry.


http://www.goodcarbadcar.net/p/sales-stats.html

142 5.8. EFFECTIVENESS STUDY

[nsight] score | SG(S,D;) [ composite extractor Ce

Top-1] 0.31 | SG({SUV},Brand) | ((SUM,Sales),(Aqv4,Category))
Point | When measuring the importance of SUV sales for a certain Brand,
Ford is Outstanding No.1.

Top-2| 0.30 | SG({SUV},Year) | ((SUM,Sales),(%,Category))
Shape| There is a rising trend of SUV’s market share.

(a) car sales, top-2 insights with 7 =2

Top-1] 0.32 | SG({SUV},Year) [ ((SUM,Sales),(%,Year),(Aavg,Category))
Point | In 2014, SUV exhibits most advantage over other categories than ever.
Top-2| 0.25 | SG({Ford},Year) [ ((SUM,Sales),(%,Brand),(Agv,, Year))
Shape| There is a falling trend of Ford’s market share.

(b) car sales, top-2 insights with 7 =3

Top-1] 0.96 |  SG({*},Year) [ ((SUM,Sales),(Aprev, Year))
Shape| The yearly increase of tablet sales is slowing down.
Top-2| 0.64 | SG({WiFi},Year) | {(SUM,Sales),(Aprev, Year))

Shape| The yearly increase of sales of WIFI based tablets is slowing down.
(c) tablet sales, top-2 insights with 7 =2

Top-1] 0.99 | SG({ * },Year) [ {(SUM,Sales),(Aprev,Year),(Agvg, Year))
Point | 2012/04-07’s yearly increase of tablet sales is remarkably lower than ever.
Top-2| 0.96 | SG({Tablet},Year) | ((SUM,Sales),(%, Year),(Rank, Year))

Shape| There is a rising trend of Tablet (vs. eReader) sales.
(d) tablet sales, top-2 insights with 7 =3

Table 5.7. Case studies of insights on real datasets

Its SG((*,*,SUV,*), Year) means that we compare SUV cars by year. Its C, =
((SUM,Sales),(%, Category)) means that we analyze the percentage of SUV’s
sales among all categories. Figure 5.15(a) shows that such a percentage rises with
year. On the other hand, the raw aggregation result for the same SG((*,*,SUV,*),

Year) does not reveal much information.

Figure 5.16(a) refers to the point insight (outstanding No.1) in Table 5.7(b).
Its SG(( *,*,SUV,* ), Year) means we compare SUV cars by year. Its C, =
((SUM,Sales),(%,Year),(Aqyg, Category)) means we analyze SUV’s yearly share
over the average yearly share of all categories. Figure 5.16(a) shows that 2014,
SUV exhibits most advantages over the other years. However, the raw aggrega-

tion result in Figure 5.16(b) does not reveal this information.

Insights from tablet sales: Then we compare our insight with a raw aggre-

gation result on tablet sales. Figure 5.17(a) refers to the top-1 shape insight in
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Table 5.7(c). Its SG((*,-- - ,*), Year) means that we compare the tablet sales by
year. Its C. = ((SUM,Sales),(Aprey, Year)) means that we analyze the incremen-
tal sales between successive years. As shown in Figure 5.17(a), the incremental
sales falls with year. In contrast, the raw aggregation result in Figure 5.17(b)

only shows a rising trend, but it is not as informative as the above insight.

Figure 5.18(a) refers to the point insight (outstanding Last) in Table 5.7(d).
Its SG(( *,---,* ),Year) means we compare tablet sales by year. Its C. =
((SUM,Sales), (Apres, Year), (Agug, Year)) means we analyze the incremental
sales of each year over the average of incremental sales among all years. Figure
5.18(b) shows that 07/2012 is the “outstanding last” when compared with the
other years. On the other hand, the raw aggregation result in Figure 5.18(b)

does not reveal the above insight.
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Figure 5.17. Tablet sales shape insight: SG((x, - - - , ), Year)

Top-2 insights in tablet sales:

In this section, we discuss the two insights in Table 5.7(c). We illustrate the
significance of these two insights, i.e., Siggpape(®1) and Siggp,pe(P2), in Figures

5.19(a) and (b), respectively.
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The top-1 shape insight is with SG({*}, Year) and ((SUM,Sales),(Aprey, Year)).

We compute its insight score as:

S(SG(x, Year), ((SUM, Sales), (Apyev, Year)), Shape)
= Imp(SG(, Year) - Siggpape(P1)

=1-0.96 = 0.96.

The top-2 shape insight is with SG({WiF1i},Year) and ((SUM,Sales),(Aprey, Year)).

We compute its insight score as:

S({WiFi}, Year), ((SUM, Sales), (A ev, Year)), Shape)
= Imp(SG({WiFi}, Year) - Sigghape (P2)

= 0.643-0.99 = 0.64.

5.8.2 Insight Utility Study

In this section, we assess the utility of our top-k insights by 6 domain experts

from a leading IT company.

Intern dataset: This dataset is obtained from the University Relationship (UR)
team of the above IT company from 2012 to 2016. It contains 1,201 tuples. Each
tuple (i.e., an intern) has 15 dimensions. The domain sizes of dimensions are:
Year (4), Group (50), Name (1109), FullTime (2), Start Quarter (13), End
Quarter (13), Duration (4), Mentor (300), Nationality (16), Degree (3), Origin
(20), University (200), Department (813), Research Area (511), Advisor (831).
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The aggregate function is COUNT in this study.

Study methodology: We first extract top-5 insights with depth-2 and depth-3
composite extractors, and illustrate these insights in Table 5.8. Due to commer-

cial reasons from the data provider, we anonymize some attributes by pseudo-

values (e.g., A, B, C, D).

In the following user study, we invite the 3 UR managers and 3 data analysts
(from the above IT company) and call them the domain experts because they have
conducted analysis on this dataset before. We conducted one-to-one interviews
with them, collected their comments on our insights, and also asked them to rate

the insights by the following two metrics:

1. Usefulness: (from 1 to 5), a higher score indicates a more useful insight.

2. Difficulty: (from 1 to 5), a higher score indicates that the insight is more
difficult to be obtained by using an existing data analysis tool (i.e., Mi-

crosoft Excel PivotTable).

Results and Feedback: In these interviews, the domain experts appreciated
our top-k insights and found them to be quite useful. They agreed that most
of our insights are actionable. For example, The UR team may take actions to
balance the nationality ratio based on these insights, and analyze the famous

groups by the check-in and check-out interns in each quarter.

We report the ratings of our top-5 insights by the domain expert in Table
5.8. Tables 5.8(a) and (b) illustrate the top-5 insights extracted from the in-

tern dataset with depth-2 and depth-3 composite extractors, respectively. Each
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insight has five attributes: usefulness score, difficulty score, sibling group, com-
posite extractor, and its meaning in English. We conducted one-on-one inter-
views with 6 domain experts (i.e., managers, data analysts) from the leading
IT company. In these interviews, we provided the last three attributes to them
in a questionnaire, and then asked them to rate the insights by usefulness and

difficulty. We reported the average ratings in Table 5.8.

The average usefulness score of depth-2 insights and depth-3 insights are
3.24 and 3.76, respectively. On the other hand, the average difficulty score of
depth-2 insights and depth-3 insights are 2.88 and 4.12, respectively. In summary,
the domain experts agreed that depth-3 insights are more useful, however, these

insights are harder to be summarized by their data analysis tool.

5.8.3 Human Effort Study

In this section, we measure the time taken by users to obtain our insights
by using two existing tools: (i) SQL queries, (ii) Microsoft Excel PivotTable.
Observe that these tools cannot be readily applied to extract our top-k insights.
Nevertheless, we can provide users with a sibling group SG and a composite

extractor C., then ask users to compute the result of applying C. on SG.

In this study, we invited 4 senior database researchers, who are proficient in
SQL queries and familiar with Microsoft Excel PivotTable (i.e., a data analysis
tool). To make this study manageable, we chose the top-3 insights obtained from
car sales with depth-2 composite extractors. This car sales dataset and the depth
of composite extractor (i.e., 7 = 2) were chosen because it is smallest and simple

for human effort study. We provided the participants with the sibling groups and
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Usefulness ‘ Difficulty ‘ SG(S,D;) ‘ Composite Extractor C,
2.8 ‘ 2.6 SG( {*}, End Quarter ) ‘ ((COUNT),(Aprev, EndQuarter))
Top-1 Insight We consider the increase of check-out interns in each quarter
with the previous quarter. The largest increase happens in 2016Q2 ‘
26 [ 22 SG( {3 months}, Nationality ) | ((COUNT),(Asug, Duration))
Top-2 Insight The internship duration of interns from Country B
is always 3 months.
3.6 ‘ 3.6 SG( {6 months}, Start Quarter ) ‘ ((COUNT),(Aprey, StartQuarter))
Top-3 Insight Consider the increase of check-in interns whose internship

duration is 6 months among successive start quarters.
The largest increase happens in 2015Q1.

3.6 3.0 SG( {PhD}, Nationality ) | ((COUNT),(Aaug, Degree))

Top-4 Insight Consider all interns from Country A.
The number of PhD interns is obviously higher than
the number of interns with other degrees.

3.6 3.0 SG( {Undergraduate}, Year ) | ((COUNT),(Rank, Degree))

Top-5 Insight Regarding the rank (i.e., rank by the number of interns)
of each degree among all years,
the rank of undergraduates is the lowest in 2013.

(a) Top-5 insights from Intern Dataset with 7 =2

3.8 3.6 SG( {PhD}, Year ) ((COUNT),
(%, Year),(Aqyg, Degree))
Top-1 Insight Consider the percentage of interns in each year by their degrees.
The percentage of PhD interns is the highest in 2014.
3.4 4.4 SG( {2015Q2}, Group ) ((COUNT),
(%, Group), (Agyg, EndQuarter))
Top-2 Insight Group A at 2015Q2 is the best in terms of the percentage
of check-out interns among all quarters.
34 4.4 SG( {2016Q1}, Group ) ((COUNT),
(%, Group), (Aprey, StartQuarter))
Top-3 Insight Group B at 2016Q1 is the best in terms of the increased
percentage of check-in interns among all successive quarters.
4.4 4.0 SG( {University H}, Group ) ((COUNT),
(%, Group), (Agg, University))
Top-4 Insight Group C is the most popular group among all
research groups for the interns from University H.
3.8 4.2 SG( {2014Q3}, Group ) ((COUNT),
(%, Group), (Agyg, EndQuarter))
Top-5 Insight Group D at 2014Q3 is the worst in terms of
the percentage of check-out interns among all quarters.

(b) Top-5 insights from Intern Dataset with 7 =3
Table 5.8. User study result on the intern dataset with COUNT
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’Given information‘ Analysis tool ‘ User 1 ‘ User 2 ‘ User 3 ‘ User 4

SQL Query 20.2 23.4 34.7 38.5
Excel PivotTable | 12.6 10.8 17.3 16.1

Table 5.9. Study on human effort (in minutes)

(SG,C.) pairs

composite extractors of those insights, and then asked them to compute the result
in each case by two methods: (i) SQL queries and (ii) Microsoft Excel PivotTable,
respectively. For each participant, we measure the total time of computing all
three insights by using SQL queries and Microsoft Excel PivotTable, respectively.

We exclude the time of loading data into the database and Excel files.

We reported the time taken in Table 5.9. On overage, the participants spent
29.2 minutes with SQL queries and 14.2 minutes with Microsoft Excel PivotTable
to complete the above task. In contrast, our system just takes 0.17 seconds to

compute the top-3 insights.

5.9 Performance Evaluation

We proceed to evaluate the performance of our solutions. In this work, we
store all the raw data and data cube in main memory. The performance of our
solutions are measure by the total running time. We conducted all experiments
(with single thread) on a machine with an Intel i7-3770 3.4GHz processor, 16GB
of memory. We implemented our three solutions in C#. We denote the baseline
solution (cf. Algorithm 5.7) for Extracting top-K Insights problem as EKI. EKIO
(cf. Algorithm 5.9 ) applies all optimization techniques in Section 5.6. EKISO (cf.
Algorithm 5.12 ) applies techniques in Section 5.6 (optimizations) and Section 5.7

(computation sharing).
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We report the running time (i.e., wall clock time) of solutions in our ex-
periments. Before running experiments, we load the datasets from disk to main
memory. SUM is used as the aggregate function. As discussed in Section 5.2.2,
unless otherwise stated, the depth of composite extractor 7 is set to 2 or 3 by

default.

First, we show the efficiency of our solutions on a real dataset. Then, we
investigate the efficiency and scalability of our solutions on TPC-H data with

respect to various parameters.

5.9.1 Real dataset: Tablet sales

Among the real datasets described in Section 5.8, we use only the tablet sales
dataset as it is much larger than the car sales and intern dataset. In Figure 5.20,
we vary the result size k and report the running time of solutions on the tablet
sales dataset. EKIO performs better than EKI by 10 times, implying the power
of our proposed sibling cube and optimization techniques. Since EKISO employs

computation sharing techniques, it further outperforms EKIO by an order of

magnitude.
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Figure 5.20. Runtime on tablet sales vs. result size k
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5.9.2 TPC-H dataset

TPC-H'Y data: By default, we generate TPC-H data with scale factor set to 1.
We extract the lineitem table, which contains 6,001,215 tuples and 16 dimensions.
We use [_extendedprice (ranging from 901.00 to 104949.50) as measure. We use
the following 6 dimensions; their domain sizes are as follows: [_shipdate(2526),

[_discount(11), l_return flag(3), l_shipinstruct(7), l_shipmode(4) and [ _linestates(2).

We then study the efficiency and scalability of our methods for various pa-
rameters. The default parameter setting is: the number of tuples N=1,000,000,
the depth of composite extractor 7=2, the result size k=10, and the number of

dimensions d=6.

Effect of result k: Figure 5.21(a) compares the performance of our solutions
by varying k£ from 1 to 100. EKISO is two orders of magnitude faster than
EKI. It allows us to obtain the top-1, top-10, top-100 results at 94s, 137s, 622s,

respectively. Its running time scales sub-linearly with k.

Effect of number of tuples N: Then we test the performance of our solutions
with respect to N. According to Figure 5.21(b), EKISO outperforms EKI by at
least two orders of magnitude. Their performance gap widens as N increases.

The running time of EKISO also rises sub-linearly with N.

Effect of dimensions d: In Figure 5.21(c), we vary the number of dimensions
d from 2 to 10. In addition to the 6 dimensions mentioned earlier, we include
4 more dimensions when d > 6: Lsuppkey(1000) I_taz(9), I_linenumber(7) and

l_quantity(50). When d is small (< 4), we can obtain top-10 results in 1-2

1Ohttp ://www.tpc.org/tpch/


http://www.tpc.org/tpch/
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minutes. At large values of d, the running time becomes high due to the huge
combinations of composite extractors and sibling groups. The performance gap

widens with d, and EKISO achieves three orders of magnitude improvement over

EKI at d=10.

Effect of depth 7: Next, we examine the performance of our solutions with
respect to the depth of composite extractor (from 2 to 4). As illustrated in
Figure 5.21(d), the running time rises with the depth because the number of
possible composite extractors increases rapidly with 7. EKISO again outperforms

the other solutions. We omitted EKI as it is too slow.

Effect of domain size: In this experiment, we vary the domain size of the
[_shipdate dimension and fix the domain size of other dimensions. The default
domain size of [_shipdate is 2562 values (one per day). We obtain smaller domain
sizes by changing the granularity: 84 values (one per month), 7 values (one per
year). As displayed in Figure 5.21(e). EKISO is significantly faster than EKI.
EKISO and EKIO perform similarly at low and median domain sizes because the

total number of sibling groups is quite small.

5.9.2.1 Sibling cube evaluation

Finally, we evaluate the space and running time overhead of our sibling cube.

Space: Figure 5.21(f) displays the sibling cube size with respect to the iceberg
constraint minsup. The size of sibling cube ranges from 87.6MB to 1.68MB. All

of them can fit in main memory.

Running time breakdown: Figure 5.21(g) shows the breakdown of the run-
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ning time of EKISO. We vary the dimensionality d from 2 to 10. Observe that the
sibling cube construction time and insight significance measurement time occupy

only less than 5% of the total running time.

5.10 Chapter Summary

5.10.1 Conclusion

This work investigates how to extract top-k insights from multidimensional
data. We propose a systematic computation framework for this problem, and
a suite of performance optimization techniques (e.g., pruning, ordering, sibling
cube and computation sharing). Our effectiveness studies (e.g., case study, utility
study) have demonstrated that top-k insights reveal meaningful observations
on different real datasets. Our best solution EKISO outperforms the baseline

solution by several orders of magnitude.

5.10.2 Future work

This work takes the first attempt to extract insights hidden in the data.
We want to pursue several promising directions in the future to support both
expert data analysts and non-expert executives or managers. First, we plan to
incorporate user feedback in insight extraction. Second, for massive datasets, we

will investigate how to extract insights efficiently in a distributed environment.



156 5.10. CHAPTER SUMMARY



Chapter 6

Conclusion

6.1 Conclusion

In the area of in-memory data management systems, there are many open
research questions for both academia and industry to address. In Chapter 1,
we present the big picture of in-memory data management systems and discuss
the achievements of existing works. We then explore some unsolved problems on

in-memory data management.

A major challenge is to identify the problems in existing works or define new
promising directions. To tackle it, we survey both in-memory data management
techniques (software-level) and the characteristics of CPU and main memory
(hardware-level). We discover that the speed gap between CPU and memory is
becoming large. This led us to exploit every cycle in modern CPUs in Chapter 3.
We also realized existing in-memory data management, in particular, similarity

search on high dimensional dataset, did not fully unlock the potential of main
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memory. This motivated us to exploit every bit in main memory in Chapter 4.

With the above two fundamental bricks (CPU utilization, RAM utilization),
we faced another challenge: how to apply these techniques to applications 7 To
do so, we first define the concept of insight and design an in-memory computation
framework to extract top-k insights from multidimensional datasets. Our system
can extract insights from different datasets (i.e., sales, business) automatically
and effectively, which is not only useful for non-expert users, but also reduce the

manual effort of the data experts.

6.2 Future Research

The road for more efficient and intelligent in-memory data management

systems is wide open. We now present opportunities for future research.

Our first two works only focus on specific research problems (i.e., accelerate
distance computation, utilize main memory for efficient similarity search). In
each case, we only exploit these characteristics of existing hardware (e.g., CPUs,
RAM). However, both of them can be extended to more general scenarios. On
one hand, we can use the SIMD vectorization techniques in Chapter 3 to accel-
erate the algorithms in Chapter 4 and Chapter 5. On the other hand, we are
not aware of existing compilers can convert hardware oblivious algorithms/code
to hardware conscious version by exploiting the underlying CPU architecture
automatically. If we can provide such tool by extending the techniques in Chap-
ter 3, it will be not only useful for database community but also for compiler

community. In Chapter 4, we study how to exploit every bit to accelerate the
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similarity search on high dimensional data. How to extend our proposed tech-
niques for in-memory scenario (i.e., the data and index are in the main memory)

is an interesting problem.

In Chapter 5, we propose the concept of insight and provide a prototype for
insight extraction. it has raised several new issues: (i) different statistical models
of insight, (ii) ground truth insights in the dataset and (iii) human-in-the-loop
exploration, etc. In addition, the challenge of data exploration is still open, i.e.,

build an efficient and effective interactive/automatic data exploration system.

We believe that in-memory data management has a bright future ahead.
Eventually, in-memory data management will be able to process terabytes of

data within seconds on a laptop.
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