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I 

Abstract 

 

 

This thesis mainly focuses on the power system inertia less problem with the 

high penetration of renewables and accordingly proposes several concerned 

system support strategies. The typical variable speed wind turbines (VSWT) 

employing power electronic grid interface are gradually replaced with similar 

sized conventional thermal/hydro generation machines, which leads to the 

considerably lowered inertia available for the power grid. Further, the main 

function of these power converters is to realize the maximum power point 

tracking (MPPT) for maximally harvesting renewable energy and controlling the 

power transmission to the grid. It effectively decouples the rotation of the wind 

turbine (WT) and network frequency. As a result, the contribution of WTs to the 

system inertia support is also reduced. Accordingly, it has become mandatory 

that WTs are required to equip with frequency regulation control according to the 

grid codes in many countries.  

  In this thesis, two novel control strategies that enable system inertia 

supports by permanent magnetic synchronous generator (PMSG) wind turbines 

during transient events are investigated. The first strategy seeks to provide inertia 

support to the system through simultaneous utilization of DC-link capacitor 

energy, and WT rotor kinetic energy (KE). The second strategy supports system 

inertia through orderly exerting DC-link capacitor energy of WT and then WT 

rotor KE via a cascading control scheme. Both strategies can effectively provide 

system inertia support by fully utilizing WT’s own potentials, while the second 

strategy distinguishes itself by minimizing its impacts on wind energy harvesting. 

Case studies of one synchronous generator (SG) connected with a PMSG-based 
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WT considering sudden load variations have been studied to validate and 

compare the two proposed strategies on providing rapid inertia response for the 

system. 

   In recent years, wind power capacity has grown steadily, which raises 

concerns about the secure and reliable operation of the power system. 

Particularly, the popular MPPT algorithm adopted by VSWTs may cause supply-

demand imbalance of the power system when wind power is more than system 

needs. Accordingly, the traditional SGs are required to operate at part-load levels 

or even shut down for some time to realize power balance in the system, which 

results in a reduced life cycle and the increased costs. To minimize such impacts, 

some countries have required WTs mandatorily to fulfil the dispatch demand set 

by system operator based on their grid codes. 

  To effective dispatch wind power according to e.g. operator command or 

market schedule, a variable utilization level (UL) scheme is proposed for a wind 

power plant (WPP) to fulfil the dispatch order while reducing the loss of total 

energy production in this thesis. Considering different wind conditions, the 

proposed scheme directs the power output for each WT according to a specific 

UL, which is adaptively adjusted according to WT rotor speed so that the less 

reduction of energy production can be ensured. Meanwhile, more rotational KE 

can be stored in WPP, which can be later released for system support when 

needed. The proposed variable UL scheme is fully investigated in a doubly fed 

induction generator (DFIG)-based WPP and the results clearly indicate the 

proposed scheme can harvest more energy than the conventional same UL one 

while fulfilling the dispatch demand. 

When wind power penetration is high, particularly in the context of a 

microgrid, the wind generation according to the maximum power tracking 

control may significantly disturb the supply-demand balance. To counterbalance 

the impacts, an optimal power sharing control scheme that seeks to cope with the 

power dispatching demand by system operator while harvesting as much wind 
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energy as possible is proposed for DFIG wind turbines. The control scheme can 

fulfill the dispatching command via maximizing the rotational kinetic energy 

stored in DFIGs, which can be later released for system support when needed. 

The proposed method has proved to be effective through a case study in a 

microgrid, which indicates the high potential for industrial applications. 

 Traditionally, wind and photovoltaic (PV) generation is non-dispatchable 

and subject to Maximum Power Point Tracking (MPPT) control, which can be of 

highly disturbance to system dispatch in particularly context of microgrid. To 

effectively fulfil dispatch command or market schedule, a novel cascading power 

sharing control (PSC) scheme is proposed to coordinate wind and PV 

productions in microgrid while minimizing the possible reduction of renewable 

energy production involved. Considering different properties of wind and PV 

systems, the discrepancies between dispatch command (market schedule) and the 

actual renewable generation is counterbalanced by firstly adjusting wind output 

via temperately storing or releasing kinetic energy of turbine rotors. Only when 

the total production still prevails, should PVs deload their generation. The 

proposed PSC scheme is fully tested in a microgrid with wind and PV and the 

simulation results clearly indicate more wind energy can be captured in the 

proposed scheme compared to the traditional dispatch method while fulfilling the 

dispatch demand. 
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Chapter I 

Introduction 

1.1 Background and Literature Review 

Environmental concerns and global energy crisis lead to a rapid proliferation 

of wind energy worldwide. In 2015, increase in wind generation was equal to the 

almost half of global electricity growth according to the global wind report [1], 

which results in wind energy as the most prosperous kind of renewable that can 

be deployed. However, the most important properties of wind generation are 

intermittent, variable and uncertain. Accordingly, variable power with uncertain 

nature may cause severe consequences in power system such as the decrease of 

the available system inertia, increase in voltage and frequency fluctuations, the 

rising need for system reserve, and the impaired effects on power quality and 

economics.  

1.1.1 Reduced System Inertia with High Penetration of Wind Power 

With high penetration of wind energy integration into power grid, variable 

speed wind turbines (VSWT) employing power electronic grid interface are 

gradually replacing similar sized conventional thermal or hydro generation 

machines, which leads to the considerably lowered inertia available for the power 

grid [2]. Further, the main function of these power converters is to realize the 

maximum power point tracking (MPPT) [3] for maximally harvesting renewable 

energy and controlling the power transmission to the grid. It effectively 

decouples the rotation of the wind turbine (WT) and the network frequency. As a 

result, the contribution of WTs to the system inertia support is also reduced. It is 

an established fact that more generators participating into system frequency 
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regulation may result in less frequency excursions after system disturbance. 

Accordingly, it has become mandatory that WTs are required to equip with 

frequency regulation control according to the grid codes in many countries [4-6]. 

In Hydro Quebec, it is required that, in the case of severe frequency excursion, 

wind turbines must provide an active power response equivalent to that of a SG 

with an inertia constant of 3.5s for a period of 10 s [4]. In the Ireland and 

Northern Ireland system, the transmission system operators (TSOs), have 

proposed to the energy regulator new fast frequency responses services, in which 

WT should participate [5-6].  

 Frequency Support Mechanism of Conventional Synchronous Generators 

Whenever there is supply/demand power imbalance, synchronous generators 

(SGs) in a power system respond in three stages to bring the system frequency 

back to the normal value. The initial stage is called “system inertia response”, 

which is characterized by the releasing or absorbing of rotational kinetic energy 

of the rotating mass of the SG. This is a physical and inherent property of SGs. 

For instance, if there is a sudden increase in system load, the electrical torque of 

the SG will increase in response to the sudden load increase change, which the 

mechanical toque of the SG governor turbine remains as constant. Hence, the SG 

rotor decelerates, given by J(ddt)=Tm – Te, and the kinetic energy stored in the 

SG is release to support the load change. When the frequency excursion exceeds 

the certain limits, the governor control of SG will be activated to change the 

power input to the prime mover. The rotor speed acceleration will become zero 

and the system frequency reaches a new steady state. This is referred to as 

“primary frequency control”. The specific SG will accordingly change the power 

set points to remove the steady error, and the network frequency is brought back 

to the nominal value, which is called “secondary frequency control”.  These three 

steps take place in succession in power systems to restore the system frequency 

back to the normal operating equilibrium [7-10]. 
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WTs will normally be operated to maximize their output under all possible 

wind conditions. Accordingly, they are not allowed or available to provide a 

sustained increase or decrease in output generation, which cannot participate in 

the “secondary frequency control” [11-13] as several conventional plants usually 

do. However, they can provide the two critical components of inertial and 

primary response for supporting the system frequency in a short-time period. 

1.1.2  Method to enable Variable Speed Wind Turbine Inertia and Primary 

Response 

To equip WTs with the capability to regulate the system frequency, many 

experts and scholars have been doing a large number of researches. Generally, 

there are three main methods to enable VSWTs to participate effectively in 

system frequency regulation. The first one is the emulated inertia control scheme 

[14-24], the second one is the power reserve control scheme [25-35], and the 

third one is to utilize DC link capacitors [36-42] in the converters of WT. 

Emulated Inertia Control for Short-term Frequency Support (Inertia Response) 

The prominent advantage of the power electronics interfaced with wind 

conversion system is that they can regulate the active or reactive power 

transmitted to the power grid independently and rapidly [43-45]. This property 

can be exploited to render system inertia or frequency support. In general, a 

supplementary loop is added into the classical active control loop. This control 

loop is activated when detecting system frequency deviation. For instance, when 

there is a reduction in the system frequency, the active power controls increase 

the power setting of the WT, which injects the stored kinetic energy from the 

rotating mass for the power grid. This is called “emulated inertia control” of WT 

[14-24].  

Emulated inertia control of WT can be broadly classified into three categories. 

The first scheme gives the WT a response to the frequency derivations, which is 
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mimicking the inherent behavior of a SG. The supplementary frequency loop (the 

additional amount of power supplied) is proportional to the system frequency 

derivation, which is normally called virtual inertia control. Derivation controller 

may emulate a synchronous inertia-like response well, but it may lead to system 

instability due to the noise in the frequency measurement [15-17]. The second 

one is similar to the primary frequency control that is deployed by conventional 

SG. The additional amount of the power supplied is proportional to the network 

system deviation, which is generally called “droop control” [18-20]. In [21], the 

authors combine the two control schemes to provide inertia response for the WTs. 

The supplementary power loops that are proportional to the frequency deviation 

and derivation are together utilized in order to exert more frequency support 

when severe system frequency excursions happen. The impacts of implementing 

droop control in DFIG-based wind turbines on microgrid are fully investigated in 

[19]. It is reported that torque- and power- droop implementations in DFIG-based 

units can provide short-time frequency support to the power grid. However, it 

may induce wear and tear and increase the maintenance cost for wind turbines 

with high droop parameters [22]. In [16], droop control can be considered as an 

alternative inertia response strategy for WT. The steady error induced by the 

droop control can be effectively eliminated by adding a high-pass filter. The third 

emulated inertia response is obtained from the fixed trajectory response. Any 

deviation in system frequency beyond a certain threshold, a fixed response shape 

can be triggered [24].  

Variable droop gain based frequency control schemes were proposed for 

better system support. In [46, 47], the primary frequency response is significantly 

improved by continuously adjusting the droop of the wind turbine generator 

(WTG) in response to wind velocities. In [48, 49], the releasable kinetic energy 

of WT can be fully utilized to raise frequency nadir by adjusting frequency loop 

gain in a WT controller. This is based on the fact that higher rotor speed WT can 

release more kinetic energy and contribute more to the system frequency. 
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Power Reserve Control for Long-term Frequency Support (Primary Response) 

Primary regulation of traditional SG is normally triggered by the governor-

turbine to make up the imbalanced between demand and generation. A primary 

frequency regulation consists of a linear variation of the generated power with 

the grid frequency. Accordingly, if the grid frequency increases, the generated 

power should decrease and vice versa. Consequently, in order to be able to 

implement primary regulation in both directions, a power reserve is needed. 

For maximization of revenue and resource utilization, variable speed wind 

turbines are normally controlled to capture as much power as possible from the 

wind. Hence, they are not available to provide a sustained increase in power 

output and therefore participate in secondary response services which 

conventional plants are able to do. The kinetic energy stored in their inertia gives 

the turbines the possibility to support primary frequency control for a short 

period. Therefore, in order to perform permanent active power control, it is 

generally necessary to force the wind turbine to operate in a non-optimal power 

point, this non-optimal operation of the wind turbine is called deloaded operation 

[25-28].  

There are two alternatives to deload wind turbine for long-term system 

frequency support. One possible way is to utilize pitch angle control [29,30] to 

decrease the wind turbine output power. The other way is to over-speed wind 

turbine rotors [31-35] to realize the active power control of wind turbine.  

Normally, partial wind energy will be reserved by pitch angle control of wind 

turbine. When there is over-generation in the power system, pitch angle will be 

increased by turbine blading to further decrease the generation of wind turbine 

[29]. In contrast, when there is over-consumption in the system, the power 

reserved by pitching can be somewhat released by decreasing the pitch angle for 

system support, and the wind turbine can extract more mechanical power from 

wind energy. In [29, 30], the author utilizes the reserved power by pitching to 
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support the system frequency in the system. However, this scheme forces wind 

turbine to deviate from MPPT operating point and significant annual wind 

energy loss is inevitable. In addition, the response speed of pitching is relatively 

slow [30] and frequent activation may increase mechanical stress and fatigue to 

wind turbine.  

The other way to deload the wind turbine is to operate the wind turbine at the 

increased rotor speed [31-35]. It can withhold the wind turbine output power 

through accelerating the rotor speed in the deloading control and partially wind 

energy can be converted into the rotating kinetic energy of wind turbine. On the 

contrary, the stored kinetic energy can be released back for the system through 

the proper designed control scheme. Compared to the pitch angle control based 

deloading control, this scheme can certainly provide the system frequency 

support while harvesting much more energy. 

DC-link Voltage Control for Fast Frequency Support 

The last source to implement virtual inertia for variable speed wind turbine is 

DC-link capacitor energy in the power electronic converters. DC-link voltage can 

be temporarily changed so as to release or absorb DC capacitor partial energy for 

system support. [36] proposed a coordinated control of the DC-link voltage and 

pitch angle of the permanent magnetic synchronous generator (PMSG) for 

smoothing WT output power. [39] proposed a supplementary control that 

combines the pitch angle control and modification of WT output power reference 

for system frequency support. [37] indicated the WT rotating mass or DC-link 

capacitor of doubly fed induction generator (DFIG) can be utilized to implement 

the virtual inertia of DFIG. However, the energy stored in DC-link capacitor of 

DFIG is relatively small [40, 41] and super-capacitor should be installed for 

obtaining large WT virtual inertia constant. 

In a DFIG-based WPP, the effective wind speed of a downstream WT is 

lower than that of an upstream WT due to the wake interaction between WTs. 
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The well-studied Park model is one of the most prevalent wake models in 

existing literature [50-55].  In [48, 49], the releasable kinetic energy of WT can 

be fully utilized to raise the frequency nadir by adaptively adjusting frequency 

loop gain of a WT controller under under-frequency events. This is based on the 

fact that WT with higher rotor speed can release more kinetic energy to 

contribute to system frequency support. 

1.1.3 Supply-demand Imbalance with High Penetration of Wind Farm  

In recent years, wind power capacity has grown steadily, which raises 

concerns about the secure and reliable operation of the power system. 

Particularly, the popular maximum power point tracking (MPPT) algorithm 

adopted by variable speed wind turbines (VSWTs) may cause supply-demand 

imbalance of the power system when wind power is more than system needed 

[56-60]. Accordingly, traditional synchronous generators (SGs) are required to 

operate at part-load levels or even shut down for some time to realize power 

balance in the system, which results in a reduced life cycle and the increased 

costs [61]. To minimize such impacts, some countries have required wind 

turbines (WTs) mandatorily to fulfill the dispatch demand set by system operator 

based on their grid codes [62-64]. 

 

Energy Storage System  

 

One direct solution is to utilize energy storage system (ESS), such as flying 

wheel, compressed air, or super-capacitors, which can smooth the wind power 

generated according to the MPPT algorithm to fulfil the dispatch demand set by 

the system operator [65-72]. The obvious advantage of this method is ESS can 

absorb the surplus energy from wind farms and release the storage energy for the 

system when there is a power scarcity in the system while wind turbines always 

work in a MPPT status. However, there are significant concerns from both 



8 

technical and economic perspectives that may prevent wide use of these 

technologies. Such technologies including e.g. flywheels and super-capacitors 

have very low energy capabilities and can have large difficulties in tracking 

dispatch commands of a system operator once there the system stays for a long 

time in a state of generation scarcity. Though batteries can have enough 

capacities, the instalment and maintenance cost can be very high. In addition, 

ESS technologies may not be economic considering charging and discharging 

losses, high installation investment, and relatively low life cycles. 

 

WT Self-Potential Capability  

 

Based on the limitations of utilizing the ESS for power balancing in the 

power system, therefore, it is necessary to investigate new control schemes that 

can fully utilize the self-potentials of wind turbines (WTs). Actually, with a 

proper load sharing control algorithm, the output power of a wind power plant 

(WPP) can be regulated in accordance with dispatch command to realize power 

balance among the system. Specifically, when there is over-generation in the 

system, wind turbines (WTs) can withhold partial output power through so-called 

deloading control strategy [73-80]. Similarly, the overloading control can be 

applied to wind turbines when there is over-consumption in the system [81-85].  

There are two active power control schemes to enable deloading or 

overloading control by each wind turbine. The first one is to utilize the reserved 

power by pitching [75, 76] to realize the supply-demand balance in the system. 

However, this scheme forces wind turbine to deviate from MPPT operating point 

and significant annual wind energy loss is inevitable. In addition, the response 

speed of pitching is relatively slow and frequent activation may increase 

mechanical stress and fatigue to wind turbine. The second widely used 

alternative is to utilize the rotating kinetic energy (KE) of wind turbine [77-79]. 

It can withhold its output power through accelerating the rotor speed in the 
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deloading control and partially wind energy is converted into rotating kinetic 

energy of wind turbine [83-85]. On the contrary, the stored kinetic energy can be 

released back in the overloading control through decelerating the rotor speed. 

This method certainly can enable wind turbines for load sharing while harvesting 

much more energy than pitch control based scheme. Because of such advantage, 

this thesis further develops the kinetic energy based control scheme for load 

sharing control scheme to enable a WPP to fulfill power dispatch command 

while reducing the loss of wind energy production. 

In [86, 87], an effective two-level control scheme for load sharing control for 

a WPP is proposed. This control scheme consists of a supervisory control level 

and a machine control level. The former one decides the power setting of each 

wind turbine from different optimization objections such as optimal power flow 

among a WPP [88-90] or minimization power loss in a WPP [90-93]. The latter 

one can be realized through deloading or overloading control scheme as above. 

The data of current wind speeds, rotor speeds of wind turbine, and configuration 

of WPP is required for this method, which is high-computational cost and not 

suitable for online application. In addition, the coordination of each wind turbine 

to fulfill the dispatch order and the dynamics of wind turbine are not considered 

as well. Another possible solution is make some wind turbines work at MPPT 

model and the rest of them can evenly share the remaining demand. However, 

this type of solution is susceptible to the inaccuracy in available wind power 

prediction and the rest of DFIGs should undertake all the power imbalance, 

which may make wind turbine easily trip off. In [94, 95], a simple and direct 

approach is proposed for load sharing by controlling the utilization level (UL) of 

each wind turbine, and maintaining it at a same value. 
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1.2 Primary Contributions 

1. Most existing literatures focus on providing system inertia support via 

two virtual inertia sources, namely rotating mass or DC-link capacitor separately 

and how to cooperate them to contribute to system inertia support is not well 

discussed and designed. Focusing on the inertia support from PMSG, this thesis 

proposes two control strategies in order to fully utilize the WT own potentials to 

contribute to system inertia support. The first strategy seeks to provide system 

inertia support through utilization of DC-link capacitor and WT rotor KE 

simultaneously, which enables WT a larger virtual inertia constant than only WT 

rotating mass participating system support via conventional droop control. One 

drawback of the first proposed strategy is that it requires WT constantly 

deviating from the MPPT status whenever frequency disturbances occur, which 

may not be a cost-effective strategy for commercial wind farms.  Therefore, the 

second strategy adopts a cascade structure to firstly exert DC-link capacitor 

energy and subsequently WT rotor KE to provide system frequency support, 

which stands itself out by minimizing the control impacts on wind energy 

harvesting. The inertia contributions of WT for the two strategies have been 

analytically derived. 

2. Wind turbines in a WPP may deviate from MPPT status while fulfilling 

the dispatch demand and certainly wind energy production will be compromised. 

Because of the wake interactions among wind turbines, the energy compromised 

by each wind turbine in a WPP may not be equal. Therefore, using the same UL 

scheme certainly may not be an optimal option in terms of reducing the loss of 

total energy production in a WPP. This thesis firstly illustrates that under the 

conventional same utilization scheme, the overall energy reduction in a WPP 

may be high since the wind turbines at higher wind speeds may suffer more 

compromised energy production than those at lower wind speeds. In view of this, 

this thesis proposes a variable UL scheme for a DFIG-based WPP that 
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coordinates each DFIG to fulfill the dispatch order while reducing the total 

energy loss. The utilization level of each wind turbine in a WPP is adaptively 

adjusted based on different wind turbines’ rotor speeds so that more rotational 

kinetic energy (KE) can be stored in wind turbines, which can be later released 

back to the system. The wake effect model is applied in calculating the wind 

speed at each DFIG in a WPP. The performance of the proposed scheme is 

validated effectively in DIgSILENT/PowerFactory and the results clearly 

indicate the proposed scheme can harvest more wind energy than the 

conventional same utilization level one while fulfilling the dispatch demand. 

3. Wind generation can significantly disturb the power balance within 

particularly a weak power grid such as stand-alone microgrids. To 

counterbalance the impacts, an optimal power sharing control scheme that seeks 

to cope with the power dispatching demand by system operator while harvesting 

as much wind energy as possible is proposed for DFIG wind turbines. The 

control scheme can fulfill the dispatching command via maximizing the 

rotational kinetic energy stored in DFIGs, which can be later released for system 

support when needed. The proposed method has proved to be effective through a 

case study using a microgrid, indicating high potential for industrial applications. 

4. Traditional dispatch methods may involve either optimal power flow or 

the same utilization level (UL) based scheme to adjust renewable generation 

output to ensure dispatch command alignment within a microgrid. Considering 

DGs like wind and PV can operate at different MPPT points because of different 

locations, the same UL based scheme may not provide optimal adjustments in 

terms of impacts caused to energy harvest. Meanwhile, wind generators (WGs) 

have the advantages of varying generation output at limited impacts to energy 

harvest and therefore should be highly prioritized for set point adjustment. Thus, 

this thesis proposes a novel cascading power sharing control (PSC) scheme for a 

microgrid to firstly adjust wind generators (WGs) and then PVs to optimally 

meet the dispatch command while minimizing the reduction of total energy 
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production. The WGs rotors can be fully utilized for temperately storing or 

releasing excessive energy, and the PV generation can be deloaded only when 

needed. Compared to the traditional methods, the efficiency of system operation 

can be largely improved by significantly reducing the compromised energy 

harvest. 

1.3 Thesis Layout 

The rest of this thesis consists of five chapters. Chapter II presents two 

control strategies of PMSG-Based wind turbines for system inertia support. 

Chapter III proposes a variable utilization level scheme for load sharing control 

of wind farm. Chapter IV presents an optimal power sharing control of wind 

turbines to cope with the power dispatching demand by system operator. Chapter 

V investigates cascading power sharing control for microgrid operation with 

wind and solar generation. Finally, the conclusions of the thesis are drawn in 

Chapter VII.  
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Chapter II 

Advanced Control Strategies of PMSG-Based Wind 

Turbines for System Inertia Support 

2.1 Introduction 

With the increased wind power penetration in power grids, the reduced 

inertia response has drawn considerable attentions from power system operators. 

Unlike the conventional power plants, variable speed wind turbines (VSWTs) are 

interfaced with the power grid through power electronic converters, whose main 

function is to realize the maximum power point tracking (MPPT) algorithm for 

maximized harvesting wind energy and guarantee the power transmitted to the 

grid. Because of the decoupled control between mechanical and electrical system, 

it effectively prevents the WTs from responding to the system frequency changes. 

Thus, given the same disturbances, the rate of change of system frequency 

(ROCOF) during first few seconds grows rapidly with high penetration wind 

energy.  

In a variable speed wind energy conversion system (WECS), three sources 

can be utilized for providing system inertia support. The first one is to utilize the 

WT reserved energy by pitching [29-31] to support the system frequency. 

However, this control will force WT to deviate from MPPT operating point and 

sacrifice much captured energy for system support. In addition, the response 

speed is rather slow due to the mechanical regulation of pitch angle. Meanwhile, 

frequent activation of blade pitching for system support will increase mechanical 

stress and fatigue of WT. 
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Another source widely used in WECS is the rotating kinetic energy (KE) of 

WT, which can participate in system frequency regulation through proper 

designed emulated inertia control [15-24]. Emulated inertia control of WT can be 

broadly classified into three categories. The first scheme gives the WT a 

response to the frequency derivations, which is mimicking the inherent behaviour 

of a SG. The supplementary frequency loop (the additional amount of power 

supplied) is proportional to the system frequency derivation, which is normally 

called virtual inertia control. Derivation controller may emulate a synchronous 

inertia-like response well, but it may lead to system instability due to the noise in 

the frequency measurement [15-17]. The second one is similar to the primary 

frequency control that is deployed by conventional SG. The additional amount of 

the power supplied is proportional to the network system deviation, which is 

generally called “droop control” [18-20]. In [21], the authors combine the two 

control schemes to provide inertia response for the WTs. The supplementary 

power loops that are proportional to the frequency deviation and derivation are 

together utilized in order to exert more frequency support when severe system 

frequency excursions happen. The impacts of implementing droop control in 

DFIG-based wind turbines on microgrid are fully investigated in [19]. It is 

reported that torque- and power- droop implementations in DFIG-based units can 

provide short-time frequency support to the power grid. However, it may induce 

wear and tear and increase the maintenance cost for wind turbines with high 

droop parameters [22]. In [16], droop control can be considered as an alternative 

inertia response strategy for WT. The steady error induced by the droop control 

can be effectively eliminated by adding a high-pass filter. The third emulated 

inertia response is obtained from the fixed trajectory response. Any deviation in 

system frequency beyond a certain threshold, a fixed response shape can be 

triggered [24].  

The last source to implement virtual inertia for variable speed wind turbine is 

DC-link capacitor energy in the power electronic converters. DC-link voltage can 
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be temporarily changed so as to release or absorb DC capacitor partial energy for 

system support. [36] proposed a coordinated control of the DC-link voltage and 

pitch angle of the permanent magnetic synchronous generator (PMSG) for 

smoothing WT output power. [39] proposed a supplementary control that 

combines the pitch angle control and modification of WT output power reference 

for system frequency support. [37] indicated the WT rotating mass or DC-link 

capacitor of doubly fed induction generator (DFIG) can be utilized to implement 

the virtual inertia of DFIG. However, the energy stored in DC-link capacitor of 

DFIG is relatively small [40, 41] and super-capacitor should be installed for 

obtaining large WT virtual inertia constant.  

This Section investigates two novel control strategies that enable system 

inertia supports by PMSG wind turbines during transient events. The first 

strategy seeks to provide inertia support to the system through simultaneous 

utilization of DC-link capacitor energy, and wind turbine (WT) rotor kinetic 

energy (KE). The second strategy supports system inertia through orderly 

exerting DC-link capacitor energy of WT and then WT rotor KE via a cascading 

control scheme. Both strategies can effectively provide system inertia support by 

fully utilizing WT’s own potentials, while the second strategy distinguishes itself 

by minimizing its impacts on wind energy harvesting. Case studies of one 

synchronous generator (SG) connected with a PMSG-based WT considering 

sudden load variations have been studied to validate and compare the two 

proposed strategies on providing rapid inertia response for the system. 

2.2 The Conventional Control of PMSG 

For one thing, the capacity of PMSG DC-link capacitor is larger than that of 

DFIG, thus PMSG-based WT can provide more inertia support through the 

proposed control strategies. For another thing, the popularity of PMSG-based 

WT for application in large wind farms, especially offshore wind farm is 
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increasing. Therefore, the proposed control strategies are performed on PMSG-

based WT. The dynamic model of the PMSG and associated converters can be 

found in [96-98]. 

2.2.1 Rotor-Side Converter Control 

The active power of the generator can be controlled via either rotor-side 

converter (RSC) or the grid-side converter (GSC). In this thesis, the RSC 

controls the generated active power, while the GSC is utilized to maintain 

constant DC-link voltage, as seen in Fig. 2.1. In the normal operation, the active 

power generated by the WT is controlled through the Maximum Power Point 

Tracking (MPPT) algorithm and the pitch angle control. The MPPT algorithm is 

implemented to calculate and set the optimal active power reference according to 

the current rotor speed (r). 

When studying the dynamic stability of wind turbine, the two-mass model of 

the drive train is important and it will induce low-frequency oscillation during 

WT dynamics. However, this impact can be effectively reduced by control 

method, which is realized by turning the PI parameters of WT speed controller 

[99]. In addition, in terms of frequency or inertia support from wind turbines, the 

variation of rotor speed of PMSG will not vary too much during this process 

[100]. The impact of two-mass model is limited and one-mass model is adequate 

for the next deduction. The total mechanical inertia constant Hs is represented as 

Hs=Ht+Hg. where Ht and Hg (per unit) are the turbine and generator inertia 

constants, respectively. Subsequently, the rotor speed dynamics is governed by 

the rotor motion equation described in (2.1),  

 

                      2 r
s r wind WT

d
H P P

dt


                                 (2.1) 

where Pwind and PWT are the captured power from the WT and the WT output 

power, respectively. Because of the fast response of power electronic devices, 
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WT output power can be regarded as same as its power reference determined by 

MPPT algorithm PMPPT, that is PWT = PMPPT. Pitch angle control will be activated 

to constrain the rotor speed within its limit by increasing the pitch angle once 

detected over-speed of WT rotor. The reactive power of the PMSG can be 

controlled to zero or be regulated to maintain stator voltage [101].  
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Fig. 2.1.  Control diagram of a PMSG-based wind turbine 

2.2.2 Grid-Side Converter Control 

The grid-side converter aims at the control of DC-link voltage. The entire 

control scheme adopts the grid voltage reference frame where d-axis is chosen 

collinear to the grid voltage. The GSC controller is made up of two cascaded 

control loops. The outer loop controls the DC-link voltage VDC and the grid 

voltage Vg, which are associated with the d-axis current igd and the q-axis current 

igq, respectively. The reference VDC
* is set as a constant value that guarantees the 

transmission of the captured wind energy to the grid side.  

2.2.3 Wind Turbine Model 

The mathematical expression of Pwind is as follows [101-104]: 
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where is the air density, R is the rotor blade radius, vw is the wind speed, Cp is 

the power coefficient, is the tip speed ratio, k is the gear ratio of gearbox, t is 

the wind turbine rotational speed and  is the pitch angle. Normally, the pitch 

angle is kept zero when Pwind is below the rated power. Thus, Cp is the function of 

only and reaches the maximum Cpmax at certain t this point; it obtains the 

optimal speed r
 for a given vw from (3), as shown in point A in Fig. 2.2. Any 

operation rotor speed deviation from optimal r will result in the reduction of the 

captured wind power, as marked in point B and C in Fig.  2.2.  
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Fig. 2.2  Wind turbine operation characteristic 

2.3 Strategy I: Simultaneous Control 

Notably, wind turbine output power is traditionally controlled by the MPPT 

algorithm and insensitive to the system frequency due to the fast converter 

control. In addition, DC-link voltage is controlled as constant irrespective of grid 
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frequency variations. Thus, conventional PMSG-based WT does not have 

frequency response during system disturbances. 

2.3.1 Inertia Support from DC-link Capacitor 

The DC-link capacitor voltage reflects the power balance of the power 

injected into RSC PWT and the power transmitted to the grid, Pg if ignoring the 

power losses among back-to-back converters. The dynamics of the DC-link 

voltage VDC in per unit form can be written as follows: 

DC
DC WT g

dV
C V P P

dt
                                  (2.4) 

2

DC DCn

B

C V
C

S


                                            (2.5) 

where SB is the base value of the system. CDC, C are the total capacitance and the 

equivalent capacitance in p.u., respectively. VDCn is the nominal value of the DC-

link voltage. In the following analysis, all the variables are in the per unit form. 

It is well understood that any imbalance between the load and generation in 

the power system will lead to the alternation of the system frequency. A 

synchronous generator (SG) intrinsically uses its mechanical inertia to smooth 

the frequency deviation, which can be analyzed as follows: 

2
df

H f P
dt

                                           (2.6) 

where H is SG inertia constant, and f is the system frequency. P is the 

deviation between the mechanical and the electrical power of the SG. It is noted 

that the value of H determines the ROCOF. Provided the same time frame, the 

higher H is, the smaller frequency variation will result.  

In order to emulate the inertia in (2.6), PWT and Pg in (2.4) can be roughly 

regarded as the mechanical and electrical power inputs to a SG, respectively. The 

DC-link voltage, to some extent, is analogous to the system frequency, thus 

      2DC
DC DC

dV df
C V H f

dt dt
                                        (2.7) 
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where HDC is the equivalent virtual inertia constant provided by the DC-link 

capacitor. Integrating two sides of (2.7) over time, 

       
0 0
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DC DC DC
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C V dV H f df                               (2.8) 
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2
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H f f

 
                              (2.9) 

where VDC0 and f0 are the nominal values of the DC-link voltage and the system 

frequency, respectively. Normally, they are set as 1 p.u. In practice, the DC-link 

voltage will vary within a small range in the normal operation. In this thesis, we 

set the DC-link voltage constraints as 0.1 p.u. The exact value depends on the 

insulation requirement and PWM pattern. Therefore, (2.9) can be linearized 

around its equilibrium point,  

0 02DC DC DCC V V H f f                                  (2.10) 

Based on (2.10), the control process can be derived as follows: 

              

*

0DC DC DCV K f V  
                                 

(2.11) 

where KDC is the control parameter and can be designed properly with respect to 

some technical requirements e.g. PWM frequency and the current rating of VSC 

etc. The control process above actually forms a DC-link voltage droop control 

scheme as illustrated in Fig. 2.3. From (2.10) and (2.11), the relationship between 

HDC and KDC can be written as follows: 

   

0

02

DC DC
DC

K C V
H

f

 


                                     
(2.12)  

2.3.2 Inertia Support from PMSG WT Rotor Kinetic Energy 

In order to make the WT regulate its active power in response to system 

frequency alternation, the additional power deviation Pad, which reflects the 

variation of system frequency should be added to PMPPT determined by MPPT 

algorithm. A new reference active power for WT can be written as follows: 

 
*

WT ad MPPTP P P                                          (2.13) 
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where PWT
* is the new reference active power for the PMSG-based WT. Two 

main controllers can be utilized to emulate Pad. One is the derivative (D) 

controller, and the other is the proportional (P) controller. The D or P controller 

regulates Pad through the differential and proportional operation of the system 

frequency deviation, respectively. In this thesis, P controller is utilized as an 

inertia response strategy for WT because of the possibility of instability caused 

by D controller due to the noises in frequency measurement [23]. 

Since active power of a PMSG can be regulated to a new value by its rotor 

side converter very quickly, replace PMPPT in (2.1) with PWT
* and PWT

* =PWT and 

a modified rotor motion equation can then be derived in (2.14). 

2 r
s r wind WT

d
H P P

dt


                               (2.14) 

With the similar transformation as in (2.6), (2.14) can be revised as follows: 

02 TR W WT

df
H f

dt
P P                                 (2.15) 

where HR is the inertia constant, which is provided by the PMSG-based WT rotor 

kinetic energy (KE); PWT0 is the initial value of WT output power before system 

disturbance. 

The tip speed ratio  alters when the PMSG-based WT rotor speed changes 

during system disturbance, which leads to the captured wind power by WT Pwind 

decreases according to (2). Therefore, the relationship between initial WT output 

power PWT0 before system disturbance and the captured wind power Pwind  during 

system disturbance results in, 

0 wind losWT sP P P                               (2.16) 

The loss of captured wind power Ploss involved by the WT inertia control is 

relatively small based on the following two facts: Firstly, the slope of Cp curve is 

relatively small near the maximum point of Cp (Cpmax) as shown in Fig. 2.2, thus 

the variation of Cp around Cpmax is small. Secondly, the variation of r is 

comparably small for the temporal system inertia support. Combine (14-16) 

gives (17) as follows, 
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2 2r
s r loss R

d df
H P H f

dt dt


                        (2.17) 

Integrate the two sides of (2.17) over time, 

0 0 0

2 2
r

r

t f

s r r loss R
t f

H d P H f df



                       (2.18) 
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where r0 is the initial WT rotor speed before the system disturbance and Eloss is 

the loss of captured wind energy involved by the PMSG-based WT inertia 

control. Assuming small changes of system states during system dynamics, 

linearize (2.19) at its initial operating point and transform into the following form: 

0 0
2

loss
s r r R

E
H H f f                                (2.20) 
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  
 
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                            (2.21) 

From (2.21), it is concluded that the inertia time constant HR induced by WT 

inertia control consists of two parts: one is from rotor releasable or absorbable 

KE, the other is from the loss of captured wind energy Eloss due to the variation 

of WT rotor speed during system dynamics. For the first part, it highly depends 

on the change of WT rotor speed during the disturbance. The larger the deviation 

of the WT rotor speed, the more inertia the WT will provide. In addition, it is 

varied with the initial WT rotor speed. The higher the initial WT rotor speed, the 

more inertia the WT will render. For the second part, it relies on the direction of 

the system frequency deviation f. The inertia time constant HR will increase if 

the system frequency deviation is positive, and the vise visa. Notably, the second 

part is relatively small due to the small value of Eloss during the system 

disturbances. 

2.3.3 Further Discussion of Wind Turbine Inertia Support 

It can be seen from (2.21) that the exact amount of the emulated inertia 

provided by the wind turbine is determined by the rotor speed variation if 

overlooking the small impact of Eloss on the emulated inertia HR. However, the 
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change of rotor speed depends on the control parameter KB in the P controller and 

the MPPT curve adopted. 

Replacing (2.13) in the (2.15), yields,  

02 R WT ad MPPT

df
H f P P P

dt
                             (2.22) 

Integrate both side of (2.22) over time resulting in, 

0 0 0 0
02

t t t t

R WT ad MPPT
t t t t

df
H f P dt P dt P dt

dt
                (2.23) 

0 0
0 02

t t

R WT ad MPPT
t t

H f f P t P dt P dt                     (2.24) 

Accordingly, due to the droop control implemented to provide system inertia 

support, Pad=KBf,  HR can be expressed as, 

0 0
0

1 2

0 02 2

t t

WT MPPT B
t t

R

P t P dt K fdt
H F F

f f f f

  
   

   

 
        (2.25) 

It is noted from (25) that the inertia provided by PMSG consists of two parts 

(F1 and F2). F1 reflects the influence of the MPPT curve on HR. F2 represents the 

effect of droop control parameter KB on HR. With respect to the first part, MPPT 

controller may have impaired inertia response due to the interaction during rotor 

speed change [37]. For instance, if the system frequency drops, the droop control 

will try to reduce the rotor speed by increasing its active power output to release 

partial kinetic energy, which leads to the power reference from MPPT reducing 

as the rotor speed decreases. It indicates that the numerator of F1 positive and F1 

is a negative value. The combined power for system inertia support is limited. 

However, considering small variation of PMSG rotor speed during system inertia 

support, the power reference from MPPT will not change too much during 

dynamics. In addition, PMPPT will not alter when wind turbine operates at high 

wind speed, the influence of the MPPT curve on HR (F1 in (2.25)) may be 

somehow overlooked during system dynamics. Therefore, the emulated inertia 

provided by the wind turbine can be approximately as, 
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
                                  (2.26) 

It can be seen that in order to obtain a positive emulated inertia constant HR, 

KB should be negative. It is concluded that larger KB will obtain higher HR from 

(2.26).  

Combine (2.4) and (2.15); (2.10) and (2.20), the total inertia constant HWT, 

which is provided by the PMSG WT utilizing DC-link capacitor and WT rotor 

KE simultaneously can be calculated as follows: 

0 00
2

loss
sDC DC r r WTC V V

E
H H f f                  (2.27) 
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

 


                (2.28) 

Obviously, the proposed simultaneous control can provide more inertia 

support than single WT inertia control provided by WT rotor KE. In conclusion, 

the DC-link capacitor and the PMSG-based WT rotor KE together provide the 

inertia support by the proposed simultaneous control, as shown in Fig. 2.3. 

Taking the system frequency drop as an example, the GSC firstly lowers WT 

DC-link voltage reference in response to the decreasing system frequency and 

the stored DC-link capacitor energy is partially released to the system. 

Meanwhile, PWMG increases their active power reference through the P 

controller by detecting the decreasing system frequency and the rotor KE is 

released simultaneously for system support. Through a series of actions of the 

above controllers, the magnitude and the rate of the frequency change in the main 

grid are reduced. Accordingly, the overall stability of the power system is 

increased.  
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Fig. 2.3.  Control scheme of the simultaneous control 

2.4 Cascading Control 

In the strategy I, WT rotor kinetic energy (KE) and DC-link capacitor 

simultaneously provide inertia support for the AC grid once disturbances occur. 

Even though this strategy can fully utilize the PMSG-based WT self-inertia to 

increase the system stability, it may require WT constantly deviating from the 

optimal reference points whenever frequency disturbances occur. As for DC-link 

voltage, it can vary in a small range from the nominal to provide system inertia 

support. However, using rotor KE to smooth the system frequency will inevitably 

lead to the rotor speed deviations from the optimal reference, which is 

determined by the MPPT algorithm. Put it differently, the strategy I may enable 

PMSG WT constantly deviating from its maximum power capture status in 

response to frequency disturbances, which may not be a cost-effective strategy 

for a commercial wind farm.  

To avoid the aforementioned problem, a cascading control strategy that can 

sequentially activate the inertia supports from DC-link capacitor energy and then 

WT rotor KE automatically is proposed. The core of this strategy is that, within a 

certain energy tolerable limit, the energy stored in DC-link capacitor is always 

firstly utilized for system inertia support, while WT rotor KE is exerted only if 
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the AC grid frequency deviation still exists. In the proposed cascading control, 

the stored energy in DC-link capacitor is maximally utilized to make sure less 

wind power is wasted due to the deviations from the MPPT operating points 

caused by WT inertia control while making the optimal use of available 

resources for system support. In the following, the detailed design of control 

strategies of GSC and RSC is presented for the cascading control scheme. 

2.4.1 Cascading Control with DC-link Capacitor Activated Only 

Under the cascading control, GSC still implements DC-link voltage droop 

control, which enables the coupling between DC-link voltage and system 

frequency. When the system frequency deviation is within a small range, DC-

link capacitor will contribute alone for system inertia support, and WT inertia 

control will not be activated, minimizing the impacts to WT MPPT operation. 

Compared to the simultaneous control strategy, the proposed cascading control 

strategy can ensure better harvest of wind energy while supporting system 

frequency effectively, which is of economic significance in system daily 

operation where small frequency disturbances prevail. 

2.4.2 Cascading Control with Both DC-link Capacitor and WT Rotor KE 

Activated  

When DC-link voltage reaches its limitation in events of large system 

frequency disturbances, DC-link capacitor firstly uses up its stored energy. 

Consequently, WT rotor KE becomes the last resort for system inertia support. In 

order to activate WT inertia support illustrated in Section III.B, a proper designed 

dead band for AC system frequency is essential to sequentially cascade DC-link 

voltage droop control and WT inertia support control. In addition, frequent 

utilization of WT rotor KE is avoided through the designed dead band described 

as follows:  
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where fWT is the modified system frequency deviation for the RSC control of 

PMSG-based WT. f’ is the cut-off frequency, whose value equals to the AC 

system frequency when DC-link voltage beyond its limitation, yielding: 
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It is noted that when the AC system frequency deviation is within cut-off 

frequency determined in (2.30), only DC-link capacitor is activated to support 

system frequency. Once larger system frequency deviation occurs and exceeds 

the defined cut-off frequency, WT rotor KE is activated to provide fast inertia 

support. This cascading design well distributes the self-resources for system 

support and successfully resolves the paradox between harvesting wind energy 

and providing system inertia support. Similar to Equation (2.21), the virtual 

inertia constant HR induced by WT inertia control is written as follows: 
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    (2.31) 

Fig.4 shows the overall control scheme of the cascading control, and 

correspondingly, the total virtual inertia constant HWT provided by single PMSG-

based WT is given below: 

0.9 1.1

0.9 1.1

R

WT

D

DC DC

DCC

when V or V

when

H
H

VH






 





             

    (2.32) 
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Fig. 2.4.  Control scheme of the cascading control 
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2.4.3 Selection of Control Parameters 

In order to fairly compare two control schemes, the control parameters of KDC 

and KB with cascading control should be tuned properly. KDC of Strategy II is 

determined based on two following facts: 

1. KDC of Strategy II KDCII should be larger than KDC in Strategy I KDCI 

Compared (2.32) with (2.2), in order to fully utilize the inertia support 

capability of DC-link capacitor, KDC in Strategy II KDCII should be larger than 

KDC in Strategy I KDCI. If two KDC in both control schemes are tuned the same, 

Strategy II may be more energy-saving than Strategy I but cannot provide as 

much inertia support as Strategy I, which may not take the advantage of the 

Strategy II. 

2. KDC in Strategy II KDCII should be less than the maximum KDCmax 

WT inertia will be frequently utilized if KDC is set too high, and this will 

sacrifice the advantage of harvesting as much wind energy as possible by the 

cascading control. Consequently, the selection of KDC can be based on the 

specific grid code with respect to the minimum grid frequency deviation for WT 

inertia control beginning to be activated during system disturbances set by the 

system operator (the minimum cut-off frequency f’min in (2.30)). Therefore, the 

KDCmax=0.1/ f’

 
min. 

Therefore, the range of KDCII is as follows, 

maxDCI DCII DCK K K                             (2.33) 

The selection criterion of KB of Strategy II is achieving the similar frequency 

nadir or summit as with Strategy I under the same system disturbances. In the 

above parameter selection method, the energy saved by two control schemes can 

be fairly compared while providing similar frequency support via two strategies. 

Certainly, there are some alternative ways to set the parameters, but this is 

outside the scope of this thesis.  

2.4.4 Further Discussion of Strategy I and II 
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Both proposed control strategies for PMSG based WT can provide system 

inertia support for the system during transient events. In the first strategy 

(simultaneous control scheme), it seeks to provide inertia support to the system 

through simultaneous utilization of DC-link capacitor energy and WT rotor 

kinetic energy (KE), which enables WT a larger virtual inertia constant than only 

WT inertia participating inertia support in the conventional control.  

However, this strategy may cause WT constantly deviating from the MPPT 

point once there is system frequency disturbance, which may significantly affect 

the wind energy harvesting. In addition, extra wind energy will be sacrificed after 

system recovers from the disturbances because the droop frequency control 

implemented in the WT. Regarding this, we therefore further propose second 

strategy (cascading control scheme) which can orderly activate the inertia 

support form DC-link capacitors and WT inertia automatically. It has several 

innovative merits to enable both system support as well as maximally harvesting 

wind energy during system disturbances. Specifically, in the cascading control, 

the energy stored in the DC-link capacitor is always first utilized for system 

inertia support, while WT inertia is exerted only if the system frequency 

deviation still exists. It effectively avoids the frequency utilization of WT inertia 

and will be an energy saving strategy for commercial wind farm. In addition, 

steady error in the WT output power is eliminated due to the proper designed 

dead band for the system frequency. Therefore, WT can return back to its MPPT 

status after disturbances.  

In sum, strategy II successfully resolves the paradox between harvesting wind 

energy and providing system inertia support, which is of economic significance 

in system daily operation where small frequency disturbances prevail and can 

potentially facilitate future penetration of wind energy into system. 
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2.5 Simulation Studies 

In order to validate the proposed control strategies, a simple simulation system 

consisting of one synchronous generator (SG), a PMSG-based WT, and two local 

loads (L1 and L2) is described in Fig. 2.5. The SG is built by a seventh-order 

model [105] that simply represents the power grid. The rating of SG is 3MVAR, 

while the PMSG-based WT is rated at 2 MVAR, which gives a wind power 

capacity penetration of around 40% for the test system. L1 consists of a fixed 

load PL1+QL1 as 3MW+0.3 MVAR, and the other dump load L2 PL2+QL2 as 

0.3MW+0.03MVAR. In the test system, SG regulates the frequency by its 

governor with permanent droop of 4%. The AC common coupling voltage is 6.6 

kV and the PWM frequency for the PMSG converters is 10 kHz. More 

parameters of the test system can be referred to Appendix.  

 

RSC GSC

T1

PMSG

1 1L LP jQ2 2L LP jQ

L1L2

SG
1xgV tV

 

Fig. 2.5 The outline of the test system 

2.5.1 Sudden load increase with same control parameters 

Fig. 2.6 shows the sudden load increase event on the AC system, where the 

dump load PL2+QL2 is switched on at t=10s. Four different situations namely 

without any additional control, with WT inertia control only, with proposed 

control strategy I and II are compared in Fig. 2.6.  Droop control parameter KB is 

set as -4 with WT inertia control only. Control parameters of DC-link voltage 

droop control and WT inertia control KDC=2 and KB=-4 are set the same in both 

proposed control schemes in this case. As shown in Fig. 2.6 (a), it is clearly seen 

that three control strategies take effect in fast system inertia support from PMSG-
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based WT. With simultaneous control, it provides most inertia support and the 

frequency nadir is the highest among three control schemes. This is because with 

Strategy I, the inertia support comes from both DC-link capacitor and WT rotor 

KE. However, with the cascading control, the inertia support is solely from DC-

link capacitor if DC-link voltage is within its limitation. With traditional droop 

control, the inertia support comes only from WT rotor KE. Due to the limited 

capacitance of DC-link capacitor of PMSG based WT; the frequency quality with 

Strategy II is not largely improved. Similarly, the frequency profile with Strategy 

I is not largely improved compared with traditional droop control. However, the 

situation can be improved by installing larger DC-link capacitor or ESS between 

back-to-back converters of PMSG. Therefore, it is concluded that, given the 

same control parameters, Strategy I may provide more inertia support than 

Strategy II within DC-link voltage limitation. The mechanical power of SG 

begins to increase to compensate the load gap as shown in Fig. 2.6 (c). It 

indicates that the mechanical power of SG increases fastest without any control. 

With Strategy I, it increases more softly than with Strategy II because it provides 

more inertia support under same system disturbances. Correspondingly, more 

active power is transmitted to the AC grid from PMSG than that with cascading 

control, as shown in Fig. 2.6 (e). The DC-link voltages with the proposed control 

schemes as shown in Fig. 2.6 (d) show the same patterns as system frequency 

because of DC-link voltage droop control in both schemes. However, with WT 

inertia control only, DC-link voltage is kept as a constant during system 

transients, which cannot provide inertia support from DC-link capacitor during 

disturbances. DC-link voltages of both proposed strategies are within limitations 

due to a relatively small KDC selected. Correspondingly, the cascading control 

does not activate WT inertia control and the rotor KE of WT is not released as 

shown in Fig. 2.6 (f) and (h). It is shown in Fig. 2.6 (h) that a slight oscillation 

appears in the generator speed of PMSG at the initial of system disturbances due 

to the two-mass model of PMSG. Fig. 2.6 (f) indicates that the RSC active power 
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increases after system disturbance by Strategy I. Correspondingly, it leads to the 

PMSG rotor speed decreasing to compensate power gap between its mechanical 

and electrical power. Due to the rotor speed deviation from its optimal speed 

determined by MPPT algorithm, the captured wind power is lower than the 

maximum power point as shown in Fig. 2.6 (g). The difference of wind power 

harvesting by two schemes is roughly calculated as 0.1551 (shadow area marked 

in S), which indicates the loss of captured wind energy during system 

disturbances. It is therefore concluded that the cascading control can be more 

energy efficient while providing similar control functions, which can be 

beneficial for wind farm owners.  

Both proposed control strategies for PMSG based WT can provide system 

inertia support by utilizing two virtual inertia source, namely WT rotor KE and 

DC-link capacitor, which enables WT a larger virtual inertia constant than only 

WT inertia participating system support via conventional control. However, since 

KDC in both control schemes are tuned the same, Strategy II may be  more 

energy-saving than Strategy I but cannot provide as much inertia support as 

Strategy I, which leads to WT inertia control being not activated and may not 

take advantage of the Strategy II. Different control parameters are adopted for the 

following cases to show the superiority of Strategy II.  

2.5.2 Sudden load increase with different control parameters 

Fig. 2.7 shows the simulation results for the same sudden load increase event 

on the AC system. DC voltage droop control parameter KDC is set as 2 and 5 for 

the strategies I and II respectively. The selection of KDC in Strategy II is based on 

the minimum cut-off frequency f’min. In this thesis, f’min is selected as 0.01 p.u. 

Correspondingly, KDCmax=10. In order to better illustrate the difference between 

two control schemes, a larger KDC for strategy II (KDCII=5) is selected. In order to 

achieve similar frequency nadirs, KB of the two strategies are set as -4 and -10, 

respectively. 



35 

It is shown from Fig. 2.7 (a) and (b) that, with the simultaneous control, the 

absolute ROCOF value in the inception of the event is slightly larger than that of 

cascading control. This is not unreasonable since Strategy II adopts a larger 

droop parameter, thus providing more inertia support. As shown in Fig. 2.7 (d), 

due to the larger KDC in Strategy II, it enables DC-link voltage to reach its 

limitations faster, and once this occurs, DC-link capacitor cannot provide inertia 

support any more, which explains the unsmoothed profile of PMSG active power 

as shown in Fig. 2.7 (e) in Strategy II. Sequentially, cascading control will then 

activate WT inertia control. Fig. 2.7 (f) shows clearly that the active power 

output from RSC increases after system disturbance, which is achieved by WT 

rotor speed reduction to release KE as shown in Fig. 2.7 (h). It is shown in Fig. 

2.7 (h) that there is generation rotor oscillation at the initial of system 

disturbances due to the two-mass model of PMSG. However, this oscillation is 

too slight to influence the performance of the proposed two control schemes, 

which validates one-mass model can be adequate to analyze the inertia support 

from WT. It is noted in Fig. 2.7 (g) that the cascading control causes less loss of 

wind energy production compared to the simultaneous control during the 

disturbance. The actual wind energy losses are 0.1551 per unit (marked as S1) 

and 0.0561 (marked as S2) for Strategy I and II respectively, which again 

validates the energy efficient advantage of the latter. 

2.5.3 Sudden load increase with different control parameters 

Fig. 2.8 shows the sudden load decrease event on the AC system, where dump 

load is suddenly switched out at t=10s. It is clearly seen that, with two proposed 

schemes, the frequency peaks during the disturbance are lower than that without 

any additional control. In order to compare the impact on the energy harvesting 

ability by two proposed schemes, the control parameters of two proposed control 

schemes are set the same in Case B. The cascading control enables a quicker rise 

of DC-link voltage towards the limitation as shown in Fig. 2.8 (d) due to the 
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larger voltage droop control parameter KDC. Notably, DC-link capacitor uses up 

its energy once DC-link voltage reaches the limitation, which explains the much 

unsmoothed profile of PMSG active power by the Strategy II observed in Fig. 

2.8 (e). 
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Fig. 2.6  Results for sudden load increase with same control parameters 

Fig. 2.7  Results for sudden load increase with different control parameters 
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Since the Strategy II only activates WT inertia control support when DC-link 

voltage reaches the limitation, it results in a faster recovery of RSC power output 

after the disturbance in Fig. 2.8 (f). It is clearly seen from Fig. 2.8 (g) and (h), the 

cascading control also leads to smaller deviation from the optimal rotor speed 

determined by MPPT algorithm in this case study. Consequently, the cascading 

control observes a less loss of wind energy harvest (S2=0.0246) than that with 

the simultaneous control (S1=0.0821). Therefore, from the Case B and C, it can 

be concluded that the cascading control can actually harvest more wind power 

than the simultaneous one while providing similar frequency support.  

2.6 Summary 

This chapter proposes and analyzes two novel control strategies for PMSG-

based wind turbine to provide fast system inertia support. The first simultaneous 

control seeks to utilize the DC-link capacitor energy and WT rotor kinetic energy 

simultaneously for AC grid support. In contrast, the proposed cascading control 

can sequentially exert DC-link capacitor energy and then WT rotor KE to 

provide fast system support. Detailed design and case studies of two proposed 

control schemes have been conducted. Given the same disturbance event, both 

control strategies can provide similar performance in stabilizing system 

frequency if the control parameters are set properly in advance. In addition, the 

proposed cascading strategy distinguishes itself by enabling better energy harvest 

during disturbances. It is believed that the two proposed novel strategies can 

provide additional benefit for system stability and are well suited for wind power 

application. 
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Fig. 2.8.  Results for sudden load decrease with different control parameters 
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Chapter III 

Variable Utilization Level Scheme for Load Sharing 

Control of Wind Farm 

3.1 Introduction 

Under Maximum Power Point Tracking (MPPT) control, wind power is not 

dispatchable and can be highly disturbing to the supply-demand balance control 

in particularly context of microgrid. To effective dispatch wind power according 

to e.g. operator command or market schedule, In [94], a simple and direct 

approach is proposed for load sharing by controlling the utilization level (UL) of 

each wind turbine, and maintaining it at a same value. 

 Wind turbines in a WPP may deviate from MPPT status while fulfilling the 

dispatch demand and certainly wind energy production will be compromised. 

Because of the wake interactions among wind turbines, the energy compromised 

by each wind turbine in a WPP may not be equal. Therefore, using the same UL 

scheme certainly may not be an optimal option in terms of reducing the loss of 

total energy production in a WPP. 

This section firstly illustrates that under the conventional same utilization 

scheme, the overall energy reduction in a WPP may be high since the wind 

turbines at higher wind speeds may suffer more compromised energy production 

than those at lower wind speeds. In view of this, this thesis proposes a variable 

UL scheme for a DFIG-based WPP that coordinates each DFIG to fulfill the 

dispatch order while reducing the total energy loss. The utilization level of each 

wind turbine in a WPP is adaptively adjusted based on different wind turbines’ 

rotor speeds so that more rotational kinetic energy (KE) can be stored in wind 

turbines, which can be later released back. The wake effect model is applied in 
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calculating the wind speed at each DFIG in a WPP. The performance of the 

proposed scheme is validated effectively in DIgSILENT/PowerFactory and the 

results clearly indicate the proposed scheme can harvest more wind energy than 

the conventional same utilization level scheme while fulfilling the dispatch 

demand. 

3.2 Wind Turbine Model and Conventional Load Sharing Control 

Scheme 

Some preliminary knowledge is introduced herein. First, wind turbine (WT) 

model and classical maximum power point tracking (MPPT) algorithm for WT 

are briefly presented. Then, the wake interaction model among wind turbines is 

introduced. Lastly, the conventional same utilization level (UL) scheme for load 

sharing is described. 

3.2.1 Wind Turbine Model 

The mechanical power extracted from the wind Pwind, is defined by 

2 3 ( , )
2

wind w pP R v C

                                      (3.1) 

where is the air density (kg/m3), R is the rotor blade radius (m), vw is the wind 

speed (m/s), is the tip speed ratio,  is the pitch angle (deg), and Cp is the 

power coefficient. As in [103], the expression of Cp in this thesis, as 
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                                    (3.3) 

where the blade tip speed ratio 

g Dt

w w

k RR

v v




 
                                       (3.4)

where kg is the gear ratio of gearbox, t and D is the wind turbine and DFIG 

generator rotational speed in per unit, respectively. Normally, the pitch angle will 
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be controlled to zero when Pwind is below the rated power. Thus, Cp is the 

function of only and has a maximum value Cpmax at a certain , where the wind 

turbine obtains the maximum power and the optimal rotor speed D
 for a given 

vw from (3.4). Substituting (3.4) into (3.1), yields: 
5 3

max 3 3

32

g p

MPPT D M D

R k C
P C


 


                          (3.5) 

where PMPPT is the power output order determined by maximum power point 

tracking (MPPT) algorithm. Equation (3.5) is the expression of MPPT curve 

when D operates in a range of 0.7-1.2 p.u. (B-C segment in Fig. 3.1). When D 

is below 0.7 p.u. (A-B segment in Fig. 3.1), PMPPT dramatically drops to zero. 

However, PMPPT  linearly increases to the rated power with D in a range of 1.2-

1.22 p.u. (C-D segment in Fig. 3.1) and finally be limited to the rated power by 

the pitch angle control (D-E segment in Fig. 3.1). 
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Fig. 3.1.  Maximum power point tracking curve of DFIG 

3.2.2 Wake Interaction Model 

In a wind power plant (WPP) consisting of multiple DFIGs, the effective wind 

speed of a downstream wind turbine is lower than that of an upstream one due to 

the wake interaction between wind turbines. The well-studied Park model is one 

of the mainstream wake models in the existing literature [50-55]. It assumes that 

the wake wind speed is linearly expanded, as shown in Fig. 3.2. For any wind 
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turbine i ∈ n (assuming there are totally n wind turbines in WPP), the wind 

velocity is given by, 

(1 )i iV V V                                             (3.6) 

where V∞ is the free wind speed. The velocity deficitVi seen by turbine i is  

2

2
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                      (3.7) 

where Dj is the diameter of the turbine j blades. Ai is the rotor-swept area of a 

turbine i in m2.  is the ratio between the overlapping area and swept 

area of the turbine i. aj is the axial induction factor of turbine j. xi  is the radial 

distance of turbine i. k is a roughness coefficient. It has been found empirically 

for different environments, e.g., k=0.075 for farmlands and k=0.04 for offshore 

locations [51].  
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Fig.3.2. Wake interaction model between two wind turbines. 

3.2.3 Same Utilization Level Scheme for Load Sharing 

Fig. 3.3 shows a simple microgrid with a WPP of multiple DFIGs, a 

synchronous generator (SG), and several local loads. The SG provides reactive 

power for maintaining voltage and generates additional active power during low 

wind conditions. The total active power demand (Pd) for the WPP can be 

represented as follows, 

1

m

d Li G Loss

i

P P P P


                                         (3.8) 
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where m is the number of the local loads in the microgrid. PG is the active power 

from SG, PLi is the ith local demand calculated based on local load. PLoss is the 

active power loss among microgrid and can be regarded as a small percentage of 

Pd. 

 If the power loss among a WPP is neglected, the total available power 

generation from the WPP (Pwm) can be calculated as follows, 

     
1

n

wm mi

i

P P


                                                (3.9) 

where n is the number of DFIGs in a WPP, Pmi denotes the predicted maximum 

wind power generation of ith DFIG, which depends on the current wind speeds. 

Suppose Pd is the dispatch demand set by system operator, and if Pd is larger than 

Pwm, all DFIGs should be operated at MPPT status. If Pd is less than Pwm, a 

suitable deloading strategy is required to share the load among DFIGs. This is 

achieved by controlling the utilization levels (Ku) of DFIGs, maintaining them at 

a same value [94], 

min ,1d
u

wm

wti u mi

P
K

P

P K P

 
  

 

 

                                      (3.10) 

where Pwti is the active power generation set of the ith DFIG. The above same 

utilization level scheme can guarantee the supply-demand balance in a stand-

alone microgrid. The actual wind power generation of WPP (Pwpp) can be 

expressed, 
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i iwm

P
P K P P P
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                         (3.11) 
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Fig. 3.3 Configuration of a simple stand-alone microgrid 
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3.3 Wind Energy Production Analysis for Different Deloading 

Strategies of DFIGs 

When the available wind generation exceeds the system demand, a proper 

deloading strategy should be utilized instead of traditional MPPT algorithm to 

cope with the supply-demand imbalance. DFIG in a WPP may be controlled to 

temporally reduce its output by regulating its utilization level, while this may 

require DFIG to deviate from the optimal reference point and consequently, 

partial energy harvest is compromised during this process. Meanwhile, pitch 

angle based deloading control for load sharing is activated for front row DFIG in 

a WPP facing with high wind speed. However, kinetic energy (KE) based 

deloading control via accelerating wind turbine rotor is utilized to fulfill the 

power demand for back row DFIG with low wind speed. Therefore, DFIG energy 

production reduction or loss due to different deloading controls adopted for load 

sharing is analyzed in the section. It is assumed that all wind turbines are in 

MPPT operation prior to the system demand change. Therefore, wind speed is 

coupled with rotor speed of wind turbine according to (3-4). In the following, all 

the variables are in the per unit form. 

The output power of each DFIG while adopting deloading control should be 

expressed as follows, 
3

wti i mi i M DiP K P K C                               (3.12) 

where Ki is the utilization level of the ith DFIG. Due to the fast active power 

regulation of rotor side converter in DFIG, the active power of a DFIG based 

wind turbine can be regulated to a new value very quickly. The power imbalance 

between captured wind power and electrical power of DFIG is imposed on the 

machine rotor. In addition, power loss of converters and wind turbines can be 

neglected in the dynamic analysis of wind turbine. Accordingly, rotor motion 

equation of DFIG can be written as (3.13), 

 2 Di
D Di wi wti

d
H P P

dt


                                   (3.13) 
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where HD is the total inertia constant of the DFIG. In this theis, one-mass model 

of DFIG is utilized for simplification, since load sharing control among DFIGs is 

concerned. Furthermore, dynamic oscillations of DFIG can be effectively 

reduced during first few seconds of a transient event and it has little impact on 

active power control of each DFIG. Pwi and Pwti are the captured wind power and 

output active power of ith DFIG respectively. Integrate both sides of (3.13) over 

time yields the total captured wind energy (EDi) by single DFIG under deloading 

control, 

0 0 0

2

2
t t t

Di
Di wi wti D

t t t

d
E P dt P dt H dt

dt


                           (3.14) 

Define EDi0 as the total captured wind energy by ith DFIG with no load sharing 

control involved. Since a relatively small power system is studied in this thesis, 

and the customer load is variable, the dispatch order will be short in few minutes. 

For simplification, it is assumed that wind speed does not change dramatically in 

a short time dispatch order. EDi0 can be described as follows, 

0
0 0( )

t

Di mi mi
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E P dt P t t                              (3.15) 

Based on (3.12), (3.14) and (3.15), the compromised wind energy EDloss,i of ith 

DFIG during transient process due to the deloading control can be expressed as, 
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Obviously, Equation (3.16) can be divided into two separated parts (E1i and E2i) 

as follows, 
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It is noted from (3.17) that the compromised wind energy EDloss,i during 

deloading control of wind turbine consists of two parts. E1i represents the 

influence of the dispatch demand set by system operator on the wind energy loss 

EDloss,i, while E2i shows the effect of rotation mass inertia on EDloss,i during the 
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transient process. Accordingly, the total loss of wind energy production (EDloss) 

within a WPP can be expressed as follows: 
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           (3.18) 

where Ek is the total rotor kinetic energy alternation while all DFIGs adopting 

deloading control within a wind power plant (WPP). Ek
t and Et

t0 are the total 

stored kinetic energy with in a WPP at time t and t0 respectively. Similarly, the 

sacrificed wind energy due to load sharing control within a WPP EDloss consists 

of two separated parts: E1 in (3.18) is a constant value, irrespective of DFIG 

utilization level Ki. It only reflects the imbalanced energy between the maximum 

energy a WPP can generate and the system demand during the deloading control. 

The expression of E2 indicates some DFIGs may withhold partially kinetic 

energy with deloading control, which effectively harvest partially wind energy 

during load sharing control within a WPP. However, this value is determined 

based on different deloading controls of wind turbines adopted, and it influences 

the total stored kinetic energy within a WPP. 

3.3.1 Overspeeding based Deloading Control  

Fig. 3.4 shows the dynamic process of overspeeding based deloading control. 

Assume DFIG works at its optimal power point A under the wind speed of 12 

m/s (Segment A-C in Fig. 3.1), When the available wind power exceeds the 

system needed, the wind turbine with lower wind speed (back row DFIG) 

decreases its output by reducing its utilization level. Due to the imbalanced 

power between the captured wind power and output power of wind turbine, 

DFIG begins to accelerate and finally reaches point B as a stable point. Assume 

DFIG operates at two different utilization levels (point B and C in Fig. 4). 
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Therefore, based on (3.17), the expression of E1i and E2i for two deloading points 

B and C can be calculated as follows, 
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                         (3.19) 

It can be obviously concluded that with the overspeeding based deloading 

control, the lower utilization level of each DFIG-based wind turbine is, the more 

rotor kinetic energy wind turbine can be stored.  

A

B

C

D

M
PP

T 
Cu

rv
e

M
PP

T 
Cu

rv
e

Mechanical Power

Vw=12 m/s  
 

AP

BP

CP

El
ec

tr
ic

al
 P

o
w

er

Rotor Speed
min

max

Overspeeding
Region

,D C,BD,AD

2 2

2 , ,A( )i D D B DE H     

2 2

2 ,C ,A( )i D D DE H     

1 (1 )i B AE K P t   

1 (1 )i C AE K P t   

 

Fig. 3.4 Illustration of the overspeeding control strategy 

3.3.2 Pitch Angle based Deloading Control 

At high wind speed region (Segment C-E in Fig. 3.1), pitch angle control of 

front row DFIG will be activated to limit the output power of DFIG as the rated 

power and accordingly the DFIG rotor speed is constrained to the high-speed 

threshold set as 1.22 p.u. in this thesis. Assume that the DFIG operates at Point E 

at the wind speed of 15 m/s, which hits the upper boundary of rotor speed. 

Sequentially, wind turbine is required to operate under two deloading conditions 

with KF  and KG, as shown in Fig. 5. Similarly, the expression of E1j and E2j with 

two different utilization levels based on (3.17) can be calculated as follows, 
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It can be obviously concluded from (3.20) that with the pitch angle based 

deloading control, partially wind energy will be curtailed and wasted. Moreover, 

the lower utilization level of each DFIG-based wind turbine is, the more wind 

energy will be sacrificed via blade pitching.  
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Fig. 3.5.  Illustration of the pitch angle control strategy 

3.3.3 Wind Energy Production Analysis within a WPP 

Assume that the uniform utilization level is Ku for all wind turbines (WTs) in a 

WPP. Consider a WPP comprising of n=N+M WTs, which are divided into two 

groups. Group one consists of low wind speed WTs whose rotor speeds are 

below the speed threshold (i ). While, the rotational speeds of high wind 

speed WTs in Group two reach the speed threshold (j ). Therefore, the output 

power of WPP can be expressed as, 

1 1

N M

d WPP u wmi u wmj

i j

P P K P K P
 

                                 (3.21)                       

where PWPP is the wind power plant (WPP) output power and Pd  is the system 

demand. Pwmi and Pwmj are the predicted maximum power by wind turbine i and j, 

respectively. It should be noted that pitch angle control will be activated while 
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wind turbine rotor speed exceeds the predefined threshold speed. Accordingly, 

the harvested wind power will be directly curtailed / wasted by such control for 

high wind speed wind turbines (Group two). However, low wind speed turbines 

(Group one) can reduce their output power via overspeeding their rotors. In other 

words, Wind turbines of Group one can withhold partially wind energy by 

converting it into rotor kinetic energy of wind turbines through overspeeding 

based deloading control. Therefore, the energy reserved by Group one ER 

through overspeeding based deloading control can be expressed as, 
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In comparison, in the proposed variable utilization level scheme, assume the 

utilization level is Ki and Kj for wind turbine i and j in a wind power plant (WPP). 

The following equation should be satisfied, 
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                          (3.23) 

In this thesis, to realize the relationship in (3.23), the deloading coefficient is 

adaptively adjusted according to wind turbine rotor speed. Consequently, high 

wind speed wind turbines adopt higher utilization level, which makes sure less 

wind energy will be sacrificed in a WPP. Moreover, more kinetic energy can be 

stored for low wind speed wind turbines with lower utilization level. The energy 

reserved ER
’ by the proposed variable utilization level scheme can be written as 

follows, 

0' ' ' '2 2
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( ) ( ( ) ( ))
K K
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tt

R k D Di Di R

i

E E E E H t t E 


                       (3.24) 

It should be noted that Di
’ (t) in (3.24) should be larger than Di (t) in (3.22) 

when a lower utilization level is adopted, which can be easily seen from Fig.4. 

Therefore, with the different utilization level scheme, the wind energy loss due to 

load sharing control in a WPP is reduced compared to the traditional same 
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utilization level scheme given the same system dispatch command. In addition, 

the lower utilization level coefficient Ki for the back DFIG, the larger rotor speed 

variation of DFIG can be obtained and the more rotor kinetic energy of wind 

turbines will be stored within a WPP. In addition, utilizing overspeeding control 

for wind turbine deloading is more preferable than the pitch angle control with 

slow response due to the mechanical regulation involved. Furthermore, frequent 

activation of pitch angle may cause additional fatigue of wind turbine. 

3.4 Proposed Variable Utilization Level Scheme for Load Sharing in 

a DFIG Based WPP 

This thesis mainly focuses on load sharing control for a WPP of multiple 

DFIGs to cope with power mismatch between available wind generation (Pwm) 

and dispatch demand (Pd). Traditionally, the power mismatch can be shared by 

setting the same utilization level for all wind turbines available in WPP. 

However, this may not be an optimal option in terms of energy harvesting since 

the energy sacrificed via different deloading controls is not the same. Specifically, 

only back row DFIG at low wind speed can withhold partially wind energy 

through accelerating its rotor speed, which contributes to Ek in (3.18). On the 

contrary, front row DFIG at high wind speed can reduce its output power via 

blade pitching, which has no contribution to Ek in (3.18). Therefore, given the 

same dispatch command, in order to withhold as much wind energy as possible 

during load sharing control in a WPP, the back row DFIG should undertake more 

portion of supply-demand imbalance by converting more energy into rotor 

kinetic energy of wind turbine, and thus increasing Ek in (3.18). Sequentially, 

the stored kinetic energy in a WPP in the deloading control can be later released 

back via proper designed overloading strategy.  

A variable utilization level (UL) scheme for load sharing control in a WPP is 

proposed in this section. The proposed scheme differentiates the DFIGs 
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depending on their current rotor speeds in the perspective of reducing the total 

loss of wind energy production while fulfilling the dispatch demand. The back 

row DFIG with lower rotor speed adopts lower utilization level, and the front 

DFIG with high rotor speed utilizes higher utilization level so that more kinetic 

energy can be stored in a WPP and less wind energy will be curtailed. 

3.4.1 Deloading control of DFIGs for load sharing in a WPP  

In order to achieve deloading control of wind turbines for load sharing while 

storing more kinetic energy in a WPP, one possible way for setting utilization 

levels of DFIGs can be as follows: define i as deloading coefficient for each 

DFIG in the deloading control, which is related to utilization level of Ki, 

1i iK                                               (3.25) 

The deloading coefficient i represents the deloading level of each DFIG. The 

larger of this value, the lower utilization level for each DFIG is. Actually, there 

are many ways to set deloading coefficient i of DFIG based on the different 

design purposes; Certainly, they can be set to be linear or square inversely 

proportional to the rotor speeds of WTs, which is out of scope in this thesis. 

However, in order to make the difference between each WT utilization level 

during deloading control large, one possible approach can be described as 

follows: 

Define DH as the highest rotor speed that all DFIGs in a WPP cannot exceed, 

and it is predefined as 1.25 p.u. in this thesis. Correspondingly, the difference 

between the current rotor speed of DFIG and the highest rotor speed can be 

expressed as follows: 

Di DH Di                                         (3.26) 

As a result, i is tuned so that the deloading coefficient of the ith DFIG is 

linearly proportional to the defined rotor speed difference Di as follows,  

i Di DH Di                                       (3.27) 
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Fig. 3.6 shows the proposed control scheme, where deloading coefficient i (i 

 n) is adaptively adjusted based on the defined rotor speed difference Di.  

Consequently, the front DFIG at high wind speed adopts higher utilization level 

(lower deloading coefficient) for load sharing, which makes sure less wind 

energy will be sacrificed in a WPP. In order to realize the relationship described 

in (3.27), the following expression holds, 

0

max

i

DH Di DH D

 

   


 
                            (3.28) 

where Dmax is the maximum rotor speed of DFIG set as 1.22 p.u.. Particularly, 

0 is the deloading coefficient of DFIG while wind turbine operates at the 

maximum rotor speed. Accordingly, the selection of 0 is based on the power 

balance equation described in (3.29), 
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Reorganizing (3.29), the deloading coefficient 0 can be expressed as follows, 
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The corresponding deloading coefficient i and utilization level for each DFIG 

Ki while adopting the deloading control for load sharing in a WPP can be 

calculated based on (3.25) an (3.28), 
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It can be seen from (3.30) and (3.31) that the lower of the DH, the smaller 

utilization level of back row DFIG will be and the more kinetic energy of DFIG 

based wind turbine can be stored in a wind power plant during deloading control. 
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Fig 3.6 Proposed variable utilization level scheme for DFIG deloading control 

3.4.2 Overloading control of DFIGs for load sharing in a WPP 

When there is over-consumption in the system, the system required generation 

may be more than the maximum power a wind power plant (WPP) can produce. 

Accordingly, the stored kinetic energy via above deloading control can be 

released back via overloading scheme. One simple and direct way is to make the 

power difference between the system dispatch demand and the maximum power 

generation of wind turbines is evenly distributed to N low wind speed turbines 

(Group one). High wind speed turbines (Group two) return back to operate at the 

rated power. The power reference for each low wind speed turbine under 

overloading control can be expressed as, 

1

/
n

ref

wti mi d mi

i

P P P P N


 
   

 
                            (3.32) 

In order to make the stable operation of wind turbine in the overloading 

control, the wind turbine output power should be the minimal value of the MPPT 

value determined by the current rotor speed (blue line in Fig 3.7) and the wind 

turbine output power reference value for overloading control (green line in Fig 

3.7), expressed as follows, 
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This formula guarantees the wind turbine can return back to the MPPT status 

after releasing all the stored kinetic energy for system support. Otherwise, it can 

easily make wind turbine touch the minimal rotor speed limitations and finally 

trip off. Fig 3.7 shows the overall proposed control scheme. When there is over-

generation in the system, wind turbine will deload from MPPT point A to point B 

based on (3.30) and (3.31), making sure more kinetic energy can be stored in a 

WPP. Sequentially, wind turbine overloads through the Segment B to A via C 

based on (3.32) and (3.33) when there is over-consumption by rereleasing the 

stored kinetic energy in the former step.  

It should be noted that the overloading control in this thesis can be understood 

as a simple and effective way to release the stored kinetic energy of wind turbine 

back to the system, and an approach to verify the effectiveness of the proposed 

deloading strategy. There might have other strategies better than this one 

considering better system behavior such as system frequency profile in the 

disturbance, which however, is not the key focus of the work. 
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3.5 Case studies 

To investigate the performance of the proposed control scheme, a model 

system was selected that contains one conventional SG, static loads, and a DFIG-

based WPP, as shown in Fig 3.8. It was simulated using DIgSILENT/ 

PowerFactory. One SG of 30-MW built by a seventh-order model represents the 

power grid. The primary frequency control droop gain of the SG is set to 4%. A 

24-MW WPP consists of 12 units of a 2-MW DFIG. Notably, the power rating of 

WPP is 40% of the overall generation capacity and it is mandatory to require the 

WPP to fulfill system dispatch demand via load sharing control. The DFIG 

model and the related control strategy can be referred to [27-29]. Four DFIGs are 

connected in each feeder, and three feeders are connected to the collector bus, 

which is connected to the power grid through transformers and cables. 

Considering wake interactive between WTs, the spacing of two adjacent DFIGs 

is 5D, where D is the diameter of the DFIG blade (56 m).  The length of the 

cables among the WPP as shown in Fig. 8 is 7D, 5D, 22D respectively. Power 

grid contains two local loads (L1&L2). L1 consists of a fixed load PL1+jQL1 as 

26MW+4Mvar, and the other switching in/out load L2, marked as PL2+jQL2. The 

dispatch order changes at every 100 seconds. More parameters of SG and DFIG 

are shown in Appendix.  

7DCable 1

Cable 2Cable 2

5D

Cable 3

1 1L LP jQ
2 2L LP jQ

L1L2

SG

2x
1x

22D

T1
11kV/110kV

T2
110kV/33kV

 

Fig 3.8 Test system configuration 
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3.5.1 Deloading control in a WPP with wind speed of 14m/s 

As Table I shows, the effective wind speeds for wind turbines are calculated 

by the interactive model described in (3-6) and (3-7). Rotor speeds of DFIGs 

prior to the disturbances are determined by the MPPT algorithm indicated in (3-4) 

and (3-5). In the same utilization level (UL) scheme, K is calculated as 0.8652. In 

the proposed variable utilization level scheme, the initial variable utilization 

levels Ki calculated based on (3-27) and (3-28) are 0.957, 0.7922 and 0.7398 

respectively. It is clearly seen that DFIGs at high wind speeds have higher 

utilization level compared with DFIGs at low wind speeds. The maximum power 

generation by the  WPP is 14.98 MW (0.6243 p.u.). 

The dump load PL2+jQL2 as 2MW+0Mvar is switched off at t=10s. Due to the 

abundant wind resources available in light-load condition, the DFIGs begin 

deloading to 12.96 MW (0.5402 p.u.). Table II compares the results with the 

proposed variable utilization level strategy and the conventional control scheme. 

It shows from Table II that with the proposed variable utilization level control, 

the pitch angle of DFIG 1 is less than that with the conventional control. 

Therefore, the excessive energy is converted to the rotor kinetic energy (KE), 

making the overall rotor speeds higher than that with conventional control. As a 

result, the stored kinetic energy in a WPP by the proposed control is 

approximately calculated as 7.22 p.u. On the contrary, the stored kinetic energy 

with same utilization level scheme is nearly 6.81 p.u, and it effectively validates 

the cost-effective advantage of the former strategy.  
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Table 3.1  

Wind, rotor speeds, predicted maximum power of DFIG, and concerned control 

gains for case study (high wind condition) 

 Col.1 Col.2 Col.3 

Wind speed 14m/s 11.34m/s 10.50m/s 

Rotor speed 1.1911 p.u. 0.9656 p.u. 0.8939 p.u. 

Pmi 0.9579 p.u. 0.5103 p.u. 0.4050 p.u. 

Pwm  / Pd,   0.6243 p.u. /  0.5402 p.u. 

Same UL 0.8652 0.8652 0.8652 

Initial variable UL 0.957 0.7922 0.7398 

 

 

Table 3.2 

Results with the proposed deloading strategy and conventional control strategy 

within a WPP (high wind condition) 

 
The proposed control The conventional control 

PGi ti  PGi ti  

DFIG1 0.8674 1.2200 1.60 0.8288 1.22 2.34 

DFIG2 0.4342 1.2026 0 0.4415 1.18 0 

DFIG3 0.3191 1.1826 0 0.3504 1.098 0 

Stored KE 7.22 p.u. 6.81 p.u. 

 

Three different situations namely without any additional control, with the 

traditional scheme and with proposed variable utilization level scheme are 

compared in Fig 3.9. It is clearly seen from Fig 3.9 (b) that with load sharing 

control, WPP decreases its output power to compensate the power mismatch 

between load and generation, which makes the system frequency stable during 

sudden load variation event as shown in Fig 3.9 (a). In contrast, with MPPT 

control of DFIGs, only SG undertakes the power mismatch of the system, and 

system frequency increases fast in the initial of the event. With proposed scheme, 

the utilization level of front row DFIG (DFIG 1) is higher than that of back row 

DFIG (DFIG 3) as shown in Fig 3.9 (e), which makes the rotor speed of DFIG 3 
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increase to a higher value during system dynamics, as illustrated in Fig 3.9 (d). 

Similarly, due to the higher utilization level of DFIG 1 in the proposed scheme, 

the rotor speed of DFIG 1 increases slower than that in the traditional scheme, 

which better explains the activation time of pitch angle control with proposed 

scheme lags off that with same utilization level scheme, as shown in Fig 3.9 (f). 

It is clearly seen from Fig 3.9 (d) that with the proposed scheme, the excessive 

energy can be temporally stored in the back row DFIGs, which can withhold as 

much wind energy as possible, and then release back when system needed.  
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Fig. 3.9. Simulation results for Case Study. (a) System frequency, (b) WPP output 

power, (c) SG mechanical power, (d) DFIG rotor speed, (e) Utilization level of 

different control schemes, (f) Blade angle of DFIG 1 

3.5.2 Overloading control in a WPP with wind speed of 14m/s 
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The dump load PL2+jQL2 as 4MW+0Mvar is switched on at t=110s, and the 

DFIGs begin overloading to 15.88 MW (0.662 p.u.) afterwards. Fig. 3.9 shows 

the dynamic response of DFIGs and SG after sudden load changes.  It is clearly 

seen from Fig. 3.9 (a) that with the proposed control, the second system 

frequency drop is 0.9904 p.u., which is larger than that of 0.9898 p.u. with 

traditional control scheme. This is not unreasonable because the overloading time 

of DFIGs with proposed control scheme is longer than that with traditional 

control scheme as shown in Fig. 3.9 (b). The slight improvement in the frequency 

drop is due to the relatively small amount of kinetic energy stored in wind 

turbines. Moreover, The SG mechanical power curve in Fig. 3.9 (c) indicates that 

in the proposed control scheme, the mechanical power from governor increases 

slower than that with same utilization level scheme. Because of the rotor speed of 

back row DFIG (DFIG 3) with proposed control scheme larger than that with 

conventional control in the deloading control, the time of releasing rotation 

kinetic energy stored in DFIG 3 in the overloading control scheme is longer than 

that with same utilization level scheme, as shown in Fig. 3.9 (d). 

 

3.5.3 Impact of the parameter DH 

DH is defined as the highest rotor speed that all DFIGs in a WPP cannot 

exceed. TABLE III shows the influence of the parameter DH on the performance 

of the proposed control scheme. It is effectively validated that with lower DH, 

larger initial utilization level deviation of each wind turbine will be with the 

proposed control scheme. As a result, the power reference for DFIG 3 in the 

deloading control with lower DH is smaller than that with higher DH, which 

makes the overall rotor speeds of wind turbines higher than that with higher 

value of DH. Accordingly, the stored kinetic energy in a WPP with lower DH is 

approximately calculated as 7.35 p.u. On the contrary, the stored kinetic energy 
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with higher DH is nearly 7.22 p.u, and it effectively validates the lower of the 

DH, the smaller utilization level of back row DFIG will be and the more kinetic 

energy of DFIGs can be stored in a wind power plant (WPP). The system 

frequency drop is slightly improved as well since more kinetic energy of DFIGs 

can be released back for system support with lower DH. 

 

Table 3.3 

Result with different DH for the proposed control scheme 

 
DH=1.23 DH=1.25 

DFIG1 DFIG2 DFIG3 DFIG1 DFIG2 DFIG3 

Initial UL 0.9681 0.7835 0.7248 0.957 0.7922 0.7398 

PGi 0.8776 0.4302 0.3128 0.8674 0.4342 0.3191 

ti 1.2200 1.2113 1.2029 1.2200 1.2026 1.1826 

 1.412 0 0 1.60 0 0 

Stored KE 7.35 p.u. 7.22 p.u. 

fmin 0.9907 p.u. 0.9904 p.u. 

3.5.4 Power sharing control in a WPP with wind speed of 12m/s 

The effective wind speed and optimal rotor speed for each row wind turbines 

under low wind condition are shown in Table IV, which are lower than those 

under high wind condition. Same sudden load decrease event happens at t=10s. 

The DFIGs deload to 7.6176 MW (0.3174 p.u.) afterwards. Since the maximum 

power generation by the WPP is 9.636 MW (0.4015 p.u.) under low wind 

condition, the utilization level for all wind turbines in the traditional scheme is 

calculated as 0.7905, which is smaller than that in the high wind condition. 

However, in the proposed variable utilization level scheme, the initial value of Ki 

for three column DFIGs are calculated as 0.8564, 0.741 and 0.7023 respectively. 

It is apparently shown that the higher rotor speeds of wind turbines are, the larger 

utilization levels of wind turbines are adopted. In addition, the power settings for 

back row wind turbines during deloading control with proposed scheme are 
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lower than that with traditional one as shown in Table V. As a result, rotor 

speeds of back row wind turbines are higher and more kinetic energy can be 

stored in a WPP. Compared with the results from Table II, the total kinetic 

energy alternation under low wind condition is calculated as 0.91 p.u., which is 

higher than that under high wind condition as 0.41 p.u. This is not unreasonable 

that there is a larger over-speeding range under low wind speed condition and 

more available kinetic energy can be stored via overspeeding control in a WPP. It 

effectively validates that the proposed scheme is more energy-efficient since 

more wind energy can be harvested through storing in the form of rotor kinetic 

energy of wind turbines instead of directly curtailing. 

It is clearly seen from Fig. 3.10 (b) and (c) that with MPPT control of DFIGs, 

only SG undertakes the power gap, and the system frequency drop is larger than 

that with load sharing control involved. However, WPP decreases its output 

power to compensate the power mismatch with load sharing control. With the 

proposed variable utilization level scheme, a lower utilization level is adopted for 

back row DFIG (DFIG 3) as shown in Fig. 3.10 (e), which makes the rotor speed 

of wind turbine increase to a higher value during system dynamics, as illustrated 

in Fig. 3.10 (d). On the contrary, the activation time of pitch angle control for 

front row DFIG (DFIG1) with the proposed scheme lags off that with traditional 

scheme, due to the higher utilization level for DFIG 1 as shown in Fig.  3.10 (f).   

Same load increase event happens at t=110s, and the DFIGs begin to overload 

to 10.54 MW (0.439 p.u.) afterwards. The power imbalance between the dispatch 

order and the maximum power generation of wind turbines is evenly distributed 

to the wind turbines in the deloading scheme. It is clearly seen from Fig. 3.10 (a) 

that with the proposed control, the second system frequency drop is 0.9906 p.u., 

which is larger than that of 0.9886 p.u. with traditional control scheme. 

Compared with high wind condition, the frequency drop improvement is more 

obvious. This is because the stored kinetic energy in the proposed scheme is 

much larger than that with traditional one under low wind condition. Since more 
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kinetic energy of wind turbines is stored in the proposed deloading scheme, the 

time of releasing kinetic energy in DFIG 3 in the overloading control is longer 

than that with traditional scheme, as shown in Fig. 3.10 (d). As a result, the 

frequency support time with proposed scheme is much longer than that with the 

traditional one, as shown in Fig. 3.10 (b) and accordingly, the mechanical power 

from SG governor increases much slower as shown in Fig.  3.10 (c). 

 

Table 3.4 

Wind, rotor speeds, predicted maximum power of DFIG, and concerned control 

gains for case study (low wind condition) 

 Col.1 Col.2 Col.3 

Wind speed 12m/s 9.85 m/s 9.13 m/s 

Rotor speed 1.0218 p.u. 0.8384 p.u. 0.7768 p.u. 

Pmi 0.6047 p.u. 0.3341 p.u. 0.2658 p.u. 

Pwm  / Pd,   0.4015 p.u. /  0.3174 p.u. 

Same UL 0.7905 0.7905 0.7905 

Initial variable UL 0.8564 0.741 0.7023 

 

Table 3.5 

Results with the proposed deloading strategy and conventional control strategy 

within a WPP (low wind condition) 

 
The proposed control The conventional control 

PGi ti  PGi ti  

DFIG1 0.5266 1.220 1.60 0.4779 1.22 3.34 

DFIG2 0.2427 1.187 0 0.2641 1.10 0 

DFIG3 0.1826 1.177 0 0.2101 1.02 0 

Stored KE 7.14 p.u. 6.23 p.u. 
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Fig. 3.10. Simulation results for Case Study. (a) System frequency, (b) WPP output 

power, (c) SG mechanical power, (d) DFIG rotor speed, (e) Utilization level of 

different control schemes, (f) Blade angle of DFIG 1 
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3.6 Summary 

In this chapter, it has been analyzed that when fulfilling system dispatch 

demand, the traditional same utilization level based scheme may lead to wind 

turbines at higher wind speeds compromising more wind energy than those at 

lower wind speeds. To improve this, a variable utilization level scheme for a 

DFIG-based WPP is proposed to effectively reduce DFIG’s wind energy loss due 

to load sharing control. To fullfill the dispatch demand while harvesting as much 

energy as possible in a WPP, the proposed scheme adaptively adjusts the 

utilization level of each wind turbine depending on its rotor speed so that more 

kinetic energy can be stored in a WPP, which can be later released back to the 

system when needed. The simulation results indicate the proposed scheme can 

reduce the loss of total energy production compared to the conventional same UL 

scheme for load sharing in a WPP. With increased wind energy penetration in the 

future, the scheme can be highly valuable for industrial applications. 
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Chapter IV 

Optimal Power Sharing Control of Wind Turbines  

4.1 Introduction 

When wind power penetration is high, particularly in the context of a 

microgrid, the wind generation according to the maximum power tracking 

control may significantly disturb the supply-demand balance. In fact, with a 

proper control design, the power output of a DFIG wind turbine (WT) can be 

regulated in accordance with the dispatch demand from system operator while 

harvesting and storing as much as wind energy as possible. Specifically, WT can 

withhold the output power through accelerating its rotor, when there is over-

generation in the system. This is often referred to as the deloading control of WT 

[81, 82]. Similarly, the overloading control can be applied to WT through 

decelerating its rotor, when there is over-consumption in system [86]. To 

implement deloading or overloading control, a simple approach is to equally 

share power reference variation to each WT [94], which results in equally 

accelerating or decelerating all WTs of a wind farm. This is certainly not an 

optimal option since the deloading or overloading capability of each WT is not 

equal under different wind conditions. To best fulfill the dispatching command, 

the deloading and overloading capability of WTs should be fully and optimally 

utilized, which is the focus of this thesis. The optimal deloading control for WTs 

within a wind farm is of particular interest, since this enables WTs to withhold as 

much wind energy as possible that can be released back for e.g. system support. 

This thesis proposes a novel optimal deloading control strategy, where power 
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reference of each DFIG WT is obtained through a tailor-made optimization, 

aiming at maximizing the rotor kinetic energy stored in all WTs within a farm. 

4.2 Optimal Power Share of Wind Turbines  

4.2.1 Wind Power Generation Analysis 

The active power generation Pwt of each WT can be calculated as 

Pwt=1/2Cp(Avw
3, where is air density, A=R2 is the effective area swept 

by WT blades of radius R, vw is the average wind speed, Cp is the power 

coefficient of WT which is a function of tip speed ratio  and WT blade pitch 

angle  [103]. Normally,  is assumed to be a minimum value (zero) for 

extracting maximum power. In order to facilitate the analysis of the optimal 

loading control strategy, the high-degree nonlinear Cp expression in [103] is 

substituted approximately by a polynomial of degree Np and coefficients aj. 

 

0 0

p p
jN N

tj

p j j j
j j w

R
C a a

v




 

                                      (4.1) 

The power generated by each WT i can then be expressed as, 
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where, ti is the rotor speed of WT i and kij is the concerned coefficient for WT i 

under the specific wind speed vwi at a polynomial degree j. 

4.2.2 Optimal Deloading Strategy 

In order to achieve deloading control while maximizing kinetic energy stored 

in a wind farm, the pitch control should not be activated until WT rotor speed 

exceed a predefined threshold tt. The proposed strategy is summarized below: 
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Step 1: Consider a wind farm comprising of m WTs, which are divided into 

two groups. Group one consists of WTs whose rotational speed is below the 

speed threshold, marked as 1, 2,…n. The rotational speed of another group of 

WTs reaches the speed threshold, marked as n+1, n+2,…m. 

Step 2: For group two, in contrast to [94], where the pitch angle is 

automatically increased when WT deloading, WTs at high wind speed generate 

the nominal power, which does not participate in the WT deloading. 

Step 3: For group one, if neglecting all power losses among wind farm, in 

order to maximize the stored rotor kinetic energy, the optimization problem can 

be formulated as follows: 
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where, Pd and PGi denote the system required active power generation and power 

reference for WTs under low wind speed when deloading, Ji is the inertia 

constant of WT i, and toi is the optimal rotor speed of WT i at MPPT status. 

Step 4: If Eq. (3) is unsolvable, the rotor speeds of all WTs may reach the 

threshold tt and meanwhile, system power balance may not be ensured. Pitch 

angle control should be activated to further decrease the power generation, and 

the power reference of each WT should be, 
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where Pni is the nominal power of WT i. In this thesis, the power difference 

between the required power generation and the wind power generated with rotor 



70 

speed of all WTs reaching the speed threshold is evenly distributed among all the 

m WT. 

When the system required generation is more than the maximum power wind 

farm can produce, the stored energy via the proposed deloading strategy can be 

released back for system support through the overloading strategy described 

below: 

Step 1: For the m-n WTs under high wind speeds, the power reference is 

modified as nominal power. 

Step 2: For n WTs under low wind speeds, the power difference between the 

system required power generation and the maximum power captured of WT is 

evenly distributed to n WTs, and Pmi is the maximum power captured by WT i at 

specific wind speed vw. 
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The proposed overall WT loading control is shown in Fig. 4.1. 

 

Overloading

Deloading

MPPT

A

B

C

A
ct

iv
e

 P
o

w
e

r 
o

f 
W

in
d

 T
u

rb
in

e

Rotor Speed

Electrical Power Reference

Electrical Power Reference

Mechanical 

Power C
urve

GiP

GiP

miP

 

Fig. 4.1 Wind turbine under deloading and overloading status 
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4.3 Case Studies 

The benchmark system is a typical stand-alone microgrid with a total load of 6 

MW and 1 MVar, which is conducted in the DIgSILENT/PowerFactory. The 

constant power load model is used in the study. The wind speeds at four DFIGs 

are 14 m/s, 13 m/s, 12 m/s, and 11 m/s, respectively, which may generate as 

much as 5.6 MW (0.7 p.u.) of wind power. One local 5 MW synchronous 

generator (SG) is installed to supply the local load.  

 

Table 4.1 

 Results with the propose optimal deloading strategy and conventional control 

strategy when DFIG deloading 

 
The proposed control  The conventional control 

PGi ti   PGi ti  

DFIG1 0.9520 1.2500 0  0.9049 1.2500 0.8267 

DFIG2 0.7420 1.2158 0  0.7250 1.2500 0.0728 

DFIG3 0.5830 1.1374 0  0.5705 1.1597 0 

DFIG4 0.3630 1.2500 0  0.4396 1.0633 0 

 

Due to the abundant wind resources available, the four DFIGs begin deloading 

to 5.28 MW (0.66 p.u.). Table I compares the results with the proposed optimal 

deloading strategy and conventional control strategy. It shows that with the 

optimal control, all WT pitch angles keep zero and all the excessive energy is 

converted to the rotor kinetic energy, making the overall rotor speeds higher than 

that with conventional control. 

If the load suddenly rises to 7 MW at t=10s, and the DFIGs begin overloading 

to 6 MW (0.75 p.u.) afterwards. Fig 4.2 shows the dynamic response of DFIGs 

and SG after sudden load changes. It is clearly seen that with the proposed 

control, the overloading time of DFIG is longer. Moreover, the network 
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frequency deviation is smaller and the system recovers faster with the proposed 

optimal control strategy. 
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Fig. 4.2 Dynamic response of DFIGs and SG after sudden load changes 

4.4 Summary 

This chapter has proposed an optimal power sharing control strategy that can 

fulfill the power dispatching demand by system operator while harvesting as 

much wind energy as possible. The power reference of each DFIG is shared 

through maximizing the rotor kinetic energy stored in all WTs in a wind farm. 

Correspondingly, the stored energy can be later released back for system support 

through WT overloading control. The proposed control scheme that fully utilizes 

the loading capability of WTs has a high potential application in a weak grid with 

high wind power penetration. 
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Chapter V 

Advanced Power Sharing Control for Microgrid 

Operation with Wind and Solar Generation 

5.1 Introduction 

In recent years, considerable attentions have been drawn on the secure and 

reliable operation of the power system due to the steadily growing penetration of 

renewables. Particularly, the popular maximum power point tracking (MPPT) 

algorithm adopted by distributed generations (DGs) such as wind and 

photovoltaic (PV) may cause supply-demand imbalance of the power system 

from time to time. Accordingly, traditional synchronous generators (SGs) are 

required to operate at part-load levels or even shut down for some time to realize 

power balance in the system, which results in a reduced life cycle and increased 

costs. To minimize such impacts, some countries have required DGs mandatorily 

to fulfill the dispatch demand set by system operator by their grid codes.  

To resolve the discrepancy between dispatch command and renewable 

generation, one direct solution is to utilize energy storage system (ESS), such as 

pumped water and flying wheel, which can mitigate renewable output 

fluctuations to align with the dispatch demand [66-69]. Nevertheless, additional 

investments as well as some technical considerations may prevent wide use of 

storage systems. Thus, it is worthy of investigating alternative solutions based on 

the self-potentials of renewables. 

Actually, with a proper control strategy, the output power of wind or PV 

generation can be regulated in accordance with dispatch command to realize 

power balance among the system, which is termed as power sharing control (PSC) 
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herein. Specifically, some renewables like wind can withhold or release partially 

kinetic energy stored internally while having limited impacts on their energy 

harvesting process based on advanced control strategy [88-92]. For renewables 

with little internal energy like PV, deloading control can be applied to withhold 

partial generation output via regulating the terminal voltage of PV arrays 

[106,107]. The above controls may involve deviations from MPPT points to 

fulfill dispatch commands, but renewables can always return back to MPPT 

afterwards.  

There are typically two possible ways to realize active power control by wind 

generators (WGs). The first one is to utilize the WG pitching control to reserve 

and release power in response to e.g. system frequency. Since this scheme forces 

WG to deviate from MPPT operating point and significant annual wind 

generation reduction is inevitable. In addition, the response speed of pitching can 

be somehow slow and frequent activation may also increase mechanical stress to 

WGs. The other alternative is to utilize the rotating kinetic energy (KE) of WG, 

with which WT can withhold or release additional kinetic energy through 

accelerating or decelerating the rotor speed. Compared to the pitch control, this 

method involves limited impacts to wind turbine energy harvest while 

manipulating generation output. Because of such advantage, this thesis further 

exploits the KE based active power control to enable WGs to fulfill system 

dispatch commands while minimizing the reduction of wind energy harvest. 

In [91], a two-level control scheme for active power control for a microgrid is 

proposed. This scheme consists of a supervisory control level and a lower 

machine control level. The supervisory control level decides the power setting of 

each DG from different optimization objectives such as optimal power flow 

among a microgrid. The lower machine level can be realized through active 

power control schemes aforementioned. The data of current wind speeds, solar 

irradiation, and configuration of microgrid is required for this method, which 

makes it time-consuming and not suitable for online application. In addition, the 
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coordination of each DG to fulfil the dispatch order and the dynamics of DG is 

not considered. In [94], a simple and direct approach of power sharing is 

proposed by equally adjusting the utilization level (UL) of each DG. 

Traditional dispatch methods may involve either optimal power flow or the 

same UL based scheme to adjust renewable generation output to ensure dispatch 

command alignment within a microgrid. Considering DGs like wind and PV can 

operate at different MPPT points because of different locations, the same UL 

based scheme may not provide optimal adjustments in terms of impacts caused to 

energy harvest. Meanwhile, WGs have the advantages of varying generation 

output at limited impacts to energy harvest and therefore should be highly 

prioritized for set point adjustment. Thus, this thesis proposes a novel cascading 

PSC scheme for a microgrid to firstly adjust WGs generation and then PVs to 

optimally meet the dispatch command while minimizing the reduction of total 

energy production. The WGs rotors can be fully utilized for temperately storing 

or releasing excessive energy, and the PV generation can be deloaded only when 

needed. Compared to traditional methods, the efficiency of system operation can 

be largely improved by significantly reducing the compromised energy harvest. 

5.2 Conventional Power Sharing Control for Microgrids 

Some preliminary knowledge is included in this section. First, wind generation 

(WG) model including the wind turbine model and its Maximum Power Point 

Tracking (MPPT) control are briefly introduced. Then, the ideal circuit 

photovoltaic (PV) model are described. Lastly, the same utilization level based 

power sharing control (PSC) for AC microgrid is presented.   

5.2.1 MPPT Control of Wind Generation (WG) 

The mechanical power from the wind Pmec, is defined by 

2 3 ( , )
2

mec w pP R v C

                                       (5.1) 
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where is the air density, R is the rotor blade radius, vw is the wind speed, is 

the tip speed ratio,  is the pitch angle, and Cp is the power coefficient. The 

expression of Cp [103] is as follows, 
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where kg is the gear ratio of gearbox, t and D is the wind turbine and DFIG 

generator rotational speed, respectively. Normally, the pitch angle will be 

controlled to zero when Pmec is below the rated power. Thus, Cp is the function of 

only and has a maximum value Cpmax at certain At this point, the WT obtains 

the maximum power and the optimal rotor speed Dopt
 for a given vw from (5.4). 

Substituting (5.4) in (5.1), yields: 
5 3

max 3 3

32MPPT

g pWG

D M D

R k C
P C


 


                               (5.5) 

where PWG
MPPT is the power reference of wind generator (WG) determined by 

maximum power point tracking (MPPT) algorithm. The active power of a WG is 

regulated both by the MPPT algorithm and the pitch angle control as shown in 

Fig.1 (a) when below the rated power. The MPPT model is used to calculate the 

reference active power according to the current rotor speed (D). Optimal rotor 

speed will be automatically reached based on the rotor motion equation: 

2 WGD
D D mec MPPT

d
H P P

dt


                                     (5.6) 

where HD is the inertia constant of the DFIG. Due to the fast response of power 

electronic devices, the active power from WG can be regarded as the same as its 

reference, that is PWG = PWG
MPPT. Pitch angle control will be activated to 

constrain the rotor speed within its limit by increasing the pitch angle once over-

speed of WT rotor is detected. 
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Fig. 5.1 Simplified active power control (APC) of WG (a) and PV generation (b). 

5.2.2 MPPT Control of Photovoltaic Generation 

In an ideal photovoltaic (PV) model, the equation that relates the output 

current I and terminal voltage V is expressed as, 
/

1sqV N KTA

PV Ph SI I I e                                 (5.7) 

where q, K, T, and Ns are the electron charge, Boltzmann constant, module 

temperature, and number of series connected cells, respectively. The parameters 

IPh, Is, and A are the photon current, saturation current, and the ideality factor of 

the diode, respectively. These three parameters can be determined relying only 

on the solar irradiance G, short circuit current ISC, and open circuit voltage Voc. 

Thus, for a given solar irradiance G and temperature T, the output current of PV 

is only related to the terminal voltage. The MPPT algorithm of PV is achieved by 

controlling the PV panel output voltage at optimal voltage VM., as shown in Fig. 

5.1 (b). The maximum output power of PV generation is reached as PPV
MPPT, 

which yields as  

( )PV

MPPT PV MP P V                                        (5.8) 

 

5.2.3 Same Utilization Level (UL) based Power Sharing Control (PSC) for AC 

Microgrid 
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The supply-demand balance of e.g. a stand-alone microgrid must be always 

maintained. This requires the generation reference for each WT and PV generator 

should be properly set in accordance with the dispatch demand. A simple and 

traditional way to equally share power variation ratio according to each 

distributed generator (DG)’ capability is introduced below. This is achieved by 

controlling the same utilization levels (ULs) of WG and PV generators. 

Fig. 5.2 shows a simple AC microgrid with multiples of DGs including WG 

and PV generators, a synchronous generator (SG), and several local loads. The 

SG provides reactive power for maintaining voltage and generates additional 

active power during low outputs of DGs. The total active power demand (Pd) for 

DGs can be simply represented as follows, 

1

k

d Li G Loss

i

P P P P


                                     (5.9) 

where k is the number of the local loads in the microgrid. PG is the active power 

from SG, PLi is the ith local demand calculated based on local load. PLoss is the 

active power loss among microgrid and can be regarded as a small percentage of 

Pd. 

The total available power generation from the DGs (PDGm) can be calculated 

as follows, 

     
1 1

n m

DGm WGmi PVmj

i j

P P P
 

                                   (5.10) 

where n is the number of WGs in a microgrid, PWGmi denotes the predicted 

maximum wind power generation of ith WG, which depends on the current wind 

speeds. m is the number of PV generators in a microgrid, PPVmj denotes the 

maximum PV generation of jth PV panel based on the current irradiation and 

temperature. Suppose Pd is the dispatch demand set by system operator, and if Pd 

is larger than PDGm, all DGs should be operated at MPPT status. If Pd is less than 

PDGm, a suitable PSC is required to share the load demand among DGs. This is 

achieved by controlling the ULs (Ku) of DGs, maintaining them as a same value 

[94], 
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where PWGi and PPVj is the active power generation set of the ith WG and jth PV 

generator, respectively. The above same UL scheme can guarantee the supply-

demand balance in a stand-alone microgrid. The actual power output of DGs 

(PDG) can be expressed, 
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Fig. 5.2. Configuration of a simple stand-alone AC microgrid 
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5.3 Energy Production Analysis of WGs and PV Generators for PSC 

When the available power generation from DGs exceeds the system demand, 

a proper PSC should be utilized instead of traditional MPPT algorithm to cope 

with the supply-demand imbalance in a microgrid. DGs in a microgrid may be 

controlled to temporally reduce their output by regulating their ULs, however 

energy reduction of DGs to compromise partial harvested energy during above 

process. WG may reduce its output power through overspeeding control, while 

PV generator deloads its generation by increasing the terminal voltage. Therefore, 

total energy production reduction due to different active power controls (APCs) 

for DGs with same UL scheme should be analyzed accordingly. It is assumed 

that all DGs are in MPPT operation prior to the system demand change. In the 

following, all the variables are in the per unit form. 

5.3.1 Overspeeding Control for WG 

The power of each WG when adopting active power control (APC) as shown 

in Fig. 5.2 should be expressed as follows, 
3

WGi u WGmi u M DiP K P K C                        (5.13) 

where Ku is the universal utilization level (UL) for each WG and PV generator in 

a microgrid. Rewrite the rotor motion equation as (5.6),  

 2 Di
D Di meci WGi

d
H P P

dt


                                (5.14) 

where HD is the inertia constant of the WG and assume all WGs have the same 

inertia constant for simplification. In this thesis, one-mass model of WG is 

utilized since the dynamic oscillation induced by two-mass model of WG is 

effectively damped during first few seconds, which has little impact on APC of 

WG. Pmeci and PWGi are the harvested wind power and active output of ith WG 

respectively. Integrate both sides of (5.14) over a time horizon yields the total 

captured wind energy (EWGi) by single WT under APC, 

0 0 0

2

2
t t t

Di
WGi meci WGi D

t t t

d
E P dt P dt H dt

dt


                           (5.15) 
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Define EWGi0 as the total captured wind energy by ith WG with no APC 

involved. Since a small microgrid is studied in this thesis, the dispatch order will 

be short in few minutes. For simplification, wind speed and solar irradiation do 

not change dramatically in a short time dispatch order,  

0
0 0( )

t

WGi WGmi WGmi
t

E P dt P t t                            (5.16) 

Based on (5.13), (5.15) and (5.16), the energy loss EWGL,i of ith WG during 

transient involved by APC can be expressed in (5.17), 
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Obviously, Equation (5.17) can be divided into two separated parts (EWGL,1i 

and EWGL,2i) as follows, 
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It is noted from (5.18) that the sacrificed wind energy EWGL,i during APC of 

each WG consists of two parts. EWGL,1i represents the influence of the dispatch 

demand set by system operator on the wind energy loss EWGL,i, while EWGL,2i 

shows the effect of rotation mass inertia of WG on EWGL,i during above process. 

Accordingly, the total harvested wind energy production loss (EWGL) by WGs 

within a microgrid can be expressed as follows: 
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         (5.19) 

where PWGd is the power demand for WGs. Ek is the total rotor kinetic energy 

(KE) alternation while all the WGs adopting APC within a microgrid. Similarly, 

the sacrificed wind energy during APC EWGL composes of two separated parts. 



82 

EWG1 in (5.19) represents the imbalanced energy between the maximum energy 

WTs can generate and the system demand during transient process. The 

expression of EWG2 indicates WGs may withhold partial kinetic energy, which 

can save as much wind energy as possible during APC.  

5.3.2 Overvoltage Control for PV Generator 

Similarly, the power of each PV generator when adopting APC as shown in 

Fig. 2 should be expressed as follows, 

PVj u PVmjP K P                               (5.20) 

where Ku is the utilization level (UL) for each PV generator within a microgrid. 

Because of the small capacitance of the terminal capacitor as shown in Fig. 5.1 

(b), the dynamic process of DC-link capacitor can be negligible, and it is 

assumed that the captured solar energy by each PV panel equals to the output 

generation of PV generator. Therefore, the total solar energy captured by single 

PV generator (EPVj) over a time horizon can be expressed in (5.21), 
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PVj PVj u PVmj
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E P dt K P dt                                (5.21) 

Similarly, define EPVj0 as the total harvested solar energy by jth PV generator 

with MPPT control,  
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E P dt P t t                           (5.22) 

Based on (5.20) ,(5.21) and (5.22), the sacrificed solar energy EPVL,i of jth PV 

generator during transient involved by APC can be expressed in (5.23), 

, 0 0(1 ) ( )PVL j PVj PVj u PVmjE E E K P t t                     (5.23) 

Accordingly, the total harvested solar energy production loss (EPVL) by PV 

generators within a microgrid can be expressed as follows, 
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where PPVd is the power demand for PV generators within a mirogrid. Compared 

(5.19) and (5.24), the energy production reduction by PV generators during 

APCs only reflects the energy imbalance between the maximum solar energy PV 

panels can generator and system demand during above process. This is not 

unreasonable that PV generators have no inertia-like devices as rotating mass of 

WGs, which has no additional released or absorbed energy while adopting APC. 

Based on (5.19) and (5.24), the overall energy reduction with in a microgrid 

(EMGL) including PV generators and WGs can be expressed in (3.25),  

 

0

0

2 2

2

1 1

2

1

0 0

1

1

( ) (1 ) (1 )

( ) (

( ) ( ( ( )

)

( )))

u WGmi u P

MGL WGL PVL

n m

WG

i j

n m

WGmi PVmj WGd PVd W

Vmj

n

DGm D Di Di

i

G

i j

d

t t K P K P

t t

t t

E E E

E

P P P P

P

E

P H t t 

 



 

 

  

 

     

 

   

  

  

 

 

               

 (5.25) 

It can be concluded from (5.25) that, the energy production reduction with 

PSC scheme also consists of two parts. The first part reflects the difference 

between the maximum captured energy and the system demand, which is a 

constant value with the given power supply and dispatch demand. The second 

part is the rotor kinetic energy alternation for WGs. Therefore, it is more energy-

efficient by using overspeeding control for WGs than overvoltage control for PV 

generators. This is because PV generators can only reduce their output power by 

increasing terminal voltage, and no additional energy can be reserved during this 

process. However, WGs can lower their output power by overspeeding their 

rotors, which can withhold partial wind energy by converting it into rotor kinetic 

enrgy of WGs through APC. Therefore, with same system dispatch demand, the 

more portion of power discrepancies for WGs (lower UL coefficients for WGs), 

the larger rotor speed variations of WGs will be obtained and the more rotor 

kinetic energy of WGs will be temporarily stored within a microgrid.  
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5.4 Proposed Cascading Power Sharing Control for A Microgrid 

With WG and PV Generator  

This thesis mainly focuses on PSC scheme for renewables to copy with 

power mismatch between available wind or solar generation (PDGm) and system 

demand (Pd) within a microgrid. Traditionally, the power mismatch can be 

shared by achieving same UL for all DGs available in a microgrid. However, this 

may not be an optimal option in terms of maximizing overall energy production 

in a microgrid since the overall energy loss by WGs and PV generators through 

different APCs is not the same. Specifically, WGs can withhold partial wind 

energy through accelerating their rotor speeds, which contributes to EWG2 in 

(25). On the contrary, PV generators can reduce their output power via increasing 

terminal DC-link voltage, which cannot withhold partial energy during PSC as 

WGs. Therefore, the traditional same UL based PSC may not fully utilize the 

WGs’ capabilities for load sharing in a microgrid. 

To avoid the aforementioned problem, a cascading PSC scheme that can 

sequentially activate the overspeeding control of WGs and then overvoltage 

control of PV generators within a microgrid automatically is proposed. The core 

of this scheme is that, power discrepancies between the maximum active power 

DG can generate (PDGm) and the system demand (Pd) is always first shared by 

WGs, while overvoltage control of PV generators is exerted only if all the rotor 

speeds of WGs reach the maximum limits. In the proposed cascading PSC, KE of 

all WGs are maximally utilized to temporally store excessive wind energy to 

make sure less harvested renewable energy is wasted due to the PSC. 

Sequentially, the stored KE in WGs in the PSC scheme can be later released back 

to the system. In the following, the detailed design of APCs for WGs and PV 

generators is presented for proposed PSC scheme.   

5.4.1 Cascading PSC scheme with overspeeding control of WGs only 
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Under the cascading PSC scheme, WGs still reduce their output power 

through accelerating their rotor speeds, which withhold partial excessive wind 

energy into rotor KE. When the power mismatch between the maximum active 

power DGs can generate (PDGm) and system demand (Pd) is within a small range, 

overspeeding control of WGs will contribute only for the power discrepancies 

sharing, and PV generators still work at their MPPT status, maximizing of 

utilizing the rotor KE to store excessive captured DG energy and minimizing the 

impacts to the overall energy production. Compared to the same UL based PSC 

scheme, the proposed PSC can ensure better harvest of renewable energy while 

fulfilling the system dispatch demand, which is of significantly economic in 

system daily operation. 

5.4.2 Cascading PSC scheme with both overspeeding control of WGs and 

overvoltage control of PV generators only 

When the power discrepancies in a microgrid is relatively large, all the rotor 

speeds of WGs reach their limitations. Therefore, rotor KE of WGs is maximized 

utilized to store the excessive DG energy, which yields as, 

  2 2

2 max max 0
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( ( ) ( ))
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WG k D D Di
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E E H t t 


                   (5.26) 

where Ekmax is the maximal total rotor kinetic energy (KE) alternation while all 

the WGs reach their speed limitations Dmax. Meanwhile, the power demand Pd 

should satisfy, 
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1 1

( )
n m

d DGT WGi D PVmj

i j

P P P P
 

                         (5.27) 

where PWGi (Dmax) is the ith WG output power when its rotor speed reaches its 

limitation. PDGT is the defined threshold of DG generations when all rotor speeds 

of WGs reach their limitations and all PVs operate at their MPPT status. When 

system power demand is less than defined PDGT, WT rotor KE is maximally 

utilized. Consequently, there are two ways to share the remaining power 

mismatch between system demand and PDGT. One is to use pitch angle control of 
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WG and the other is via overvoltage control of PV. However, utilizing 

overvoltage control of PV for load sharing is more preferable than the pitch angle 

control of WG with slow response due to the mechanical regulation involved. 

Furthermore, frequent activation of pitch angle may cause additional fatigue of 

WT. Therefore, the power difference between system required power Pd and the 

defined DG generation PDGT is evenly disturbed among m PVs, 

  /PVj PVmj d DGTP P P P m                             (5.28) 

In order to realize the above process, a PI controller is utilized to prevent the 

over-speeds of wind turbine rotors and reduce the output power of PV generators 

automatically when power mismatch in a microgrid is large, yields as, 
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    (5.29) 

where Kp, KI are the concerned control parameters of PI controller. it should be 

noted that when the system demand is above the defined threshold DG 

generations PDGT, and the rotor speeds of WGs do not reach their limitations, 

only WGs undertake the power mismatch between the maximum active power 

DGs can generate (PDGm) and system demand (Pd). Once larger power mismatch 

occurs and all the rotors of wind turbines reach their limitations, overvoltage 

control of PVs in the microgrid is activated and reduction of PV generations is 

utilized for power sharing. This cascading control design well distributes self-

resources for system supply-demand power balance and successfully resolves the 

paradox between energy harvesting of DGs and fulfilling the system dispatch 

demand. Each power generation of DG for power sharing with cascading control 

scheme should be as follows, 
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5.4.3 PSC scheme when there is over-consumption 

When there is over-consumption in the microgrid, the system required 

generation (Pd) may be more than the maximum active power DGs can generate 

(PDGm). Accordingly, the stored kinetic energy via proposed cascading control 

scheme can be released back to system through the following strategy as shown 

in Fig 5.4. One simple and direct way is to share the power discrepancies in a 

microgrid is evenly distributed to n WGs, meanwhile PVs are working at their 

MPPT status.  
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P P P P n

P P
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                         (5.31) 
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Fig. 5.3 Control scheme of the cascading control when over-generation 
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Fig. 5.4 PSC scheme for a microgrid when there is over-consumption 

5.5 Case Studies 

To validate the performance of proposed cascading control scheme, a small 

microgrid was selected that contains one conventional SG, variable loads, a PV-

based solar farm and a DFIG-based wind farm, as shown in Fig 5.3. It was 

simulated in DIgSILENT/ PowerFactory [99]. One SG of 15-MW built by a 

seventh-order model [105] represents the power grid. A 6-MW wind farm 

consists of 3 units of a 2-MW DFIG. Similarly, a 6-MW solar farm is connected 

to the bus B1 in parallel.  Notably, the power rating of DGs is 40% of the overall 

generation capacity and it is mandatory to require the DGs to fulfill system 

demand via power sharing control. The DFIG model, solar model and the related 

control strategy can be referred to [27-29]. Since a relatively small microgrid is 

studied in this thesis, the dispatch order will be short in few minutes, and the 

dispatch order changes at every 150 seconds in case study.  More parameters of 

SG, PV and DFIG are shown in Appendix. 
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5.5.1 Variable System Demand with Constant Wind Speed 

As Table I shows, the maximum power generation by the wind farm and 

solar farm are 3.8118 MW (0.6353 p.u.) and 3.2778 MW (0.5463 p.u.) under 

specific wind speeds and solar radiations respectively. Accordingly, the total 

available power from DGs is 7.0896 MW (0.5908 p.u.). As shown in Fig. 5 (a), 

during the first dispatch order cycle (over-generation I), due to the abundant DG 

resources available in light-load, the power demand for DGs become 6.786 MW 

(0.5655 p.u.) based on (9). In the same utilization level (UL) scheme, Ku is 

calculated as 0.9572 based on (11). Accordingly, the generations from wind and 

solar farm decrease to 3.6486 MW (0.6081 p.u.) and 3.1374 MW (0.5229 p.u), 

respectively, as shown in Table II. As clearly shown in Fig. 5 (b), the wind and 

solar farm decrease their output with same utilization ratio based on their 

maximum generation. However, in the proposed cascading control scheme, the 

power discrepancies between the maximum power generations from DGs and the 

system demand in small system disturbance is entirely shared by wind farm as 

seen in Fig. 5 (b) in the black solid line. As a result, the generation from wind 

farm reduces to 3.5082 MW (0.5847 p.u.), while solar farm still works at its 

MPPT status. Because of the small disturbance in the system, the rotor speed of 

each WG increases to 1.2109 p.u. (less than the speed limitation set as 1.28 p.u. 

in this thesis), which is larger than the WG rotor speed of 1.158 p.u. via 

overspeeding control of WG in the same UL scheme, as shown in Table II and 

Fig. 5 (e). Correspondingly, the stored kinetic energy in a wind farm by the 

proposed control is approximately calculated as 5.132 p.u. On the contrary, the 

stored KE with same utilization level scheme is nearly 4.693 p.u., and it 

effectively validates the cost-effective advantage of the former strategy.  
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Table 5.1  

Maximum generation of DGs, system demand and concerned control parameters 

for case A 

Quantity Values 

Wind speed 12.2 m/s 

Solar radiation  450 W/m2 

Maximum wind power  0.6353 p.u. 

Maximum solar power 0.5463 p.u. 

Maximum DG power 0.5908 p.u. 

 

Table 5.2 

Results with the proposed control and conventional control for load sharing for 

over-generation I and over-consumption I 

 Proposed Control Conventional Control 

System dispatch demand 

Solar farm output 

0.5655 p.u. 

0.5463 p.u.  

0.5655 p.u. 

0.5229 p.u. /Ku=0.9572 

Wind farm output 0.5847 p.u.  0.6081 p.u. /Ku=0.9572 

Rotor Speed of WG 1.2109 p.u. 1.1580 p.u. 

Stored KE 

Over-production energy 

5.132 p.u. 

0.5626 p.u. 

4.693 p.u. 

0.4418 p.u. 

Over-production time 37.08 s 32.74 s 

 System demand changes to 7.446 MW (0.6205 p.u.) at t=180s due to the 

sudden load increase (over-consumption I) as shown in Fig 5.5 (a). 

Correspondingly, the wind farm begins to increase its output to 4.1682 MW 

(0.6947 p.u.) afterwards and the solar farm returns back to its MPPT status by 

both same utilization level and proposed cascading schemes, as shown in Fig 5.5 

(b) and (c). It can be clearly seen from Fig 5.5 (d) that when there is over-

consumption, with the proposed control, the over-production wind energy 

injected into power grid (marked as red shadow in S2 in Fig 5.5 (d)) via releasing 

wind turbine rotor kinetic energy is proximately calculated as 0.5626 p.u. 

However, with the same utilization level scheme, the surplus energy production 
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for wind farm during over-consumption is nearly calculated as 0.4418 p.u. 

marked as S1 in blue in Fig 5.5 (d). It is verified the energy-effective merit of the 

proposed scheme. The slight improvement in the wind energy production when 

wind farm filling the system dispatch demand is due to the relatively small 

amount of kinetic energy stored in wind rotors. In addition, the over-production 

time for wind farm with proposed control is 37.08s, which is longer than that 

with traditional control scheme (32.74s) as shown in TABLE II and Fig 5.5 (d). 

Since the stored energy by wind farm when system in the over-generation by the 

proposed control scheme is larger than that with same UL based one, the time of 

releasing stored rotation kinetic energy in WG with proposed control is longer 

than that with same UL scheme, as shown in Fig 5.5 (e).  

Sequentially, system demand changes to 6.4836 MW (0.5403 p.u.) in next 

dispatch order cycle (over-generation II). 
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Fig. 5.5  Simulation results for Case A. 

Due to large load shedding disturbance in the microgrid at t=330s.In the 

same utilization level scheme, Ku is calculated as 0.9145 based on (11). Similarly, 

the generation from wind and solar farm decreases to 3.4858 MW (0.5810 p.u.) 

and 2.9977 MW (0.4996 p.u) as shown in Table III and Fig. 5.5 (b) and (d). 

However, in the proposed cascading control scheme, the power discrepancies 

between system demand and the maximum DG generation is first shared by wind 
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farm. Once all the rotor speeds of all WGs reach their limitations as shown in Fig. 

5.5 (e), the designed PI controller in (30) is orderly activated to prevent the 

further increase of wind turbine rotors. At t=386s, the wind and solar farm output 

decreases to 3.2868 MW (0.5478 p.u.) and 3.1968 MW (0.5328 p.u.), 

respectively in the proposed scheme as shown in Fig. 5.5 (b) and (c). Similarly, 

the stored kinetic energy in the wind farm during system dynamics by two 

schemes are calculated as 5.734 p.u. and 5.184 p.u. respectively. It is again 

verified that the proposed cascading power sharing control is more energy-

harvesting than the traditional one. In the next dispatch cycle, system demand 

returns to 7.446 MW (0.6205 p.u.) again at t=480s (over-consumption II) as 

shown in Fig. 5.5 (a). In the cascading control, the power difference is first 

shared by WGs until all rotor speeds of WGs reach their limits as shown in Fig. 

5.5 (e), then by PVs. This cascading control design structure fully utilizes the 

rotational KE of WGs to absorb excessive energy while fulfilling system 

dispatch demand, which is more cost-effective than the traditional one.  

 

Table 5.3 

Results with the proposed cascading control and conventional control for load 

sharing for over-generation II and over-consumption II 

 Proposed Control Conventional Control 

System dispatch demand 

Solar farm output 

0.5403 p.u. 

0.5328 p.u. 

0.5403 p.u. 

0.499 p.u. (Ku=0.9145) 

Wind farm output 0.5478 p.u. 0.581 p.u. (Ku=0.9145) 

Rotor speed of WG 1.28 p.u. 1.217 p.u. 

Stored KE 

Over-production energy 

Over-production time 

5.734 p.u. 

0.7217 p.u. 

47.73s 

5.184 p.u. 

0.5689 p.u. 

42.82s 
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5.5.2 Variable Wind Speed with Constant System Demand 
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Fig. 5.6. Simulation results for Case B. 

 

Fig. 5.6 shows the dynamic process of the microgrid when wind speed varies 

with constant power dispatch demand. At t=20s, the wind speeds suddenly 

change to the relatively high values with the average of the wind speeds as 12.5 
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m/s and the deviation as 0.4 m/s. During wind abundant period, both 

conventional same utilization level scheme and proposed cascading control 

scheme can track the power dispatch demand of Pd = 0.5908 p.u. well as shown 

in Fig. 5.6 (d). In the same utilization level scheme, the wind farm and solar farm 

decrease their output according to their maximum generation at each time, which 

is clearly seen from Fig. 5.6 (b) and (c). However, in the proposed scheme, all 

the power discrepancies between DG generation and the system dispatch demand 

is imposed on wind turbine rotors, which makes the output of wind farm constant 

as 0.6353 p.u. as shown in Fig. 5.6 (d). As a result, the rotor speeds of wind 

turbine are larger as shown in Fig. 5.6 (e) compared to the traditional scheme. 

Suddenly, At t=100s, the wind speeds changes to relatively low values with the 

average of the wind speeds as 11.5 m/s and the deviation as 0.4 m/s. In the wind 

scarcity period, wind and PV farm return back to their MPPT status in both 

schemes as shown in Fig. 5.6 (b) and (c). However, since more surplus wind 

energy is temporarily stored in the form of kinetic rotor energy via over-speeding 

rotors in the proposed cascading scheme and can be released back in the wind 

scarcity period, the DG energy production as shown in shadow area in S2 in Fig. 

5.6 (d) during this process is approximately calculated as 6.852 p.u. (based value 

is 0.53 p.u.) compared to 6.644 p.u. marked as S1 in the traditional control 

scheme. It again effectively validates the cost-effective advantage of the 

proposed scheme under variable wind speeds.  

5.6 Summary 

In this chapter, it turns out that when fulfilling system dispatch demand, the 

traditional same UL scheme may lead to PV generators sacrificing more captured 

energy than WGs. To improve this, a cascading control scheme for a microgrid is 

proposed to effectively reduce total energy loss due to power sharing control. To 

guarantee the dispatch demand while saving as much energy as possible in a 
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microgrid, the supply-demand imbalance is sequentially shared by WGs and then 

PVs via a cascading control design. The rotational mass of WG can be fully 

utilized for temporarily storing excessive energy and then the stored KE in WGs 

can be released back when needed. The simulation results indicate the proposed 

scheme can save more energy than the conventional same UL based scheme 

while fulfilling system dispatch demand. With increased renewable energy 

penetration in the future, the scheme can be highly valuable for industrial 

applications. 
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Chapter VI 

Conclusions and Future Work 

6.1 Conclusions 

With high penetration of wind energy into power grids, the system inertia is 

gradually reduced since more conventional synchronous machines are replaced 

by the renewables. The power electronic devices in the variable speed wind 

turbines future decouples the rotation of the wind turbine and the network 

frequency. As a result, the contribution of WTs to the system inertia is also 

reduced. In this thesis, it mainly focuses on the power system inertia less 

problem with the high penetration of renewables and accordingly proposes 

several concerned system support strategies. Specifically, the primary 

conclusions and contributions of this research are summarized as follows: 

i) A simple but effective control scheme of PMSG-based wind turbines for 

system inertia support  

Two novel control strategies for PMSG-based wind turbine to provide fast 

system inertia support is proposed. The first simultaneous control seeks to utilize 

the DC-link capacitor energy and WT rotor kinetic energy simultaneously for AC 

grid support. In contrast, the proposed cascading control can sequentially exert 

DC-link capacitor energy and then WT rotor KE to provide fast system support. 

Detailed design and case studies of two proposed control schemes have been 

conducted. Given the same disturbance event, both control strategies can provide 

similar performance in stabilizing system frequency if the control parameters are 
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set properly in advance. In addition, the proposed cascading strategy 

distinguishes itself by enabling better energy harvest during disturbances. It is 

believed that the two proposed novel strategies can provide additional benefit for 

system stability and are well suited for wind power application.  

ii) A variable utilization level scheme for load sharing control of wind farm  

It turns out that when fulfilling system dispatch demand, the traditional same 

utilization level based scheme may lead to wind turbines at higher wind speeds 

compromising more wind energy than those at lower wind speeds. To improve 

this, a variable utilization level scheme for a DFIG-based WPP is proposed to 

effectively reduce DFIG’s wind energy loss due to load sharing control. To 

guarantee the dispatch demand while harvesting as much energy as possible in a 

WPP, the proposed scheme adaptively adjusts the utilization level of each wind 

turbine depending on its rotor speed so that more kinetic energy can be stored in 

a WPP, which can be later released back when system needed. The simulation 

results indicate the proposed scheme can reduce the loss of total energy 

production compared to the conventional same UL scheme for load sharing in a 

WPP. With increased wind energy penetration in the future, the scheme can be 

highly valuable for industrial applications.  

iii) An optimal power sharing control strategy for fulfilling power dispatch 

demand while harvesting as much as wind energy as possible   

An optimal power sharing control strategy that can fulfill the power 

dispatching demand by system operator while harvesting as much wind energy as 

possible is proposed. The power reference of each DFIG is shared through 

maximizing the rotor kinetic energy stored in all WTs in a wind farm. 

Correspondingly, the stored energy can be later released back for system support 

through WT overloading control. The proposed control scheme that fully utilizes 

the loading capability of WTs has a high potential application in a weak grid with 

high wind power penetration.  
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iv) A novel cascading power sharing control scheme that can coordinate wind 

and PV productions in microgrids while minimizing possible reduction of 

renewable energy production involved  

It turns out that when fulfilling system dispatch demand, the traditional same 

UL scheme may lead to PV generators sacrificing more captured energy than 

WGs. To improve this, a cascading control scheme for a microgrid is proposed to 

effectively reduce total energy loss due to power sharing control. To guarantee 

the dispatch demand while saving as much energy as possible in a microgrid, the 

supply-demand imbalance is sequentially shared by WGs and then PVs via a 

cascading control design. The rotational mass of WG can be fully utilized for 

temperately storing excessive energy and then the stored KE in WGs can be 

released back when needed. The simulation results indicate the proposed scheme 

can save more energy than the conventional same UL based scheme while 

fulfilling system dispatch demand. With increased renewable energy penetration 

in the future, the scheme can be highly valuable for industrial applications. 

6.2 Future Work 

This thesis has proposed several novel control schemes for wind turbines or 

wind farm for system support. To make the current work more comprehensive, 

additional research topics can be investigated in the future including: 

(1) With respect to the contribution i, wind turbines will deviate the 

maximum power tracking point while providing system frequency or 

inertia support. Traditional droop control based frequency regulation 

loop will be activated once there is frequency disturbance, which 

compromises large amount of wind power. One possible solution might 

be setting the dead band of the droop based frequency regulation loop. 

Accordingly, frequency control will not be activated in the dead band of 

frequency regulation loop. When the system frequency deviation touches 
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the bound limits, frequency droop control will be activated for providing 

better system support, which might partially save wind energy. Therefore, 

how to set the dead band of the frequency control may need further 

investigation.  

(2)  With respect to the contribution i and iii, main focuses have been drawn 

on how to provide system support by single wind turbine. However, 

considering one wind farm, how to optimize the droop constants of each 

single wind turbine to provide system support while saving as much 

wind energy as possible needs further research.   

(3)  As for the contribution i, the frequency control droop coefficient of the 

wind turbine is set as constant irrespective of large or small system 

frequency deviation. However, the possibility of large system 

disturbance might be small in the daily operation. Therefore, in a large 

frequency deviation, a relatively large droop constant may be 

implemented for system support, while a smaller frequency droop 

constant is applied for small frequency deviation. This variable droop 

control scheme might be more energy-harvesting while providing similar 

frequency support based on little chance of large frequency deviation 

happens in the daily system operation.  

 

 

 

 

 



101 

Appendices 

A. Parameters of the SG in the thesis  

 

Table A.1 Parameters of the SG in Chapter 2 

Symbol Item Value 

Sg Rated MVA 3MVA 

Ug Terminal Voltage 6.6kV 

Hg Inertia Time constant 4s 

xd, xd’,xd’’ d-axis synchronous reactance  2.642, 0.377, 0.21 

xq, xq’’,xl q-axis synchronous reactance  2.346, 0.18, 0.18 

Td’,Td’’,Tq’’ SG Time constant 0.635, 0.015, 0.015 

RP Turbine permanent droop 0.04 

Tr Governor time constant 8.408s 

Tservo Servo-motor time constant 0.5s 

Kgain 

Te 

Exciter regulator gain 

Exciter time constant 

400 

0.01s 

 

Table A.2 Parameters of the SG in Chapter 3 and 5 

Symbol Item Value 

Sg Rated MVA 30 MVA 

Ug Terminal Voltage 11 kV 

Hg Inertia Time constant 4s 

xd, xd’,xd’’ d-axis synchronous reactance  2.642, 0.377, 0.21 

xq, xq’’,xl q-axis synchronous reactance  2.346, 0.18, 0.18 

Td’,Td’’,Tq’’ SG Time constant 0.635, 0.015, 0.015 

RP Turbine permanent droop 0.04 
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Tr Governor time constant 8.408s 

Tservo Servo-motor time constant 0.5s 

Kgain 

Te 

Exciter regulator gain 

Exciter time constant 

400 

0.01s 

 

Table A.3 Parameters of the SG in Chapter 4 

Symbol Item Value 

Sg Rated MVA 5 MVA 

Ug Terminal Voltage 3.3 kV 

Hg Inertia Time constant 4s 

xd, xd’,xd’’ d-axis synchronous reactance  2.642, 0.377, 0.21 

xq, xq’’,xl q-axis synchronous reactance  2.346, 0.18, 0.18 

Td’,Td’’,Tq’’ SG Time constant 0.635, 0.015, 0.015 

RP Turbine permanent droop 0.04 

Tr Governor time constant 8.408s 

Tservo Servo-motor time constant 0.5s 

Kgain 

Te 

Exciter regulator gain 

Exciter time constant 

400 

0.01s 
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B. Parameters of the studied WG and PV  

 

PMSG based wind turbine in chapter 2: cut in wind speed: 4m/s; lower limit of 

the wind speed: 7m/s; rated wind speed:14m/s; inertia constant: Ht=3.5s; 

damping coefficient: Dsh=0.01p.u.; shaft stiffness coefficient: Ksh=0.5p.u.; time 

constant of the pitch serve: Ts. 

 

PMSG: rated power: 2MW; rated voltage: 690V; rated rotor speed: 1.23p.u.; 

inertia constant: Hg=1.15s; stator resistance: Ra=50d axis inductance: 

Ld=0.0055H; q axis inductance: Lq=0.00375H; rotational damping D=0; number 

of pole paris: p=11. 

 

Converters: resistance of grid side inductor: RL=0.003 p.u.; inductance of grid 

side inductor: L=0.3 p.u.; DC-link capacitor: CDC =90000F; rated DC-link 

voltage VDCn=2kV. 

 

The parameters of studied DFIG wind turbine in chapter 3-5 are as follows: 

 

Wind turbine: cut in wind speed: 4m/s; lower limit of the wind speed: 7m/s; rated 

wind speed:14m/s; damping coefficient: Dsh=0.01p.u.; shaft stiffness coefficient: 

Ksh=0.5p.u.; time constant of the pitch serve: Ts. 

 

Single-DFIG: rated power: 2MW; rated voltage: 690V; rated rotor speed: 

1.23p.u.; total inertia constant: HD=Ht+Hg=5.0s; friction coefficient: B=0.01p.u.; 

stator resistance: Rs=0.00706 p.u.; rotor resistance: Rr=0.0005 p.u.; stator leakage 

inductance: Lls=0.171 p.u.; rotor leakage inductance: L1r=0.156 p.u.; mutual 

inductance: Lm=3.5 p.u. 



104 

 

Converters: resistance of grid side inductor: RL=0.003 p.u.; inductance of grid 

side inductor: L=0.3 p.u.; DC-link capacitor: Cdc_dfig=0.06F. 

 

 

 

The parameters of studied PV in charpter 5 are as follows: 

Open-circuit voltage: VOC=43.8V; Short-circuit current: VSC=5A; MPPT voltage 

and current: VM=35V, IM=4.58A; Numbers of series and parallel modules: N=150, 

M=250. 
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