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Abstract

In this study, the hypersonic non-equilibrium flows over rounded nose ge-
ometries are numerically investigated by a robust conservation element and
solution element (CE/SE) code, which is based on hybrid meshes consisting
of triangular and quadrilateral elements. The dissociating and ionisation
chemical reactions as well as the vibrational energy relaxation are taken into
account. The stiff source terms are solved by an implicit trapezoidal method
of integration. Comparison with laboratory and flight tests are provided
to demonstrate the accuracy and reliability of the present CE/SE code in
simulating hypersonic non-equilibrium flows.
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1Introduction

„“Following the light of the sun, we left the
Old World.”

— Cristoforo Colombo
Italian explorer, navigator and coloniser

1.1 Motivation

Humans have been driven to explore since the dawn of time. It is coded in our
genes, we don’t like the unknown and by shining light into it, we had grown
and pushed the boundaries of our social, scientific and technical limits, and
then pushed even further. Starting from the 15th century we entered an age
of discovery and constant expansion that reached its peak on July 16th, 1969.
Then, we played safe and haven’t reached any further beyond earth’s atmo-
sphere. Happily, over the last years, a renewed interest in manned missions
to Mars has brought back our dreams of exploration leading to a renewed
attention to the field of hypersonic aero-thermodynamics. Several space
agencies, as well as private companies are currently designing hypersonic
vehicles (CST-100 Starliner by Boeing, Orion by Lockheed Martin, ZHEST
by Airbus Aerospace and, Dragon by Space Exploration Technologies Corpo-
ration) that, hopefully, will become the next generation of space vehicles.
The atmosphere surrounding Earth protects and supports life on the planet,
but it also makes space flight more difficult. It is said, only half-jokingly, that
getting to orbit is halfway to anywhere because of the considerable amount
of energy necessary to go beyond the gravity well of this planet. Generally
overlooked, however, is just how difficult it is to return from orbit[1]. All
of the energy expended to get to orbit dissipates on the way back to Earth,
usually in the form of extreme heating. When the space vehicle enters the
atmosphere at an orbital speed, a detached bow shock forms in front of its
blunt nose and the temperature behind the shock, especially in the stagnation
region, can reach high levels, due to the conversion of kinetic flow energy
into thermal energy by strong shock compression. At hypersonic speeds, the
massive amount of kinetic energy leads gas molecule dissociation and other
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Fig. 1.1.: Apollo capsule next to some designs of the next generation of space
capsules.

real gas effects of hypersonic flows. Consequently, the air can no longer be
treated as a perfect gas and the dissociative non-equilibrium phenomenon
complicates the flow physics. If the speed is high enough, the presence of
ionisation in the shock layer, providing a large number of free electrons, also
occurs. [2] These free electrons absorb radio-frequency radiation and cause
radio blackout (For the Apollo 13 mission, communication blackout lasted
around six minutes). Thanks to satellites orbiting the earth, communications
blackout is not the problem it used to be, nevertheless, is still a very real
problem encountered in atmospheric reentry, mainly because it’s not confined
to earth’s atmosphere. Past missions to mars have shown us that this prob-
lem also occurs in CO2 environments, therefore it’s of high importance to
accurately predict the electron number density in the plasma sheath around
any capsule.[3]

1.2 Reentry Flow Regime

Space vehicles reentering the Earth’s atmosphere have typical values for the
entry velocity between 7,000 and 12,000 km/s and the associated Mach
numbers range between 10 and 50. As the spacecraft crosses the atmo-
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Fig. 1.2.: Schematic of the flow field surrounding a space capsule during reentry.

sphere, it undergoes different flow regimes. The Knudsen number gives a
basic criterion that determines the flow regime(collision-less, transitional or
continuum) as follows:

Kn = λ

l

where λ is the mean free path traveled by molecules between collisions and
l is a characteristic length of the body. A flow is defined in the continuum
regime when the Knudsen number tends to zero. On the other hand, a flow
is defined in the free molecular flow as the Knudsen number tends to infinity.
At highest altitudes, the interaction of the vehicle with the atmospheric air is
characterized by the free molecular flow. In this regime, the molecules of the
environment collide with the vehicle surface, interact with the surface and
are reflected from the surface. Moreover, collisions of reflected molecules
with incoming molecules from the free-stream are not frequently in this flow
regime.

As the vehicle enters deeper into the Earth’s atmosphere, the mean free path
between incoming free-stream molecules decreases and collisions between
molecules reflected from the vehicle surface and the molecules incoming
from the free-stream can no longer be ignored. As a result, the flow in this
condition defines the transition flow regime. In the transition flow regime,
the contribution of aerodynamic forces and heat flux to the vehicle surface
start to increase rapidly with decreasing altitude, causing large changes in
the aerodynamic characteristics of the vehicle when compared with those

1.2 Reentry Flow Regime 3



Fig. 1.3.: The Knudsen number limits on the mathematical models.

observed in the free molecular flow. As the vehicle continues to deepen into
the atmosphere, it finally reaches the continuum flow regime. Here, the flow
around the vehicle is treated by a macroscopic model that considers the air
as a continuum state, and the description of the flow is made in terms of
spatial and temporal variations of the primary properties, such as velocity,
pressure, density, and temperature.

The development of promising future generation space vehicles requires
a complete and detailed knowledge of their aero-thermodynamics along
the complete descent trajectory and due to the extreme flow conditions,
experimental approaches to study such hypersonic flows are difficult in
general, not to mention expensive. Therefore, is essential to develop a
reliable, efficient and accurate numerical method.

1.3 Review of Related Works

Variable numerical methods have been applied to simulating the hypersonic
non-equilibrium flows. However, the conservation element and solution
element (CE/SE) method is implemented to investigate such problems for the
first time, to the best of the current author’s knowledge. The CE/SE method is
a novel numerical framework, which is proposed by Chang and coworkers[4,
5, 6, 7] to solve hyperbolic conservation equations. Since its inception in
1991, it has been used to obtain highly accurate numerical solutions for 1D,
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2D, and 3D flow problems involving shocks, contact discontinuities, vortices,
MHD, etc. [8, 4, 5, 6] The original CE/SE schemes were constructed on trian-
gular elements in two dimensions (2D) and tetrahedrons in three dimensions
(3D), and extended to quadrilateral elements in 2D and hexahedral elements
in 3D later. Nevertheless, the CE/SE scheme used in present study is that
implemented on a hybrid mesh consisting of triangular elements and quadri-
lateral elements[9]. The author has presented some numerical results about
hypersonic non-equilibrium flows in the 19th & 20th AIAA International
Space Planes and Hypersonic Systems[10, 11] and Technologies Conference
and the 30th International Symposium on Shock Waves[12]

1.4 Scope of Thesis

In the present work, the inviscid CE/SE code based on hybrid meshes consists
of triangular and quadrilateral elements[9] is used and extended to solve
hypersonic chemical reacting non-equilibrium flows.

Both chemical dissociation and vibrational energy relaxation are taken into
account. The code is capable of using a CVCV[13] model developed by Knab
and a two temperature chemical kinetic model developed by Park[14]. For
Nitrogen flows, only two species (N2 and N) and two chemical reactions are
used, for CO2 and airflows, five species ((CO2, O2, CO, C, and O) and (N2,
O2, NO, N , and O) respectively) and seventeen reactions are considered.
Several cases of nitrogen, air, carbon dioxide, ionised, non-ionised, viscous
and inviscid flows, are provided to demonstrate the accuracy and reliability of
the method regarding non-equilibrium flows. Furthermore, the flow features
of hypersonic flows are analysed in detail through the extensive numerical
results.

The two main tasks of this work are:

(1) development and validation of software tools for numerical investigations
of chemically reacting hypersonic flows using CE/SE methods;

(2) study of aero-thermodynamics of promising space vehicles, including
those with leading edges of small-radius bluntness, with allowance for non-
equilibrium physical and chemical processes and analysis of their influence

1.4 Scope of Thesis 5



on distributed (pressure and heat flux) and integral (drag force, lift force,
heat transfer, pitching moment, etc.) aero-thermodynamic characteristics.

This thesis is divided into six chapters including this introduction, an outline
of it is as follows:

Chapter 2 - Physical Model and Governing Equations

This chapter will start with a general description of hypersonic and high-
temperature gas dynamics, then it will present the conservation equations
used, the viscous terms implemented and the thermodynamic properties. The
chapter will conclude with a detailed explanation and comparison of the
chemical models used, CVCV and the Two-Temperature model.

Chapter 3 - The space-time CE/SE Scheme

This chapter details the numerical method used. First an introduction re-
garding the CE/SE method, the motivations, and its advantages. Secondly,
an explanation of the CE/SE scheme based on hybrid meshes. Thirdly a
detailed account of the implementation of boundary conditions, including
both inviscid and viscous wall boundary conditions. Finally, the semi-implicit
algorithm used to solve the stiff source term is presented.

Chapter 4 - Implementation

This chapter gives a general overview of the code, explains the CFL conditions,
the parallelisation strategies and the equipment used to run the code.

Chapter 5 - Results

This chapter presents code validation efforts using available experimental,
numerical and flight data for space capsules. The fist part will deal with invis-
cid flows, including Nitrogen, Air and CO2, around spheres. The second part
will present results for viscous flows around spheres and space capsules.

Chapter 6 - Conclusion

Conclusions and suggestions for further research are summarised in this
chapter.

6 Chapter 1 Introduction



2Physical Model and
Governing Equations

„Underpinning everything... are the laws of
physics.

— Paul Davies
( Theoretical physicist, cosmologist and

astro-biologist)

2.1 Introduction

Usually, shock wave propagation problems are described by classic Navier-
Stokes equations or inviscid Euler equations and the collision between the
gas molecules is neglected so that the gas can be treated as a perfect gas.
However, because the collision frequency between the particles is very high
in hypersonic flows as a consequence of the high gas density and temperature
between the shock and body, dissociation, recombination, ionisation and
other real gas effects occur. In addition, the vibrational energy plays an
important role and should be considered. Therefore, more terms have to be
included into the classic Navier-Stokes equations to accurately describe these
phenomena. With this in mind, the chemical reactions and the vibrational
energy relaxation models are taken into consideration in the present study.

2.2 Conservation Equations

The general form of the equations governing 2D reactive non-equilibrium
flows with ns species can be written as:

∂U

∂t
+∂F (U)

∂x
+∂G(U)

∂y
−Ψv

(
∂Fv(U)
∂x

+ ∂Gv(U)
∂y

)
= ΨsS(U)+ΨrR(U) (2.1)
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where U =
[
ρ1, . . . , ρns , ρu, ρv, E,Evm1

, . . . , Evms

]T
is the conservative quan-

tity vector. F and G are the convection fluxes which are given by:

F =
[
ρ1u, . . . , ρnsu, ρu

2 + p, ρuv, (E + p)u,Evm1
u, . . . , Evms

u
]T

(2.2)

and

G =
[
ρ1v, . . . , ρnsv, ρuv, ρv

2 + p, (E + p)v, Evm1
v, . . . , Evms

v
]T

(2.3)

The viscid fluxes Fv and Gv can be expressed in the following form:

Fv =



−ρ1u
d
1

...
−ρnsu

d
ns

τxx

τxy

τxxu+ τxyv − qx − qvx −
∑ns
s=1 ρsu

d
shs

−qvx − ρm1u
d
m1e

v
m1

...
−qvx − ρmsu

d
ms
evms



(2.4)

and

Gv =



−ρ1v
d
1

...
−ρnsv

d
ns

τxy

τyy

τxyu+ τyyv − qy − qvy −
∑ns
s=1 ρsv

d
shs

−qvy − ρm1v
d
m1e

v
m1

...
−qvy − ρmsv

d
ms
evms



(2.5)
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S is the source term caused by symmetry (y being the axis of symmetry) and
R is that caused by chemical reactions and energy relaxation. They can be
expressed in the following form

S = −1
y



ρ1v
...

ρnsv

ρuv

ρv2

(E + p)v
Evm1

v
...

Evms
v



+ Ψv

y



−ρ1v
d
1

...
−ρnsv

d
ns

τxy

τyy − τθθ
τxyu+ τyyv − qy − qvy −

∑ns
s=1 ρsv

d
shs

−qvy − ρm1v
d
m1e

v
m1

...
−qvy − ρmsv

d
ms
evms



(2.6)

R =



ω̇1
...
ω̇ns

0
0
0

ω̇vm1
...

ω̇vms



(2.7)

In these expressions,ρ1 . . . ρns are the species densities, u and v are the bulk ve-
locity components, E and Evmi

are the total and the i-th molecule vibrational
energy per unit volume of mixture, p is the pressure, τij are the viscous stress
components, qi and qvi , are the translational-rotational and vibrational heat
fluxes in the i-th direction. Moreover, hs is the species enthalpy and −ρiudi
and −ρivdi are the i-species diffusion flux in the x and y direction respectively,
ω̇s is the mass production/destruction term for chemical species s and ω̇vmi

is the i-th molecule vibrational energy source term. Finally, Ψv is a switch
function with values of 0 and 1 for inviscid and viscid problems, respectively;
Ψs is a switch function and has values of 0 and 1 for two-dimensional and
axisymmetric problems, respectively; while Ψr is also a switch function and
has values of 0 and 1 for chemical reacting and frozen gas cases, respectively.
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2.3 Viscous Terms

Under stokes’ hypothesis of negligible bulk viscosity effects, the viscous
stresses can be expressed as follows:

τxx = 2µ∂u
∂x
− 2

3µ
(
∂u

∂x
+ ∂v

∂y
+ Ψs

v

y

)
(2.8)

τyy = 2µ∂v
∂y
− 2

3µ
(
∂u

∂x
+ ∂v

∂y
+ Ψs

v

y

)
(2.9)

τxy = τyx = µ

(
∂u

∂x
+ ∂v

∂y

)
(2.10)

τθθ = −2
3µ

(
∂u

∂x
+ ∂v

∂y
− 2v

y

)
(2.11)

Here, τθθ is the viscous stress component in the circumferential direction θ.
The i-species diffusion flux are assumed to be proportional to the gradients
of the mass fractions

∂cs
∂x

(2.12)

and
ρiv

d
i = −ρDs

∂cs
∂y

(2.13)

The heat fluxes appeared in the viscid fluxes are modeled according to
Fourier’s law as

qTr,V = −κTr,V∇TTr,V (2.14)

where −κTr,V are the mixture thermal conductivity for each energy mode.
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2.4 Thermodynamics Properties

The mixture pressure p is obtained using Dalton’s law of partial pressures
and the perfect gas law for each species. Thus,

p =
ns∑
s=1

ρs
Ru

Ms

T (2.15)

where Ru is the universal gas constant.

The combined energy in the translational and rotational modes is obtained
by subtracting the vibrational, kinetic, and chemical energies from the total
energy. Assuming that the rotational energy modes are in equilibrium with
the translational modes, the caloric equation of state for mass-averaged gas
is derived as

ns∑
s=1

ρsc
v
sT = E −

ms∑
s=1

Evms
− 1

2ρ(u2 + v2)−
ns∑
s=1

ρshs (2.16)

where, cvs and hs are the translational-rotational specific heat at constant
volume and species enthalpy, respectively. The translational-rotational tem-
perature, T, can be determined using Eq. 2.16 accordingly.

The translational-rotational specific heat at constant volume, cvs, is given by

cvs = cts + crs (2.17)

We asume that the translational and rotational specific heat at constant
volume are constant and given by:

cts = 3
2
Ru

Ms

(2.18)

and

crs =


Ru

Ms
for molecules,

0 for atoms and electrons.
(2.19)
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The species vibrational energy per unit mass is modeled using a harmonic
oscillator as:

ev,s =


Ru

Ms

θvs

exp(θvs/Tv)−1 for molecules,

0 for atoms and electrons.
(2.20)

where θvs is the species characteristic vibrational temperature.

The vibrational specific heat at constant volume can be calculated as

Cvv,s =


Ru

Ms

(θvs/Tv)2exp(θvs/Tv)
[exp(θvs/Tv)−1]2 for molecules,

0 for atoms and electrons.
(2.21)

The vibrational-electron-electronic energy per unit mass of the species is
given by

eve,s =

 ev,s for molecules and atoms
cteTv for electrons.

(2.22)

The i-t molecule vibrational energy is given by

Evmi
= ρieve,i (2.23)

and the species enthalpies, hs are given by

hs =

 RsT for molecules and atoms
ReTv for electrons.

(2.24)

2.5 Transport Properties

At low temperatures the viscosity can be estimated from the well know
Sutherland’s law, however, at high temperatures the transport properties
of gasses significantly differ and to accurately obtain them, we use Wilke’s
mixing rule [15]

µ =
∑
s

Xsµs
φs

(2.25)

κ =
∑
s

Xsκs
φs

(2.26)
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where Xs is the species molar fraction, µs is the species coefficient of viscosity
and κs is the species thermal conductivity. The term φs is given by

φs =
∑
r

Xr

[
1 +

√
µs
µr

(
Mr

Ms

)1/4]2 [√
8
(

1 + Ms

Mr

)]−1

(2.27)

The species viscosities are calculated using Blottner’s curve fits[16]

µs = 0.1exp[(AslnT +Bs)lnT + Cs] (2.28)

where As, Bs and Cs are constants determined for each species[17]. The
species thermal conductivities are determined using Eucken’s relation[18] as

κtr,s = 5
2µsc

t
s + µsc

r
s (2.29)

2.6 Chemical Model

Chemical model plays an important role in the accurate description of compo-
sition of the high-temperature gas. Several investigators have discussed the
problems of chemical non-equilibrium in the shock layers over vehicles flying
at high speeds and high altitudes in Earth’s atmosphere.[19] For Nitrogen
flows, because the ionisation is neglected, only two species are used (N2 and
N), the considered chemical reactions are

N2 +M � N +N +M

where, M is the collision partner and can represent either molecular or
atomic nitrogen. For air flows, five chemical species are used (N2, O2, NO,
N and O). The chemical reactions included in the current work are listed as
follows:

N2 +M � N +N +M

O2 +M � O +O +M

NO +M � N +O +M

N2 +O � NO +N

NO +O � O2 +N
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For carbon dioxide flows, the five primary chemical species CO2, O2, CO, C
and O are considered. The used chemical reactions are listed as follows:

CO2 +M � CO +O +M

CO +M � C +O +M

O2 +M � O +O +M

CO2 +O � O2 + CO

CO +O � O2 + C

For ionized airflows, eleven chemical species are used (N2, O2, NO, N , O,
N+

2 , O+
2 , NO+, N+, O+ and e−). The chemical reactions included in the

current work are listed as follows:

Dissociation reactions
N2 +M � N +N +M

O2 +M � O +O +M

NO +M � N +O +M

NO exchange reactions
N2 +O � NO +N

NO +O � O2 +N

Associative ionisation reactions
N +O � NO+ + e−

O +O � O+
2 + e−

N +N � N+
2 + e−

Electron-impact ionisation reactions
O + e− � O+ + 2e−

N + e− � N+ + 2e−

Charge exchange reactions
NO+ +O � N+ +O2

O+
2 +N � N+ +O2

O+ +NO � N+ +O2

O+
2 +N2 � N+

2 +O2

O+
2 +O � O+ +O2

NO+ +O2 � O+
2 +NO

NO+ +O � O+
2 +N

O+ +N2 � N+
2 +O

NO+ +N � N+
2 +O
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The mass production/destruction term for chemical species ω̇s in Eq.(2.7) is
formulated as

ω̇s = Ms

nr∑
r=1

(βsr − αsr)
kfr ns∏

j=1

(
ρj
Mj

)αjr

− kbr
ns∏
j=1

(
ρj
Mj

)βjr
 (2.30)

where α and β are the stoichiometric coefficients of species s in reaction
r. The forward and backward reaction rates are affected by the level of
non-equilibrium in the flow.
To account for that effect, Park’s two-temperature model[14] and CVCV[13]
model can be used.

2.6.1 Two Temperature Model

For fast results, certain computer codes for calculating the non-equilibrium
reacting flow use the one-temperature model, which assumes that all of
the internal energy modes of the gaseous species are in equilibrium with
the translational mode.[20, 21] It has been pointed[22] out that such a
one-temperature description of the flow leads to a substantial overestimation
of the rate of equilibration when compared with the existing experimental
data. A three-temperature chemical- kinetic model has been proposed by
Lee[23] to describe the relaxation phenomena correctly in such a flight
regime. However, the model is complex and requires many chemical rate
parameters that are yet unknown. As a compromise between the three-
temperature chemical-kinetic and the conventional one-temperature model,
a two-temperature chemical-kinetic model has been developed by Park[14].
The model uses one temperature, T , to characterise the translational energy
of the atoms and molecules and the rotational energy of the molecules,
and another temperature, Tv , to characterise the vibrational energy of the
molecules, translational energy of the electrons, and electronic excitation
energy of atoms and molecules. The forward reaction rates coefficients kfr
can be calculated by the Arrhenius’ law as

kfr(T ) = AfrT
ηr
c exp(−θr/Tc) (2.31)

where the control temperature, Tc, can be the translational temperature
(T ), the vibrational temperature (Tv) or an geometrical mean temperature,
T̄ = T sT s−1

v , where s is between 0.5-0.7, no clear advantage of 0.7 over the
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0.5 has yet been demonstrated[24]. The backward reaction rates depend
only on the translational temperature as

kbr(T ) = kfr(T )
Keq(T ) (2.32)

For air and nitrogen flows, the equilibrium constants can be obtained from

Keq(T ) = exp

[
A1

(
T

10, 000

)
+ A2 + A3ln

(10, 000
T

)
+ A4

(10, 000
T

)
+ A5

(10, 000
T

)2]
(2.33)

where the coefficients Ai are a function of the local number density. For
carbon dioxide flows, due to a lack of information regarding the coefficients
Ai, the equilibrium constants are obtained from

Keq(T ) =
(
po
RTtr

)vr

exp

−∑
s

(βs,r − αs,r)
 ĥs
RTtr

− ŝs
R

 (2.34)

where po is a reference pressure set to 1 bar and vr = ∑
s(βs,r − αs,r). The

normalized enthalpy and entropy are obtained from curve fits of the form

ĥs
RTtr

= −B1

T 2 +B2
lnT

T
+B3 +B4

T

2 +B5
T 2

3 +B6
T 3

4 +B7
T 4

5 + B8

T
(2.35)

ŝs
R

= − B1

2T 2 +B2
1
T

+B3lnT +B4T +B5
T 2

2 +B6
T 3

3 +B7
T 4

4 +B9 (2.36)

where the coefficients Bi are a function of temperature. The constants in Eqs.
2.33-2.36 can be found from different sources[25, 26, 27].

2.6.2 CVCV

The first quantitative multi-temperature approach based on state selective
rates together with the Boltzmann distribution for internal energy was pro-
posed by Hammerling[28] in 1959, Treanor and Marrone[29] extended this
model, including the reverse effect that dissociation exerts on the vibrational
relaxation rate. To describe the influence of vibration on exchange reactions
and associative ionisation reactions as well as the coupling of the reactions
on vibrational energy, the CVCV model was proposed by Knab.[13] In Knab’s
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model, the thermal equilibrium reaction rates are modified using an efficiency
function ϕ(T, Tv) as follows[30]

k(T, Tv) = ϕ(T, Tv)keq(T ) (2.37)

The efficiency function is calculated disregarding anharmonicity effects, using
the trunked harmonic oscillator model,

Q(T,E) = 1− e−E/RT
1− e−θv/T

(2.38)

where θv and E are the characteristic vibrational temperature and the trun-
cated maximum energy respectively. The efficiency function is computed as

ϕ(T, Tv) = X1
X2

X3
(2.39)

where
X1 = Q(T,Ed)

Q(Tv,Ed) ;
X2 = e−αEa/RTQ(Γ, αEa) +Q(T 0, Ed)−Q(T 0, αEa)
X3 = e−αEa/RTQ(−U, αEa) +Q(T ∗, Ed)−Q(T ∗, αEa)

Ed is the dissociation energy of the molecule, Ea is the activation Energy for
the reaction, α is a coefficient that determines the fraction of energy required
for each reaction and is set to 0.7-0.8.
T 0, T ∗,Γ and U are temperatures defined as,

1
Γ = 1

Tv
− 1

T
− 1

U

U = Ed

5R
1
T 0 = 1

Tv
− 1

U
1
T ∗

= 1
T
− 1

U

2.7 Relaxation Model

The vibrational energy source term ω̇v in Eq.2.7 is given by

ω̇v = Sc−v + St−v + Sh−e + Se−i + Sv−v (2.40)

where Sc−v is the vibrational-electron-electronic energy added or removed
by chemical reactions modelled using a non-preferential model where it is
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assumed that molecules are created or destroyed at the average vibrational
energy, hence

Sc−v =
∑
s

ω̇s(ev,s + eel,s) (2.41)

Sh−e is the energy transfer between heavy particles and electrons,

Sh−e = 3Ruρe(T − Tv)
√

8RuTv
πMe

∑
s6=e

ρsNa

M2
s

σs (2.42)

Se−i is the energy removed from free electrons during impact ionisation
reactions,

Se−i = ÎNMN+ω̇N+,iir + ÎOMO+ω̇O+,iir (2.43)

for Air flows. Sv−v is to account for vibration-vibration energy exchange[13]
given by

Sv−v = Na

√
8RuT

πMu

ms∑
s6=i

0.01σs
cics√
µis

(
e∗v,i(T )
e∗v,r(T )ev,r(Tv)− ev,i(Tv)

)
(2.44)

where, σs is the limiting cross section, ci,s are the i-th and s-th species mass
fractions and µis is given by µis = (MiMs)/(Mi +Ms).

St−v is the energy exchange rate between the vibrational and translational
modes modelled by the Landau-Teller model[18] as

St−v =
ns∑
s=1

ρs
e∗v,s(T )− ev,s(Tv)

τs
(2.45)

where
τs = 〈τs〉+ τps (2.46)

The molar averaged Landau-Teller relaxation time, 〈τs〉 [23] is written as

〈τs〉 =
∑ns
r=1Xr∑ns

r=1Xr/τsr
(2.47)

where, Xr is the molar fraction of species r. The Landau-Teller relaxation
time between species s and r, τsr, can be modelled using curve fits given by
Millikan and White[31] for vibrational relaxation as

τsr = 101, 325
p

exp[Asr(T 1/3 −Bsr)− 18.42] (2.48)
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The values for Asr and Bsr are derived by using tabulated data from Hash
et al [32]. It is known that Millikan and White curve underestimate the
relaxation time at high temperatures. Park[27] corrected this problem by
limiting the collision cross section and adding the corresponding limiting
relaxation time

τps = 1
σsasN

(2.49)

to fix this problem, where N is the number density of the mixture, as is the
average molecular speed of the species which is given by

as =
√

8RuT

πMs

(2.50)

and σs is the limiting cross section defined as

σs = 10−20
(50, 000

T

)2
m2 (2.51)

The above energy relaxation model is only applicable for nitrogen and air
flows. For CO2 flows, results of Camac[33] indicate that due to strong
resonance coupling between the different vibrational modes of CO2 the
three vibrational modes of CO2 relax at the same rate, and the vibrational
relaxation time of CO2 can be modelled by

τCO2 = 1
patm

exp(36.5T−1/3 − 17.71) (2.52)

where patm is pressure in atmospheres.
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3The space-time CE/SE
Scheme

„...wibbily wobbly timey wimey...stuff

— The 10th Doctor (Dr.Who)
about space and time

3.1 Introduction

Because in the field of computational fluid dynamics (CFD) a conflict between
stability and numerical accuracy is one that affects most of the established
methods, Chang and To[4] developed the space-time conservation element
and solution element (CE/SE), using the unique approach of enforcing flux
conservation in both space and time with extensive physics considerations.
A list of key features and advantages of the CE/SE method follows:

• It places extensive consideration on the physical world.

• The method is generic to all conservation laws (i.e., changing solely the
Jacobian matrices changes the equations to be solved)

• It adopts a unified treatment of space and time using:

– The conservation element (CE)

– The solution element (SE)

• Temporal coordinate is treated in the same way as spatial coordinates
for calculating space-time fluxes

• Shock capturing strategy without using a Riemann solver via a stag-
gered mesh that allows for evaluation of fluxes at the cell interfaces
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• A complex geometry can be easily fit by using unstructured meshes
with mixed shapes

• It is a truly multidimensional scheme where no directional splitting (i.e.
Alternating Direction Implicit (ADI) method) is employed

• It is highly computationally efficient and due to its nature, is ideal for
parallel computing.

3.2 CE/SE scheme based on hybrid
meshes

In the present work, a robust CE/SE scheme based on hybrid meshes[9] is
used to solve the governing equations, to simplify the mathematical expres-
sion, we define

u ≡ U, f ≡ F − ψvFv, g ≡ G− ψvGv and s ≡ ψsS (3.1)

Equation 2.1 is then simplified as

∂u

∂t
+ ∂f

∂x
+ ∂g

∂y
= s (3.2)

The source term caused by chemical reactions and energy relaxation R will be
treated separately later. The algorithm[9] will be summarised in the simplest
case here to clarify the context of this work.
Considering the spatial coordinates x and y together with t be the new
coordinates of a Euclidean space E3, and then Eq. 3.2 can be expressed
as ∇ · hm = sm(m = 1 to ns + 4), where hm = (fm, gm, um). According to
Gauss’ divergence theorem, Eq. 3.2 is the differential form of the integral
conservation law ‹

S(V )
hk · ds =

˚
V

skdV (3.3)

where S(V ) is the boundary of an arbitrary closed space-time region V in
E3, and ds = dσn, in which dσ and n are the area and unit outward normal
vector of a micro surface element on S(V ), respectively.
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Fig. 3.1.: Arbitrary hybrid mesh

Fig. 3.2.: CE and SE for triangular element
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Fig. 3.3.: CE and SE for quadrilateral element

Fig. 3.4.: CE and SE for arbitrary polygonal element
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To proceed, the spatial domain is divided into hybrid meshes which includ-
ing triangular elements and quadrilateral elements, as shown by Fig.3.1.
The solid lines represent the original mesh lines. For the convenience of
expression, the following notations are adopted:

• Vi the ith vertex (marked by solid circles)

• Ai the ith mid-point of the element edges (marked by hollow circles)

• Ci the ith centroid of the original elements (marked by solid squares)

• Gi the ith centroid of staggered elements (marked by solid triangles).
For example,G1 is the centroid of the staggered elementA1C5A3C1A6C2A8C3A10C4

For the staggered time marching strategy, the following notations are adopted:

• P the point at time level t = tn corresponding to the point P

• P ′ the point at time level t = tn + 1/2 corresponding to the point P

• P ′′ the point at time level t = tn + 1 corresponding to the point P

• P∗ the point at time level t = tn + 3/2 corresponding to the point P

With the current strategy, the solution is updated alternatively between el-
ement centre (marked by solid squares) and element vertexes (marked by
solid circles). In the construction process of a CE/SE scheme, defining conser-
vation element (CE) and solution element (SE) for each solution point is very
important. In a hybrid mesh, the corresponding spatial elements for solution
points Ci are triangles or quadrangles, while for solution points Vi (or Gi),
the corresponding spatial elements could be arbitrary shape of polygons. The
configurations of the CE and SE for different shapes of elements are slightly
different but essentially identical, which are demonstrated respectively as
follows:

1. As shown in Fig.3.2, CE(C ′1) for the triangular element V1V2V3 is defined
by the triangular prism V1V2V3V

′
1V
′

2V
′

3 , while SE(C ′1) is defined by four
planes, i.e., V ′1V

′
2V
′

3 , A1C1C
′′
1A
′′
1, A2C1C

′′
1A
′′
2 and A3C1C

′′
1A
′′
3, intersecting

at C ′1 and the triangular prism V ′1V
′

2V
′

3V
′′

1 V
′′

2 V
′′

3 .
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2. CE(C ′1) for a quadrilateral element V1V2V3V4 as shown in Fig.3.3 is de-
fined by the hexahedron V1V2V3V4V

′
1V
′

2V
′

3V
′

4 , while SE(C ′1) is constituted
by five planes, namely V ′1V

′
2V
′

3V
′

4 , A1C1C
′′
1A
′′
1, A2C1C

′′
1A
′′
2, A3C1C

′′
1A
′′
3

andA4C1C
′′
1A
′′
4, intersecting at C ′1 and the hexahedron V ′1V

′
2V
′

3V
′

4V
′′

1 V
′′

2 V
′′

3 V
′′

4 .

The definitions of CE and SE retain the following features:

1. All of the CE’s cover the whole space-time domain and do not intersect
with each other

2. All of the SE’s cover all the CE’s and their boundaries and, do not
overlap with each other

The definition of CE and SE can be easily extended to cater for any arbitrary
shape of polygonal element. Notably, compared with the definition of SE in
Ref. [9], we add an additional volume for solving the source term.
Imposing the conservation law of Eq. 3.3 on CE(V ′′i ) yields,

¨
C′′1A

′′
1 ...C

′′
k
A′′

k

umdσ =
K∑
k=1

¨
C′

k
A′

k
V ′i A

′
k−1

umdσ−

K∑
k=1

¨
C′

k
A′

k
C′′

k
A′′

k
+C′

k
A′

k−1C
′′
k
A′′

k−1

(fmnx + gmny)dσ+
˚

CE(V ′′i )
smdV

(3.4)

where nx and ny are the components of the normal vector of the correspond-
ing surface. To solve the integral terms in Eq.3.4, it is assumed that um, fm,
gm and sm in each SE are approximated by first order Taylor expansion. That
is to say, the distributions of um, fm, gm and sm are all linear in CE(V ′′i ) and its
boundary surfaces affiliated to SE(C ′1), ..., SE(C ′K) and SE(V ′′i ), respectively.
Thus, the integrations of (um, fm, gm)/sm on any particular surface are simply
equivalent to the corresponding area multiplied by the values of (um, fm,
gm)/sm at the centroid, i.e.,

¨
C′′1A

′′
1 ...C

′′
k
A′′

k

umdσ = um(G′′i )Area(C ′′1A′′1 . . . C ′′1A′′1) (3.5)

K∑
k=1

¨
C′

k
A′

k
V ′i A

′
k−1

umdσ =
K∑
k=1

um(Ḡ′k)Area(C ′kA′kV ′iA′k−1) (3.6)
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K∑
k=1

¨
C′

k
A′

k
C′′

k
A′′

k
+C′

k
A′

k−1C
′′
k
A′′

k−1

(fmnx + gmny)dσ =
K∑
k=1

[
FLUXkm1 + FLUXkm2

]
(3.7)

˚
CE(V ′′i )

smdV = ∆tn+1/2

K∑
k=1

sm(Gi∗)Area(C ′kA′kV ′iA′k−1) (3.8)

where Ḡ′k andG∗k are the centroid of quadrangle C ′kA
′
kV
′
iA
′
k−1 and hexahedron

C ′kA
′
kV
′
iA
′
k−1C

′′
kA
′′
kV
′′
i A
′′
k−1 which belong to SE(C ′k). Therefore, u(Ḡ′k) and

u(G∗k) can be calculated via the Taylor expansion in SE(C ′k). In addition,
FLUXkm1 and FLUXkm2 represent the fluxes leaving surfaces C ′kA

′
kA
′′
kC
′′
k and

C ′kA
′
k−1A

′′
k−1C

′′
k , respectively, and are computed as

FLUXkm1 = ∆tn+1/2∆yk1
[
fm(C ′k) + fmx(C ′k)

∆xk1
2 + fmy(C ′k)

∆yk1
2 + fmt(C ′k)

∆tkn+1/2

2

]

−∆tn+1/2∆xk1
[
gm(C ′k) + gmx(C ′k)

∆xk1
2 + gmy(C ′k)

∆yk1
2 + gmt(C ′k)

∆tkn+1/2

2

]
(3.9)

FLUXkm2 = ∆tn+1/2∆yk2
[
fm(C ′k) + fmx(C ′k)

∆xk2
2 + fmy(C ′k)

∆yk2
2 + fmt(C ′k)

∆tkn+1/2

2

]

−∆tn+1/2∆xk2
[
gm(C ′k) + gmx(C ′k)

∆xk2
2 + gmy(C ′k)

∆yk2
2 + gmt(C ′k)

∆tkn+1/2

2

]
(3.10)

where,
∆xk1 = xAk

xCk
, ∆yk1 = yAk

yCk

∆xk2 = xCk
xAk−1, ∆yk2 = yCk

yAk−1

and
∆tn+1/2 = tn+1 − tn+1/2

Finally, substituting Eqs.3.5 ∼ 3.8 into Eq. 3.4, along with Eqs. 3.9 and 3.10,
an explicit time marching scheme for um(G′′i ) is obtained as

um(G′′i ) =
∑K
k=1 um(Ḡ′k)Area(C ′kA′kV ′iA′k−1)−∑K

k=1

[
FLUXkm1 + FLUXkm2

]
Area(C ′′1A′′1 . . . C ′′1A′′1) +

∆tn+1/2
∑K
k=1 sm(Gi∗)Area(C ′kA′kV ′iA′k−1)
Area(C ′′1A′′1 . . . C ′′1A′′1)

(3.11)
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In the first-order Taylor expansion, besides um itself, its first-order derivatives
are also unknown. Substituting the first-order Taylor expansion into Eq.3.2,
one can obtain

∂um
∂t

= −∂fm
∂x
− ∂gm

∂y
+ sm (3.12)

Therefore, we have to update um, umx and umy at each solution point. As
shown by Fig. 3.4, C ′′k (k = 1 − K) belongs to both SE(G′′i ) and SE(C ′k).
Therefore, um(C ′′k ) can be calculated through Taylor expansion in SE(G′′i ) and
SE(C ′k), i.e.,

um(C ′k) + umt(C ′k)∆tn+1/2 = um(C ′′k ) = um(G′′i ) + umx(G′′i )δxk + umy(G′′i )δyk
(3.13)

where
δxk = xCk

− xGi
and δyk = yCk

− yGi

The same relation can be derived for k + 1 as

um(C ′k+1) + umt(C ′k+1)∆tn+1/2 = um(C ′′k+1) = um(G′′i ) + umx(G′′i )δxk+1 + umy(G′′i )δyk+1

(3.14)
Note that, um(G′′i ) has already been calculated by Eq. 3.11, so Eqs.3.13 and
3.14 are linear equations with two unknowns umx(G′′i ) and umy(G′′i ). Define

δukm ≡ um(C ′k) + umt(C ′k)∆tn+1/2 − um(G′′i )

Then, one pair of derivatives (defined as umx(G′′i ) and umy(G′′i ), respectively)
can be calculated using Cramer’s rule as

umx(G′′i ) = ∆k
mx

∆k
m

, umy(G′′i ) =
∆k
my

∆k
m

(3.15)

where

∆k
m =

∣∣∣∣∣∣ δxk δyk

δxk+1 δyk+1

∣∣∣∣∣∣ , ∆k
mx =

∣∣∣∣∣∣ δu
k
m δyk

δuk+1
m δyk+1

∣∣∣∣∣∣ , ∆k
my =

∣∣∣∣∣∣ δxk δukm
δxk+1 δuk+1

m

∣∣∣∣∣∣
K pairs of derivatives can be obtained in this way. Thereafter, umx(G′′i ) and
umy(G′′i ) can be evaluated by the average of the K pairs of derivatives as

umx(G′′i ) = 1
K

K∑
k=1

umx(G′′i ), umy(G′′i ) = 1
K

K∑
k=1

umy(G′′i ) (3.16)
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Alternatively, for a problem with discontinuities, a simple weighted average
function [34] can be used as a limiter, i.e.,

umx(G′′i ) =
∑K
k=1W

k
mumx(G′′i )∑K

k=1W
k
m + ζ

(3.17)

umy(G′′i ) =
∑K
k=1W

k
mumy(G′′i )∑K

k=1W
k
m + ζ

(3.18)

where,

W k
m =

 K∏
j=1,j 6=k

θkm

χ , k = 1 to K (3.19)

with

θjm =
√

(umx(G′′i ))
2 + (umy(G′′i ))

2, j = 1 to K (3.20)

Here, χ ≥ 0 is an adjustable parameter used to control the dissipations near
discontinuities in the computational domain. For the second-order CE/SE
scheme, χ is usually assigned a value in the range of 0-2. It is important
to underline that when χ increases, the dissipations also increase; when
χ = 0 the dissipations are the lowest and Eqs.3.17 and 3.18 are equivalent
to the simple average function expressed by Eq.3.16. Furthermore, to avoid
dividing by zero, a small positive number (e.g., ζ = 10−60 ) is added to the
denominators. For strong shockwaves (i.e. Mach ≥ 10) MINMOD function
can also be used to control the dissipations near discontinuities.
At last, we have to notice that the solution points C ′i at tn+1/2 are exactly
located at the centres of original elements where the solutions can be directly
updated by Eqs.3.11, 3.17 and 3.18 (K = 3 and 4 for triangular and quadri-
lateral elements, respectively). However, the solution points V ′′i at tn+1 may
not coincide with the centres of the staggered elements G′′i . Consequently,
once um(G′′i ) and its spatial derivatives have been computed through Eqs.
3.11, 3.17 and 3.18, um(V ′′i ) must be updated via the Taylor expansion and
its spatial derivatives are equal to umx(G′′i ) and umy(G′′i ).

3.3 Stiff Source Term

In the last section, we mentioned that the CE/SE is only used to solve
the flow dynamics and the source term caused by chemical reactions and
energy relaxation R is treated separately. The rationale behind them is that
the CE/SE scheme is an explicit scheme and its time step is limited by the
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CFL condition of the CE/SE scheme (CFL≤1). The source terms involving
chemical reactions or energy exchange rates may cause the stiffness problem,
i.e., the rates may be orders of magnitude higher than the flow velocity.
Therefore, if we solve the stiff source terms together with the flow using the
explicit CE/SE scheme, the time step may be limited to a very small range
due to the limitation of the CFL condition. To overcome this problem, the
reacting and energy exchange source term is solved by an implicit trapezoidal
method of integration, which is expressed in as(

I −∆t
[
∂R

∂U

]n)(
Un+1 − Un

)
= ∆tRn (3.21)

where ∂R
∂U

is the Jacobi matrix of the stiff reacting source term R. I and U

are unit matrix and conservative quantity vector, respectively.

3.4 Boundary Conditions

The implementation of boundary conditions in this work is performed by
enforcing the conservation laws. The values of its properties are set so that
the flux calculation on the boundary face yields the correct flux. For instance,
for a wall boundary face, the correct inviscid flux calculations should yield
zero mass and energy fluxes. The viscous flux for the wall boundary face
should yield viscous forces and heat fluxes.

3.4.1 Inviscid Boundary Condition

The inviscid boundary conditions are defined as follows.

Inlet

The free stream boundaries are given by

Uinlet = U∞

where U∞ are known constants.
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Outlet

The outlet boundaries are calculated using a Taylor expansion

Uoutlet = Uc + ∂Uc
∂x

∆x+ ∂Uc
∂y

∆y

where Uc is the value of U at the centre of the neighbouring cell.

Wall and Symmetry

The inviscid flux for symmetry and an adiabatic wall are the same. No mass
and energy fluxes are accounted for, and momentum flux is given by the
pressure only. That is accomplished by,

∂T

∂n
= 0 and un = 0

3.4.2 Viscous Boundary Condition

The viscous boundary conditions are defined as follows.

Inlet

The free stream boundaries are given by

Uinlet = U∞

where U∞ are known constants.

Outlet

The outlet boundaries are calculated using a Taylor expansion

Uoutlet = Uc + ∂Uc
∂x

∆x+ ∂Uc
∂y

∆y
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where Uc is the value of U at the centre of the neighbouring cell.

Wall

The values at the wall for an isothermal non-catalytic wall are

uwall = 0
vwall = 0

Twall = const.

Yn,wall = Yc

pwall = pc

where Twall is a known wall temperature, Yc and pc are the n-th species mass
fraction and pressure at the centre of the neighbouring cell respectively. The
density at the wall is calculate using the perfect gas law as

ρwall = ρcTc
Tw

and the species density as

ρn,wall = ρwallYn,wall;
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4Implementation

„Ideas are easy. Implementation is hard.

— Guy Kawasaki
Silicon Valley venture capitalist

4.1 Introduction

This chapter addresses some aspects of the implementation of the in-house
CE/SE code. While it is not viable to detail all the aspects of the code, it is im-
portant to detail the general structure of the code and some of the operations
that are performed during its execution. Furthermore, the boundary condi-
tions implementation, the Courant insensitive scheme, and the parallelisation
strategy are described in the chapter.

4.2 Code Overview

The in-house code has been written using the C++ language, this language
was selected because of the following advantages:

• A native support for object oriented programming

• Efficient memory management

• The usage of STL libraries

• User-defined operators and function overloading are supported

• Backward compatibility with C

• Great readability, reusability and portability
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The code starts by allocating the number of processors that are to be used.
Next, the code reads the mesh files, in this step the memory allocation and
the mesh processing occur. During the processing, the dimensions of the
element are assigned and the staggered elements are constructed.
The CE/SE solver begin and the initial conditions are read from the input
and assigned to each element of the domain. A loop then is started, it will
continue as long as it hasn’t reached the assigned final time.
Due to the nature of the CE/SE method, each time step is divided by half,
during the first half, the local CFL is assigned, the fluxes and derivatives are
computed, the chemistry source term is calculated, the value of U is updated
and then the values of ∂u

∂x
and ∂u

∂y
are calculated with the weight average

function shown in Eqs. 3.16-3.20.
During the second half time step, the process is similar to the first half, but
due to the staggered nature of the method, the boundary conditions are only
calculated at each full time step, (i.e. t = n+ 1). The simulation is completed,
the results are written in two output files, one assigned for the wall surface
and one for the whole domain. Finally, the code flushes the memory of the
computer.
An overview of the execution of the code is shown in listing 4.1.

Listing 4.1: Code overview

1 Set number of p roce s so r s to be used .
2 Read mesh
3 A l l o c a t e memory
4 Process mesh
5 Ca l cu l a t e dimensions of element
6 Def ine the cent re of element
7 Const ruc t s taggered elements
8 S t a r t CE/SE s o l v e r
9 Read i n i t i a l cond i t i ons

10 Ass ign i n i t i a l cond i t ion to each element
11 S t a r t loop while t < ass igned time
12 Ca l cu l a t e f o r t=n+1/2
13 Ca l cu l a t e l o c a l CFL number
14 Compute f l u x e s F and G, and d e r i v a t i v e s
15 Compute U
16 Ca l cu l a t e the chemis t ry source term
17 Update the value of U
18 Compute x and y d e r i v a t i v e s
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19 Ca l cu l a t e f o r t=n+1
20 Ca l cu l a t e l o c a l CFL number
21 Compute f l u x e s F and G, and d e r i v a t i v e s
22 Compute U
23 Ca l cu l a t e the chemis t ry source term
24 Update the value of U
25 Compute x and y d e r i v a t i v e s
26 Ca l cu l a t e the boundary cond i t i ons
27 End s imula t ion
28 Output r e s u l t s
29 Create wal l output f i l e
30 Create f u l l domain output f i l e
31 Free memory

For reference, a 2D structured CE/SE code is included in Appendix C.

4.3 Boundary Conditions

The treatment of the boundary conditions is based on the same principle of
fluxes conservation treatment we give to the whole domain, the difference
lays on the structure of the boundary edge, Fig. 4.1 shows the boundary
node structure and table 4.2 shows an example of a typical "meshfile.bnd"
file used to assign the boundary conditions, where column "a" is an assigned
boundary edge number, columns "b"and "c" are the elements on the left and
right of the boundary edge (See Fig. 4.1), columns "d" to "g" are ignored and
column "h" assigns the boundary type according to Table 4.1.

Fig. 4.1.: Structure used to determine the boundary edge

After the code has already processed the boundary file information, each
node has two boundary edges assigned, the right side one sharing the same
ID and the one on the left assigned as BL (See Fig.4.2). Each node needs to
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Tab. 4.1.: Definition of Boundary conditions.

outl Outlet Boundary Condition
inle Inlet Boundary Condition
wall Adiabatic Boundary Condition
isot Isothermal Boundary Condition
sym Symmetry Boundary Condition

Tab. 4.2.: File meshfile.bnd structure.

a b c d e f g h
1 1 2 0 0 1 0 inle
2 3 8 0 0 1 0 outl
3 4 6 0 0 1 0 wall
4 5 5 0 0 1 0 sym
...

...
...

...
...

...
...

...

check how many related elements are surrounding it. In the case of a normal
element we have 2 related elements (Fig.4.3 ), but for a corner element we
only have one (Fig.4.4)

Fig. 4.3.: Normal element
with two related
elements

Fig. 4.4.: Corner element
with one related
elements

Fig. 4.5.: Boundary condition treatment
To calculate the value (Uw) at the boundary, we need to consider the influence

Fig. 4.2.: The stencil of the boundary conditions
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of the inner domain and the wall. Therefore, we first calculate the value of U
at the centre (Uc) and from it, we do a Taylor expansion to get the value at
the wall. This is accomplished with the following steps,

1. Get the fluxes through inner domain

2. Get the values through left boundary

3. Get the values through right boundary

4. Calculate the values at the centre (Uc)

5. Calculate the values of ∂Uc

∂x
and ∂Uc

∂y

6. Perform a Taylor expansion using Uc, ∂Uc

∂x
and ∂Uc

∂y
in the form

Uw = Uc + ∂Uc

∂x
(xUw − xUc) + ∂Uc

∂y
(yUw − yUc)

It is important to note that sometimes the node will be located in a corner,
the influence of the wall boundary conditions has a great effect on the result,
therefore, the values have to be calculated using the influence from the left
and right side boundary edges.

4.4 Courant Number Insensitive (CNI)
scheme

For highly non-uniform meshes, the accuracy of the CE/SE method is signif-
icantly impacted by large numerical dissipation. To overcome this, Chang
[35] introduced the Courant number insensitive CE/SE scheme to deal with
small CFL numbers. The presented CNI scheme is based on the works done
by Chang[36] to extend the CNI scheme to 3D calculations. Because of they
hybrid mesh nature of the current code, certain modifications had to be
made.
Figures 4.6 and 4.7 show the definition of the points Mi, Gi and Pi at t = n/2

and t = n respectively. When t = n/2, the Values of Gi represents the original
mesh axis and G∗ is the centroid of the element. When t = n, the values of
Gi represents the centroid of the element and G∗ is the original mesh axis
The value of Mi is the centroid of the small element in t = n/2 and t = n To
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Fig. 4.6.: Definition of points for t = n/2

calculate the location of Pi, along the line segments MiGi we use the local
CFL number of G∗ such that

xPi
− xMi

xGi
− xMi

= CFLlocal(G∗)

Therefore, when the local CFL number goes down to zero, the value of Pi is
the same as of Mi. Also, when the local CFL number equals one, the location
of Pi is the same as Gi Then we get the values of Un at Pi

Un
Pi

= Un−0.5
Gi

+ ∆t
2

(
δu

δt

)n−0.5

Gi

+(xPi
− xGi

)
(
δu

δx

)n−0.5

Gi

+(yPi
− yGi

)
(
δu

δy

)n−0.5

Gi

To calculate of
(
δu
δx

)
Gi

and
(
δu
δx

)
Gi

at time n first using the values of Pi, we
design 3 or 4 areas (depending of the geometry of the mesh) as shown in
Figure4.8 and we apply,

(
δu

δx

)K1

G∗
= 1

2 ∗ A[P1P2G∗]

[
(yP1 − yP2) ∗ (unG∗) + (yG∗ − yP1) ∗ (unP2) + (yP2 − yG∗) ∗ (unP1)

]

and,

(
δu

δy

)K1

G∗
= 1

2 ∗ A[P1P2G∗]

[
(xP1 − xP2) ∗ (unG∗) + (xG∗ − xP1) ∗ (xnP2) + (xP2 − xG∗) ∗ (unP1)

]
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Fig. 4.7.: Definition of points for t = n

Fig. 4.8.: CNI scheme implementation

Where A[P1P2G∗] is the area of the triangle formed with the axis of P1, P2, G
∗.

Then we can do the same for the triangles K2, K3 and K4. Finally, to get the
values of

(
δu
δx

)n
G∗

and
(
δu
δy

)n
G∗

we use a weighted average function like the one
used in Eqs. 3.16-3.20.
For strong shockwaves ( i.e. Mach ≥ 10) MINMOD function can also be used
to control the dissipations near discontinuities.

4.5 Parallelisation

To increase the computational efficiency and reduce the workload, the code
is parallelised using OpenMP.
OpenMP is a programming run-time library used for writing parallel pro-

grams on shared memory multiprocessor systems. It is a multi-platform
library that can be used with C, C++, and FORTRAN. It’s implemented dur-
ing compilation and it uses the fork-join model of parallel execution[37] .
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Fig. 4.9.: OpenMP Fork-Join Execution Model

An OpenMP program starts with a "master" thread, it executes sequentially
until a parallel region is encountered. Then, a set of parallel threads is
created. The instruction in the code that are assigned to the parallel region
are executed at the same time. After the instructions are completed, they
all synchronise with the master thread and the parallel region is terminated,
leaving the "master" alone. OpenMP supports nested parallelism. This is
accomplished by placing a parallel set of instructions inside another one.
(See Fig. 4.9)
Listing 4.2 shows a simple example of an openMP implementation.

Listing 4.2: Simple openMP example

1 #include <omp. h>
2 in t main ()
3 {
4 omp_set_num_threads (4 ) ; // Se t number o f p a r a l l e l t h r ead s
5 #pragma omp p a r a l l e l for // A p a r a l l e l l oop i s i n i t i a l i s e d
6 for ( in t i =0; i<ArrayDimen ; i++)
7 {
8 funct ionA ( ) ;
9 #pragma omp for // A ne s t ed p a r a l l e l l oop i s i n i t i a l i s e d

10 for ( in t i =0; i<n ; i++)
11 {
12 funct ionB ( ) ;
13 }
14 }
15 return 0;
16 }
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4.6 Equipment

The majority of the simulations were performed using a custom-built work-
station, the technical specs are shown in table 4.3
The workstation is supported by the High-speed Thermo-fluid and MAV/UAV
Laboratory (HTML) at the Hong Kong Polytechnic University in Hung Hom,
Kowloon, Hong Kong, S.A.R.

Tab. 4.3.: Workstation Tech Specs.

Operating System Windows 7
System Type 64 bit

Memory 64.0 GB
Processor Intel(R) Xeon(R) CPU E5-2630 v2 @2.6GHz (x2 processors)

Cores 6 (x2) (x2 processors)
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5Results

„Scientific Progress goes "boink"!

— Hobbes
(Bill Waterson’s character)

5.1 Introduction

This chapter presents code validation efforts using available experimental,
numerical and flight data for space capsules. The fist part will deal with
inviscid flows, including Nitrogen, Air and CO2, around spheres and the
RAM-C capsule. The second part will present certain validation cases and
results for viscous flows around spheres.

5.2 Inviscid Flows

When the hypersonic flow encounters a sphere, a bow shock will detach
from the surface of the sphere. The shape of the bow shock and the distance
between the shock and body on the stagnation line, namely the shock stand-
off distance, ∆, are two important flow characteristics. The present work
will focus on the study of these two flow features. The flow is assumed to be
inviscid and axisymmetric, such that the computational domain is reduced to
only one-half of the complete flow field (Figure. 5.1). Grid-independence
tests were carefully performed for all test cases. This was achieved by running
a series of simulations increasing the mesh size by a factor of 1.5 until the
difference in the stagnation streamline properties between mesh models was
smaller than 2%.
Figure 5.2 shows the density distribution along the stagnation streamline for
case 9 using different mesh sizes. Pressure and speed distributions for all the
cases of this study also show similar convergence with their respective mesh
size.
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Fig. 5.1.: Schematic of computational model for sphere cases

5.2.1 Nitrogen Flows

Nitrogen flow is one of the simplest hypersonic dissociating flows. If there is
no ionisation, only two species exist in the flow. Therefore, nitrogen flow has
been widely investigated by previous researchers. In the present study, we
first apply the CE/SE code to simulate the experimental nitrogen flow cases
selected from Wen [38], where the hypervelocity flows over spheres of various
radii and free-stream conditions were studied. The sphere radii and free-

Tab. 5.1.: Free-stream conditions of nitrogen flow cases selected from Wen[38].

Case No. R(m) ρ∞
(kg/m3)

u∞ (m/s) T∞ (K) α∞

1 0.013 0.0374 5150 2340 0.036
2 0.025 0.0198 4860 1950 0.041
3 0.038 0.0195 5140 2200 0.064
4 0.051 0.0181 5350 2350 0.090

stream conditions of selected cases are listed in table 5.1 and the comparison
of experimental, theoretical and numerical dimensionless shock-off distances
are listed in table 5.2. Here, the theoretical results are calculated by Wen &
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Fig. 5.2.: Density distribution along the stagnation streamline for case 9 using
different mesh sizes

Hornung’s theory[39], which is based on the fact that the oncoming mass
flow entering the shock has to leave the flow field between shock and body.
This theory[39] gives an analytic solution for the whole non-equilibrium flow
regime without use any specific gas model and is presented by a piecewise
function as 

∆̃ = 1
Ω̃

[
−1 +

√
1 + 2LΩ̃

]
, when ρb < ρe

∆̃ = ρsh

ρe

[
L+ 1

2Ω̃

(
ρe

ρsh
− 1

)2
]
, else

(5.1)

Here, the constant L equals to 0.41 for spheres that is given by the well-
known Lobb’s [40] correlation for supersonic frozen flows. ∆̃ is another
dimensionless shock-off distance which is defined as

∆̃ ≡ 1
2

∆
R

ρsh
ρ∞

(5.2)

The generalized dimensionless reaction rate parameter Ω̃ is defined by

Ω̃ ≡
(
∂ρ

∂t

)
sh

D

ρshu∞
(5.3)

At the first glance, Ω̃ represents the density variation right after the shock on
the stagnation streamline when the flow passes the sphere. However, Wen &
Hornung[39] deepened physical significance of Ω̃ as

Ω̃ = Energy absorption rate by chemistry
Input rate of free stream kinetic energy
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From table 5.2 , we can see that the present numerical results agree very well
with Wen & Hornung’s experimental and theoretical results. The largest error
between the results of simulation and experiments is about 5%. To further
compare the numerical results with Wen & Hornung’s experimental results,
we compare the bow shock shapes by overlapping the numerical density con-
tours in the experimental finite fringe differential interferograms in Fig. 5.3.
It is shown that the shapes of the numerical bow shocks fit the experimental
results very well. It demonstrated that the present code is reliable for simulat-
ing hypersonic dissociating flows. To thoroughly study the influence of the

Tab. 5.2.: Experimental, theoretical and numerical dimensionless shock stand-off
distance, ∆̃ , for nitrogen flows.

Case No. Experiment
(Wen & Hor-
nung)[39]

Theory
(Wen & Hor-
nung)[39]

Simulation Error

1 0.096 0.095 0.101 5.2%
2 0.114 0.099 0.109 4.3%
3 0.100 0.095 0.100 0.0%
4 0.099 0.094 0.099 0.0%

Fig. 5.3.: Comparison of the numerical and experimental shapes of the bow shock
for Nitrogen flows for case 3 (left) and case 4 (right)

parameter Ω̃ on the flow features of hypersonic dissociating flows, we choose
one typical set of free-stream condition as ρ∞ = 0.0443kg/m3, u∞ =, 200m/s,
T∞ = 2300K and α∞ = 0.0156. The radii of spheres are varied to obtain
different between 0.2 and 111. The comparison of dimensionless shock-off
distance ∆̃ between present numerical results and Wen & Hornung’s theory
is shown in Fig. 5.4. It is clearly demonstrated that the present code is
accurate throughout the whole non-equilibrium flow regime. The largest
difference between numerical method and the theory is about 6.7%, which
occurs at medium Ω̃ value. Notably, the numerical shock standoff distance
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is a little larger than that of Wen & Hornung’s theory. It is because Wen &
Hornung used a piecewise linear function to describe the density distribution
on the stagnation line and the average density was slightly overestimated.
Consequently, the shock standoff distance is underestimated [39].
Figure 5.5 shows the density profiles and N atomic distributions of different
sphere radii. When the free-stream condition is fixed, the value of chemical
reaction parameter Ω̃ will increase with sphere radii according to the defini-
tion of Ω̃. It indicates that when the gas flows over a sphere, the gas has more
time for dissociating and energy relaxation in the larger sphere cases and
the dissociating level, i.e. the mass fraction of N atoms, is, therefore, higher.
Meanwhile, the density behind the shock also reaches a higher level and
the distribution of vibrational temperature is closer to that of translational
temperature (See Fig. 5.6). For the case of R=0.063 mm, the highest mass
fraction of N only reaches to about 0.036, and the highest dimensionless
density is just over 6 which is the density ratio of frozen flows. For the case
of R=1.02 meters, the highest mass fraction of N is higher than 0.2, and the
highest dimensionless density approaches 9.8 which is the density ratio of
fully equilibrium flows.

Fig. 5.4.: Comparison of dimensionless shock standoff distance for nitrogen flows

5.2.2 Air Flows

Air flow is much more complicated than nitrogen flow but is very important
in practice. First, we also pick four air flow cases from Wen & Hornung’s
experiments. The free-stream conditions, free-stream mass fractions and the
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Fig. 5.5.: Distributions of dimensionless density (ρ/ρ∞, upper) and mass fraction
of atomic nitrogen (lower) for nitrogen flows

Fig. 5.6.: Translational temperature (T, upper) and vibrational temperature (Tv,
lower) for nitrogen flows.

dimensionless shock stand-off distance comparison are listed in table 5.3, 5.4
and 5.5. Good agreement between experimental, theoretical and numerical
results is observed. The numerical shapes of the entire bow shocks are also
very close to the experimental results, as shown in Fig. 5.7.
The free-stream conditions of case 6 are adopted and the radii of spheres
are varied to obtain different Ω̃ between 0.595 and 62.4. Fig.5.8 shows the
comparison of numerical and theoretical dimensionless shock standoff dis-
tances. The largest error is only about 6%. Figure 5.9 shows the distributions
of species. It is found that the mass fraction of O atoms is much higher than
that of N atoms. It is because that the characteristic dissociating temperature
of O2 (59,500K) is much lower than that of N2 (113,200K). Under the same
temperature, the dissociating level of O2 is much higher than that of N2.
Even for the case of R=1.02 meters ( Ω̃=62.4), the mass fraction of N is only
about 0.6%, but the mass fraction of O reaches to 20%. On the upper side of
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Tab. 5.3.: Free-stream conditions of Air flow cases selected from Wen[38].

Case No. R(m) ρ∞ (kg/m3) u∞ (m/s) T∞ (K)
5 0.013 0.0584 4110 1590
6 0.025 0.0278 3930 1370
7 0.038 0.03 3960 1410
8 0.051 0.0158 5560 2620

Tab. 5.4.: Free-stream mass fraction of Air flow cases selected from Wen[38].

Case No. N2 O2 NO N O
5 0.724 0.180 0.064 2.39E-8 0.0171
6 0.724 0.171 0.065 5.91E-9 0.0262
7 0.724 0.171 0.0648 8.33E-9 0.0259
8 0.743 0.0341 0.0252 3.97e-5 0.184

the sphere, there is almost no N due to the flow expansion. The consequent
significant temperature decrease during the flow expansion yields the full
recombination of the atomic nitrogen. On the other hand, the mass fraction
of O is still more than 10%. The distribution of translational temperature
and vibrational temperature is similar to that of nitrogen flows (see Fig. 5.6).

Fig. 5.7.: Comparison of the numerical and experimental shapes of the bow shock
for air flows for case 6 (left) and case 7 (right)

5.2.3 CO2 Flows

To perform accurate modeling for reentry of space vehicles in the Martian
atmosphere is of primordial importance to study reacting carbon dioxide
flows, the primary element in the Martian atmosphere. We selected three
CO2 flow cases from Wen & Hornung’s[39] experiments. The free-stream
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Tab. 5.5.: Experimental, theoretical and numerical dimensionless shock stand-off
distance, ∆̃ , for Air flows.

Case No. Experiment
(Wen & Hor-
nung)[39]

Theory (Wen &
Hornung)[39]

Simulation

5 0.101 0.092 0.092
6 0.105 0.093 0.095
7 0.103 0.094 0.093
8 0.090 0.084 0.087

Fig. 5.8.: Comparison of dimensionless shock standoff distance for air flows

conditions, free-stream mass fractions, and the dimensionless shock stand-off
distance comparison are listed in table 5.6, 5.7 and 5.8. Fig.5.10 shows the
comparison of the bow shock shapes between the numerical analysis and the
experimental results. A good agreement is observed.

The free-stream conditions of case 10 were adopted and the radii of spheres

Tab. 5.6.: Free-stream conditions of CO2 flow cases selected from Wen[38].

Case No. R(m) ρ∞ (kg/m3) u∞ (m/s) T∞ (K)
9 0.025 0.0937 3100 1900
10 0.038 0.150 2560 1240
11 0.051 0.0326 3490 2010

are varied to obtain different Ω̃ between 1.539 and 50.5824. The compar-
ison of numerical and theoretical dimensionless shock stand-off distances
is shown on Fig.5.11. The largest error is about 5.05%. Figure 5.12 shows
the distributions of CO2 and O atoms. It can be seen that for the first two
cases the dissociation of CO2 is relatively small, this due to the fast speed
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Tab. 5.7.: Free-stream mass fraction of CO2 flow cases selected from Wen[38].

Case No. CO2 O2 CO O C
9 0.739 0.0941 0.166 0.0008 0.0001
10 0.922 0.028 0.049 0.0005 0.0005
11 0.459 0.185 0.344 0.0115 0.0005

Tab. 5.8.: Experimental, theoretical and numerical dimensionless shock stand-off
distance, ∆̃ , for CO2 flows.

Case No. Experiment
(Wen & Hor-
nung)[39]

Theory (Wen &
Hornung)[39]

Simulation

9 0.0898 0.0872 0.0876
10 0.090 0.0888 0.0898
11 0.088 0.0864 0.087

of the flow and small radius of the spheres. When the radius of the sphere
increases a more noticeable dissociation occurs and it can be appreciated that
it happens mostly in the stagnation region, on the upper side of the sphere,
there is almost no atomic oxygen due to the flow expansion.

5.2.4 Weakly Ionised Hypersonic Flows

When the space vehicle enters the atmosphere at an orbital speed, a detached
bow shock forms in front of its blunt nose and the temperature behind the
shock, especially in the stagnation region, can reach high levels, due to the
conversion of kinetic flow energy into thermal energy by strong shock com-
pression. At hypersonic speeds, the massive amount of kinetic energy leads
to the presence of ionisation in the shock layer, providing a large number
of free electrons. These free electrons absorb radio-frequency radiation and
cause radio blackout (For the Apollo 13 mission, communication blackout
lasted around six minutes). Thanks to satellites orbiting the earth, commu-
nications blackout is not the problem it used to be, nevertheless, is still a
very real problem encountered in atmospheric reentry, mainly because it’s
not confined to earth’s atmosphere. Past missions to mars have shown us
that this problem also occurs in CO2 environments, therefore it is of high
importance to accurately predict the electron number density in the plasma
sheath around any capsule. To validate the code capabilities regarding
hypervelocity flows, shock standoff on spheres in air is simulated based on
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Tab. 5.9.: Free-stream conditions of Air flow cases selected from Zander et al. [41].

Case No. R(m) ρ∞
(kg/m3)

u∞ (m/s) T∞ (K) Mach

12 0.04 1.38E-3 8.73±0.14 2,013.4 10.3
13 0.06 1.38E-3 8.73±0.14 2,013.4 10.3
14 0.08 1.38E-3 8.73±0.14 2,013.4 10.3

Tab. 5.10.: Free-stream mass fraction of Air flow cases selected from Zander et al.
[41]

Case No. N2 O2 NO N O
12 0.7866 0.2051 0.0063 0.0 0.002
13 0.7866 0.2051 0.0063 0.0 0.002
14 0.7866 0.2051 0.0063 0.0 0.002

experiments performed by Zander et al. [41]. The free-stream conditions
and the initial mass fraction of main species of the selected cases are listed in
table 5.9 and 5.10. Figure 5.13 shows the comparison of the experimental
data by Zander et al.[41] and the CE/SE simulations of shock standoff (∆/D)
distance vs. flow velocity. A good agreement between experimental and
numerical results is observed.

5.2.5 RAM-C Model

The Radio Attenuation Measurement (RAM) experiment was a series of
hypersonic flights performed in the 1960’s to study communications blackout,
this experiment was frequently used to evaluate the modeling of weakly
ionised gases[27]. The RAM-C geometry is composed by a spherically blunted
cone with a nose radius of 0.1524 m, a total length of 1.3 m and a 9o half
angle. In this work, the flow condition corresponding to the 71km altitude
trajectory point, with a free-stream speed, density, and temperature of 7650
m/s, 2.7E-4 kg/m3 and 254K respectively is simulated. The airflow initial
mass fractions is that of 0.79 N2 and 0.21 O2. For the simulations, the flow
is assumed to be axisymmetric, therefore a symmetric boundary condition
is applied to the lower boundary. Figure 5.15 shows the translational
temperature along the stagnation streamline for the RAMC-II capsule, it is
seen that it reaches a peak of about 25,500 K which is similar to the results
presented by Candler & MacCormack[42] for the same case, the behaviour of
the temperature at the wall is due to the adiabatic wall conditions assumed
in the simulation. Maximum electron number densities along the direction
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normal to the vehicle surface are compared to flight data and numerical
simulations done by Candler & MacCormack 10 in Fig5.14. The electron
number densities are in good agreement with the RAM-C II flight experiment.
It can be observed that a rapid decrease in the electron number density
occurs as the flow moves downstream, this is due to the expansion along
the spherical nose yielding temperature reduction. Figure 5.16 shows a
comparison of the mass distribution of O2 , N2 and NO+ around RAMC-II
capsule. It can be observed that high amounts of dissociation and reaction are
found in the front face of the experimental capsule. This is due to the abrupt
increase of temperature behind the shock wave. The most pronounced
dissociation happens with respect to the oxygen molecules due to their
corresponding low dissociation energy. On the other hand, the nitrogen
molecules dissociate less significantly because of their high dissociation
energy. Ionisation effects of NO+ are notable in front of the capsule nose.
This is caused by the associative-recombination reaction N +O � NO+ + e−

forming NO+ and free electrons, which, in terms of the overall composition
of the gas, are small, but of particular significance when dealing with radio
communication.

5.3 Viscous Flows

5.3.1 Validation Cases

When we deal with high speed vehicles, the matter of aerodynamic heating
and shear stress is of extreme importance, hence, a strong emphasis is placed
on accurately predicting any viscous flow, a series of benchmark cases have
been performed to prove the capabilities of the CE/SE solver for subsonic,
supersonic and real gas cases.

Driven cavity

A driven cavity was simulated as a benchmark to demonstrate the capability
of the CE/SE solver for viscous flows. The results were compared with the
works done by Ghia et al.[43]. Fig.5.17a shows the comparison of the u-
velocity profile along vertical centerline for Re = 400. The Reynolds number
is based on the height of the cavity and the moving speed of the top wall
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(Mach 0.15). It can be seen from Fig.5.17b that the method has captured the
primary vortex and the two secondary vortices.

Shock/Boundary Layer Interactions

A shock wave boundary layer interaction problem is used as a validation case.
The results were compared with the works done by Zhang et al.[44]. Fig.5.18
a shows the pressure contours of the shock boundary layer interaction prob-
lem. Pressure Distribution at the wall and the skin friction distribution along
wall are shown in figures 5.19 and 5.20 respectively. It can be observed
that once the shock capture parameter α has been tuned, the results are in
good agreement with both the simulations done by Zhang et al.[44] and the
experiments done by Hakkinen et al.[45].

Shock tube reflection

To validate the code capabilities regarding high speed viscous and compres-
sive flows, the reflection of a normal shock wave from the end wall of a
shock tube has been simulated. In this test case, the shock bifurcation is
simulated based on experiments performed by Matsuo et al.[46]. To save
computational resources, only the last 0.15m of the channel adjacent to the
end wall and half a domain of 0.02m with an incident Mach number of 2.6
were simulated. The results provided by the CE/SE code were then compared
against the experimental results of Matsuo et al. and the numerical results of
Weber et al. [47]. Figure 5.21 shows the triple point trajectories from the
CE/SE simulations (Adiabatic wall), the reference calculations from Weber
et al. (Adiabatic and isothermal wall) and the experimental values obtained
from Matsuo et al. It can be seen that the CE/SE results follow a trend that
predicts the triple-point trajectory similarly to the results of the reference
calculations and the experimental results. However, the calculations predict
an equilibrium height 20% higher that the experimental one, being similar
to the isothermal simulations of Weber et al. who suggested that these dis-
crepancies can have several implications. The first one being a growth of
the interacted zone caused by the lower density found in an adiabatic wall
boundary layer. The second reason is the lack of a turbulence model in the
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simulation, therefore, the viscous layer contains less energy and this creates
a larger displacement.

Surface heat transfer

To validate the code regarding surface heat transfer, a Mach 17 flow over a
2D cylindrical surface was simulated. The simulations were compared against
the LAURA benchmark[48] and the numerical CE/SE results of Chau-Lyan
Chang [36]. To accurately predict surface heat transfer, a highly refined
mesh near the body surface must be used. Figure 5.22 shows a comparison
of cylinder surface heating between the present results, Lee’s theory and
simulations from the LAURA code and Chau-Lyan Chang. A good agreement
with Lee’s theory can be seen, the results lay between those of Chang and
the LAURA Benchmark.

5.3.2 Air Flows

A case from Knab et al.[49] CV-CV simulations was selected to test the code
capabilities regarding real gas effects using the CV-CV model. Air flow around
a sphere with 0.1 m in diameter has been simulated, the free-stream con-
ditions are specified by a Mach number of 12.7, a free-stream density of
1.6X10−3kg/m3 , and a temperature of 196 K. The initial mass fractions are
as follow, N2 = 0.7718, O2 = 0.183343, O = 0.039827, and NO = 0.00503.
Atomic nitrogen is negligible. The CVCV-model parameters have been set to
be U = Ed

5R and α = 0.8, α = 0.7.
With those conditions, the flow is characterised by a strong thermal non-
equilibrium, where just behind the shock, vibrational energy modes become
excited. In figure 5.23, it can be observed that steep temperature gradients
occurring near the wall and shock are captured by the CE/SE simulations
accurately. After the shock, the vibrational energy modes become excited by
dominant translational-vibrational energy exchange. O2 dissociation begins
and the vibrational energy removal keeps the vibrational temperature of
oxygen from overshooting the translational temperature. We can observe
that the vibrational temperature of NO is very high and over predicted near
the wall, this is an effect of the non-equilibrium modelling of the exchange
reactions, nitric oxide is formed in the reverse direction of the exchange
reaction NO + O � O2 + N , but also destroyed in the reverse direction in
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N2 +O � NO +N [49], the CV-CV model predicts the average vibrational
energy gain in an endothermic exchange reaction to be greater than the
average vibrational energy loss in an exothermic exchange reaction [49],
therefore one gets a positive coupling term for ẇvNO

, leading to an increase
in the vibrational temperature of nitric oxide.

An Air flow case from Wen[39] experiments was selected to test the code
capabilities regarding real gas effects. The two-temperature model of Park
and CV-CV model has been used for this case. The free-stream conditions,
free-stream mass fractions and comparison of the heat flux at the stagnation
point are listed in table 5.11, 5.12 and 5.13. Good agreement between
experimental, theoretical and numerical results is observed.

The temperature profile along the stagnation streamline for the two-temperature
model case can be seen in Fig. 5.24. The transfer of energy from initial ki-
netic energy into various degrees of freedom determines this.Translational
and rotational equilibration occur very rapidly, giving a high translational
temperature immediately across the shock as all the directed energy of mo-
tion is transformed into random translational and rotational energy. Transfer
into vibrational excitation takes longer and leads to a lower temperature as
the energy is distributed among more degrees of freedom. Dissociation and
electronic excitation take longer still, giving yet a further reduction in kinetic
temperature, yielding the final equilibrium temperature.
Fig. 5.25 shows a comparison of surface heating between the present re-
sults, against Lee’s theory, Wen’s simulations and experiments[39]. It can
be seen that the heat transfer at stagnation point is accurately predicted,
corresponding to its maximum value.

Tab. 5.11.: Free-stream conditions of Air flow cases selected from Wen[38].

Case No. R(m) ρ∞
(kg/m3)

u∞ (m/s) T∞ (K) Tw (K)

15 0.038 0.0172 5250 2320 500

Tab. 5.12.: Free-stream mass fraction of Air flow cases selected from Wen[38].

Case No. N2 O2 NO N O
15 0.739 0.0615 0.0355 1.04E-5 0.151

56 Chapter 5 Results



Tab. 5.13.: Experimental, theoretical and numerical heat transfer at stagnation
point, for Air flows.

Case No. Experiment
(Wen & Hor-
nung)[39]

Theory
(Wen & Hor-
nung)[39]

2T-CE/SE CVCV-CE/SE

15 15.3
MW/m2

15.7
MW/m2

15.57
MW/m2

14.17
MW/m2

Fig. 5.9.: Mass fraction of N2, N , O2, O and NO molecules for airflows.
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Fig. 5.10.: Comparison of the numerical and experimental shapes of the bow shock
for CO2 flows for case 9 (left) and case 11 (right)

Fig. 5.11.: Comparison of dimensionless shock standoff distance for CO2 flows
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Fig. 5.12.: Mass fraction of CO2 molecules (upper) and O atoms (lower) for CO2
flows.

Fig. 5.13.: Comparison of the experimental data by Zander et al.[41] and the CE/SE
simulations of shock standoff (∆/D) distance vs. flow velocity.
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Fig. 5.14.: Electron number density comparisons along the body for RAM-C II flight
test at 71 km altitude.

Fig. 5.15.: Translational temperature along the stagnation streamline.
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Fig. 5.16.: Mass fraction (%) distributions of O2, N2 and NO+ around the RAM-C
capsule at an altitude of 71 km.
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Fig. 5.17.: Comparison of the u-velocity profile along vertical centreline(left) and
Streamline contour for a Driven cavity benchmark(right).

Fig. 5.18.: Pressure contours of the shock boundary layer interaction problem.
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Fig. 5.19.: Pressure distribution along the wall for the Shock/Boundary Layer Inter-
actions validation case.

Fig. 5.20.: Skin friction distribution along the wall for the Shock/Boundary Layer
Interactions validation case.

5.3 Viscous Flows 63



Fig. 5.21.: Comparison of the Variation of the height of the bifurcated foot with
distance from the end wall.

Fig. 5.22.: Comparison of surface heating against the LAURA benchmark[48] and
the numerical CE/SE results of Chau-Lyan Chang.
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Fig. 5.23.: Comparison of translational and vibrational temperatures along the
stagnation streamline of the 0.1m sphere against Knab’s simulations.[49]
Ui = Di

5R and α = 0.8
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Fig. 5.24.: Temperatures profile along the stagnation streamline.

Fig. 5.25.: Comparison of surface heating against Lee’s theory, Wen’s simulations
and experiments.[39]
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6Conclusion

6.1 Conclusions

This work aims to study inviscid and viscous hypersonic dissociating flows
over blunt bodies. The work was mostly divided into two parts. The first
part focused on inviscid flows. These simulation cases were run for nitrogen,
CO2 and air flows around spheres of different radii, implementing the CE/SE
hybrid meshes solver, an in-house code developed by the High-speed Thermo-
fluid and MAV/UAV Laboratory team. The main results obtained from this
set of simulations are summarised below:

• The code is proved capable of simulating hypersonic flows accurately
by comparing the numerical shock standoff distances and bow shock
shapes with Wen & Hornung’s experimental results and theoretical
model.

• The code is proved capable of simulating hypervelocity flows accurately
by comparing the numerical shock standoff distances with experimental
results by Zander et al.

• Moreover, the code shows good accuracy in simulating chemically
reacting ionised flows around the RAM-C II capsule.

The second part of the thesis focused on viscid flows. The simulations were
performed in order to calculate the heat transfer and compare the different
gas models implemented, two temperature model and CV-CV. The main
results obtained are summarised below:

• The code shows good accuracy in predicting viscous flows as shown by
comparing the results of a driven cavity with the works done by Ghia et
al.
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• The code is proved capable of simulating shock patterns and shock
bifurcation compared against the experimental results of Matsuo et al.
and the numerical results of Weber et al.

• The code is proved capable of capturing the numerical shock standoff
distances and bow shock shapes with Wen & Hornung’s experimental
results and Knab et al. numerical model.

• Moreover, the code shows good accuracy in simulating heat flux in air
flows around spheres.

6.2 Future Work

To provide evidence of the code capabilities regarding heat transfer, ionisation,
viscous flows and turbulence, further work should focus on the inclusion of
a turbulent model and validation of the code regarding air, carbon dioxide
and nitrogen viscous and turbulent flows over blunt bodies using real flight
data and experimental data provided by the Apollo capsule, FIRE-II and
mars reentry capsules. To be able to prove accurate results for asymmetrical
complex shapes, an extension to a 3D code is also recommended.
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AAppendix - Chemistry

A.1 Reactions rates data

Tables A.1, A.2 and A.3 present the reaction data used for Nitrogen and air,
ionised air and CO2 models, respectively.

Tab. A.1.: Reaction data used in Nitrogen and Air flows.

Reaction M Cf n θv
N2 +M 
 2N +M N2 3.7E18 -1.6 113200
N2 +M 
 2N +M N 1.1E19 -1.6 113200
N2 +M 
 2N +M O2 3.7E18 -1.6 113200
N2 +M 
 2N +M O 1.1E19 -1.6 113200
N2 +M 
 2N +M NO 3.7E18 -1.6 113200
O2 +M 
 2O +M N2 2.75E16 -1.0 59500
O2 +M 
 2O +M N 8.25E16 -1.0 59500
O2 +M 
 2O +M O2 2.75E16 -1.0 59500
O2 +M 
 2O +M O 8.25E16 -1.0 59500
O2 +M 
 2O +M NO 2.75E16 -1.0 59500

NO +M 
 N +O +M N2 2.3E14 -0.5 75500
NO +M 
 N +O +M N 4.6E14 -0.5 75500
NO +M 
 N +O +M O2 2.3E14 -0.5 75500
NO +M 
 N +O +M O 4.6E14 -0.5 75500
NO +M 
 N +O +M NO 2.3E14 -0.5 75500
NO +O 
 O2 +N - 2.16E5 1.29 19220
N2 +O 
 NO +O - 3.18E10 0.1 37700
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Tab. A.2.: Reaction data used in Ionised Air flows.

Reaction M Cf n θv
N2 +M 
 2N +M N2 3.7E18 -1.6 113200
N2 +M 
 2N +M N 1.1E19 -1.6 113200
N2 +M 
 2N +M O2 3.7E18 -1.6 113200
N2 +M 
 2N +M O 1.1E19 -1.6 113200
N2 +M 
 2N +M NO 3.7E18 -1.6 113200
O2 +M 
 2O +M N2 2.75E16 -1.0 59500
O2 +M 
 2O +M N 8.25E16 -1.0 59500
O2 +M 
 2O +M O2 2.75E16 -1.0 59500
O2 +M 
 2O +M O 8.25E16 -1.0 59500
O2 +M 
 2O +M NO 2.75E16 -1.0 59500

NO +M 
 N +O +M N2 2.3E14 -0.5 75500
NO +M 
 N +O +M N 4.6E14 -0.5 75500
NO +M 
 N +O +M O2 2.3E14 -0.5 75500
NO +M 
 N +O +M O 4.6E14 -0.5 75500
NO +M 
 N +O +M NO 2.3E14 -0.5 75500
NO +O 
 O2 +N - 2.16E5 1.29 19220
N2 +O 
 NO +O - 3.18E10 0.1 37700
N +O � NO+ + e− - 8.8E8 1.0 31900
O +O � O+

2 + e− - 7.1E2 2.7 80600
N +N � N+

2 + e− - 4.4E7 1.5 67500
O + e− � O+ + 2e− - 3.9E33 -3.78 158500
N + e− � N+ + 2e− - 2.5E34 -3.82 168600
NO+ +O � N+ +O2 - 1.0E12 0.5 77200
O+

2 +N � N+ +O2 - 8.7E13 0.14 28600
O+ +NO � N+ +O2 - 1.4E5 1.9 26600
O+

2 +N2 � N+
2 +O2 - 9.9E12 0.0 40700

O+
2 +O � O+ +O2 - 4.0E12 -0.09 18000

NO+ +O2 � O+
2 +NO - 2.4E13 0.41 32600

NO+ +O � O+
2 +N - 7.2E12 0.29 48600

O+ +N2 � N+
2 +O - 9.1E11 0.36 22800

NO+ +N � N+
2 +O - 7.2E13 0.0 35500
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Tab. A.3.: Reaction data used in CO2 flows.

Reaction M Cf n θv
CO2 +M � CO +O +M CO2 6.9E21 -1.5 63275
CO2 +M � CO +O +M O 1.4E22 -1.5 63275
CO2 +M � CO +O +M O2 6.9E21 -1.5 63275
CO2 +M � CO +O +M CO 6.9E21 -1.5 63275
CO2 +M � CO +O +M C 1.4E22 -1.5 63275
CO +M � C +O +M CO2 2.3E20 -1.0 129000
CO +M � C +O +M O 3.4E20 -1.0 129000
CO +M � C +O +M O2 2.3E20 -1.0 129000
CO +M � C +O +M CO 2.3E20 -1.0 129000
CO +M � C +O +M C 3.4E20 -1.0 129000
O2 +M � O +O +M CO2 2.0E21 -1.50 59750
O2 +M � O +O +M O 1.0E22 -1.50 59750
O2 +M � O +O +M O2 2.0E21 -1.50 59750
O2 +M � O +O +M CO 2.0E21 -1.50 59750
O2 +M � O +O +M C 1.0E22 -1.50 59750
CO2 +O � O2 + CO - 2.1E13 0.0 27800
CO +O � O2 + C - 3.9E13 -0.18 69200
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BAppendix-Equilibrium
constant data

B.1 Equilibrium constant data

Listing B.1 and B.2 present the equilibrium constant curve fit coefficients for
the reactions considered in the air and CO2 model, respectively.

Listing B.1: Equilibrium Constants Curve Fits for Air flows
N2 Ref−Elm . Gurvich ,1978 pt1 p280 pt2 p207 .
3 tp i s78 N 2.00 0.00 0.00 0.00 0.00 0 28.01340 0.000
200.000 1000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 8670.104
2.210371497E+04−3.818461820E+02 6.082738360E+00−8.530914410E−03 1.384646189E−05
−9.625793620E−09 2.519705809E−12 0.000000000E+00 7.108460860E+02−1.076003744E+01
1000.000 6000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 8670.104
5.877124060E+05−2.239249073E+03 6.066949220E+00−6.139685500E−04 1.491806679E−07
−1.923105485E−11 1.061954386E−15 0.000000000E+00 1.283210415E+04−1.586640027E+01
6000.000 20000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 8670.104
8.310139160E+08−6.420733540E+05 2.020264635E+02−3.065092046E−02 2.486903333E−06
−9.705954110E−11 1.437538881E−15 0.000000000E+00 4.938707040E+06−1.672099740E+03
#
N Hf : Cox ,1989. Moore ,1975. Gordon ,1999.
3 g 5/97 N 1.00 0.00 0.00 0.00 0.00 0 14.00670 472680.000
200.000 1000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 6197.428
0.000000000E+00 0.000000000E+00 2.500000000E+00 0.000000000E+00 0.000000000E+00
0.000000000E+00 0.000000000E+00 0.000000000E+00 5.610463780E+04 4.193905036E+00
1000.000 6000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 6197.428
8.876501380E+04−1.071231500E+02 2.362188287E+00 2.916720081E−04−1.729515100E−07
4.012657880E−11−2.677227571E−15 0.000000000E+00 5.697351330E+04 4.865231506E+00
6000.000 20000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 6197.428
5.475181050E+08−3.107574980E+05 6.916782740E+01−6.847988130E−03 3.827572400E−07
−1.098367709E−11 1.277986024E−16 0.000000000E+00 2.550585618E+06−5.848769753E+02
#
O2 Ref−Elm . Gurvich ,1989 pt1 p94 pt2 p9 .
3 tp i s89 O 2.00 0.00 0.00 0.00 0.00 0 31.99880 0.000
200.000 1000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 8680.104
−3.425563420E+04 4.847000970E+02 1.119010961E+00 4.293889240E−03−6.836300520E−07
−2.023372700E−09 1.039040018E−12 0.000000000E+00−3.391454870E+03 1.849699470E+01
1000.000 6000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 8680.104
−1.037939022E+06 2.344830282E+03 1.819732036E+00 1.267847582E−03−2.188067988E−07
2.053719572E−11−8.193467050E−16 0.000000000E+00−1.689010929E+04 1.738716506E+01
6000.000 20000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 8680.104
4.975294300E+08−2.866106874E+05 6.690352250E+01−6.169959020E−03 3.016396027E−07
−7.421416600E−12 7.278175770E−17 0.000000000E+00 2.293554027E+06−5.530621610E+02
#
O D0(O2) : Brix ,1954. Moore ,1976. Gordon ,1999.
3 g 5/97 O 1.00 0.00 0.00 0.00 0.00 0 15.99940 249175.003
200.000 1000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 6725.403
−7.953611300E+03 1.607177787E+02 1.966226438E+00 1.013670310E−03−1.110415423E−06
6.517507500E−10−1.584779251E−13 0.000000000E+00 2.840362437E+04 8.404241820E+00
1000.000 6000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 6725.403
2.619020262E+05−7.298722030E+02 3.317177270E+00−4.281334360E−04 1.036104594E−07
−9.438304330E−12 2.725038297E−16 0.000000000E+00 3.392428060E+04−6.679585350E−01
6000.000 20000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 6725.403
1.779004264E+08−1.082328257E+05 2.810778365E+01−2.975232262E−03 1.854997534E−07
−5.796231540E−12 7.191720164E−17 0.000000000E+00 8.890942630E+05−2.181728151E+02
#
NO Gurvich ,1978 ,1989 pt1 p326 pt2 p203 .
3 tp i s89 N 1.00O 1.00 0.00 0.00 0.00 0 30.00610 91271.310
200.000 1000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 9179.110
−1.143916503E+04 1.536467592E+02 3.431468730E+00−2.668592368E−03 8.481399120E−06
−7.685111050E−09 2.386797655E−12 0.000000000E+00 9.098214410E+03 6.728725490E+00
1000.000 6000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 9179.110
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2.239018716E+05−1.289651623E+03 5.433936030E+00−3.656034900E−04 9.880966450E−08
−1.416076856E−11 9.380184620E−16 0.000000000E+00 1.750317656E+04−8.501669090E+00
6000.000 20000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 9179.110
−9.575303540E+08 5.912434480E+05−1.384566826E+02 1.694339403E−02−1.007351096E−06
2.912584076E−11−3.295109350E−16 0.000000000E+00−4.677501240E+06 1.242081216E+03
#
NO+ Cp , S , IP (NO) : Gurvich ,1989 pt1 p330 pt2 p205 .
3 g 5/99 N 1.00O 1.00E −1.00 0.00 0.00 0 30.00555 990809.704
298.150 1000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 8670.104
1.398106635E+03−1.590446941E+02 5.122895400E+00−6.394388620E−03 1.123918342E−05
−7.988581260E−09 2.107383677E−12 0.000000000E+00 1.187495132E+05−4.398433810E+00
1000.000 6000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 8670.104
6.069876900E+05−2.278395427E+03 6.080324670E+00−6.066847580E−04 1.432002611E−07
−1.747990522E−11 8.935014060E−16 0.000000000E+00 1.322709615E+05−1.519880037E+01
6000.000 20000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 8670.104
2.676400347E+09−1.832948690E+06 5.099249390E+02−7.113819280E−02 5.317659880E−06
−1.963208212E−10 2.805268230E−15 0.000000000E+00 1.443308939E+07−4.324044462E+03
#
e− Ref−Spec ies . Chase ,1998 3/82.
3 g12/98 E 1.00 0.00 0.00 0.00 0.00 0 0.00055 0.000
298.150 1000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 6197.428
0.000000000E+00 0.000000000E+00 2.500000000E+00 0.000000000E+00 0.000000000E+00
0.000000000E+00 0.000000000E+00 0.000000000E+00−7.453750000E+02−1.172081224E+01
1000.000 6000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 6197.428
0.000000000E+00 0.000000000E+00 2.500000000E+00 0.000000000E+00 0.000000000E+00
0.000000000E+00 0.000000000E+00 0.000000000E+00−7.453750000E+02−1.172081224E+01
6000.000 20000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 6197.428
0.000000000E+00 0.000000000E+00 2.500000000E+00 0.000000000E+00 0.000000000E+00

0.000000000E+00 0.000000000E+00 0.000000000E+00−7.453750000E+02−1.172081224E+01

Listing B.2: Equilibrium Constants Curve Fits for CO2 flows
CO2 Gurvich ,1991 pt1 p27 pt2 p24 .

3 g 9/99 C 1.00O 2.00 0.00 0.00 0.00 0 44.00950 −393510.000
200.000 1000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 9365.469

4.943650540E+04−6.264116010E+02 5.301725240E+00 2.503813816E−03−2.127308728E−07
−7.689988780E−10 2.849677801E−13 0.000000000E+00−4.528198460E+04−7.048279440E+00

1000.000 6000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 9365.469
1.176962419E+05−1.788791477E+03 8.291523190E+00−9.223156780E−05 4.863676880E−09
−1.891053312E−12 6.330036590E−16 0.000000000E+00−3.908350590E+04−2.652669281E+01

6000.000 20000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 9365.469
−1.544423287E+09 1.016847056E+06−2.561405230E+02 3.369401080E−02−2.181184337E−06

6.991420840E−11−8.842351500E−16 0.000000000E+00−8.043214510E+06 2.254177493E+03
#
O2 Ref−Elm . Gurvich ,1989 pt1 p94 pt2 p9 .

3 tp i s89 O 2.00 0.00 0.00 0.00 0.00 0 31.99880 0.000
200.000 1000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 8680.104

−3.425563420E+04 4.847000970E+02 1.119010961E+00 4.293889240E−03−6.836300520E−07
−2.023372700E−09 1.039040018E−12 0.000000000E+00−3.391454870E+03 1.849699470E+01

1000.000 6000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 8680.104
−1.037939022E+06 2.344830282E+03 1.819732036E+00 1.267847582E−03−2.188067988E−07

2.053719572E−11−8.193467050E−16 0.000000000E+00−1.689010929E+04 1.738716506E+01
6000.000 20000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 8680.104

4.975294300E+08−2.866106874E+05 6.690352250E+01−6.169959020E−03 3.016396027E−07
−7.421416600E−12 7.278175770E−17 0.000000000E+00 2.293554027E+06−5.530621610E+02
#
CO Gurvich ,1979 pt1 p25 pt2 p29 .

3 tp i s79 C 1.00O 1.00 0.00 0.00 0.00 0 28.01010 −110535.196
200.000 1000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 8671.104

1.489045326E+04−2.922285939E+02 5.724527170E+00−8.176235030E−03 1.456903469E−05
−1.087746302E−08 3.027941827E−12 0.000000000E+00−1.303131878E+04−7.859241350E+00

1000.000 6000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 8671.104
4.619197250E+05−1.944704863E+03 5.916714180E+00−5.664282830E−04 1.398814540E−07
−1.787680361E−11 9.620935570E−16 0.000000000E+00−2.466261084E+03−1.387413108E+01

6000.000 20000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 8671.104
8.868662960E+08−7.500377840E+05 2.495474979E+02−3.956351100E−02 3.297772080E−06
−1.318409933E−10 1.998937948E−15 0.000000000E+00 5.701421130E+06−2.060704786E+03
#
O D0(O2) : Brix ,1954. Moore ,1976. Gordon ,1999.

3 g 5/97 O 1.00 0.00 0.00 0.00 0.00 0 15.99940 249175.003
200.000 1000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 6725.403

−7.953611300E+03 1.607177787E+02 1.966226438E+00 1.013670310E−03−1.110415423E−06
6.517507500E−10−1.584779251E−13 0.000000000E+00 2.840362437E+04 8.404241820E+00

1000.000 6000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 6725.403
2.619020262E+05−7.298722030E+02 3.317177270E+00−4.281334360E−04 1.036104594E−07
−9.438304330E−12 2.725038297E−16 0.000000000E+00 3.392428060E+04−6.679585350E−01

6000.000 20000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 6725.403
1.779004264E+08−1.082328257E+05 2.810778365E+01−2.975232262E−03 1.854997534E−07
−5.796231540E−12 7.191720164E−17 0.000000000E+00 8.890942630E+05−2.181728151E+02
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#
C Hf : Douglas ,1955. Moore ,1970b . Gordon ,1999.

3 g 7/97 C 1.00 0.00 0.00 0.00 0.00 0 12.01070 716680.000
200.000 1000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 6535.895

6.495031470E+02−9.649010860E−01 2.504675479E+00−1.281448025E−05 1.980133654E−08
−1.606144025E−11 5.314483411E−15 0.000000000E+00 8.545763110E+04 4.747924288E+00

1000.000 6000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 6535.895
−1.289136472E+05 1.719528572E+02 2.646044387E+00−3.353068950E−04 1.742092740E−07
−2.902817829E−11 1.642182385E−15 0.000000000E+00 8.410597850E+04 4.130047418E+00

6000.000 20000.000 7 −2.0 −1.0 0.0 1.0 2.0 3.0 4.0 0.0 6535.895
4.432528010E+08−2.886018412E+05 7.737108320E+01−9.715281890E−03 6.649595330E−07
−2.230078776E−11 2.899388702E−16 0.000000000E+00 2.355273444E+06−6.405123160E+02
#
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CAppendix-Source Code

C.1 Code Description

Usually, shock wave propagation problems are described by classical Navier-
Stokes equations or inviscid Euler equations and under the assumptions that
the molecules are indistinguishable, small, hard spheres, collisions are elastic,
and there are no inter- molecular forces so that the gas can be treated as a
perfect gas. The general form of the equations governing 2D inviscid flows
can be written as:

∂

∂t


ρ

ρux

ρuy

E

+ ∂
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ρux

ρu2
x + p

ρuxuy

(E + p)ux
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ρuy

ρuyux

ρu2
y + p

(E + p)uy

 = 0

where the pressure, p, is related to the equation of state

p = (γ − 1)(E − 1
2ρ(u2

x + u2
y))γ = 1.4

A Riemann problem, consists of an initial value problem composed of a
conservation equation together with piece wise constant data having a single
discontinuity. The Riemann problem is very useful for the understanding of
equations like Euler conservation equations because all properties, such as
shocks and rarefaction waves, appear as characteristics in the solution. It
also gives an exact solution to some complex nonlinear equations, such as
the Euler equations. The current code solves a 2D Riemann problem over a
computational domain (x,y)=[0,1]x[0,1], with initial conditions given by
Fig. C.1 and Dirichlet boundary conditions. The simulation is run until t=0.3,
the mesh is 200 x 200 elements and the CFL number equals 0.75.
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Fig. C.1.: Initial conditions used in the current CE/SE solver

C.2 Source Code
Listing C.1: Sample 2D CESE code
#inc lude <iostream>
#inc lude <cmath>
#inc lude <time . h>

using namespace s td ;

const i n t M = 300; // x d i r e c t i o n g r i d p o i n t s
const i n t N = 300; // y d i r e c t i o n g r i d p o i n t s
const double Cf = 0.75; // The des i red CFL number
const double alpha = 6; // alpha used to overcome the d i s c o n t i n u i t i e s
const double x_1 = 0;
const double x_2 = 1;
const double y_1 = 0;
const double y_2 = 1;
// F lu id p r o p e r t i e s
const double gama = 1 .4 ;
// i n i t i a l cond i t i ons
#def ine rho1 0.138
#def ine u1 1.206
#def ine v1 1.206
#def ine p1 0.029

#def ine rho2 0.5323
#def ine u2 0.0
#def ine v2 1.206
#def ine p2 0.3

#def ine rho3 1.5
#def ine u3 0.0
#def ine v3 0.0
#def ine p3 1.5

#def ine rho4 0.5323
#def ine u4 1.206
#def ine v4 0.0
#def ine p4 0.3

double T ; // Time of s imula t ion

double U[M+1][N+1][4] ,U_p[M+1][N+1][4] ,dU_dT[M+1][N+1][4] ,F[M+1][N+1][4] ,G[M+1][N+1][4] ,dU_dX[M+1][N+1][4] ,
dU_dY[M+1][N+1][4] , dF_dT[M+1][N+1][4] ,dG_dT[M+1][N+1][4] , dF_dY[M+1][N+1][4] , dG_dX[M+1][N+1][4];

double dx=double (x_2−x_1 ) / double (M) , dy=double ( y_2−y_1 ) / double (N) ;
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// Def ine the Courant Condit ion
double CFL ( double U[M+1][N+1][4])
{

i n t n ,m;
double max_vel , vel , p , v , u ;
max_vel=1E−8;
f o r (m=1;m<=M;m++)
{

f o r (n=1;n<=N; n++)
{

u=U[m][n][1]/U[m][n ] [ 0 ] ;
v=U[m][n][2]/U[m][n ] [ 0 ] ;
p=(gama−1)*(U[m][n][3]−0.5*U[m][n ][0]*( u*u+v*v ) ) ;
ve l = s q r t (gama*p/U[m][n ][0])+s q r t (u*u+v*v ) ;
i f ( vel>max_vel ) max_vel=ve l ;

}
}
re turn Cf*dx*dy /( dy*max_vel+dx*max_vel ) ;

}

// Def ine W_function in func t ion of alpha
double Wfunct ( double value_plus , double value_min )
{

double W;
W=(pow( fabs ( va lue_p lus ) , alpha ) *value_min+pow( fabs ( value_min ) , alpha ) * va lue_p lus ) /(pow( fabs ( va lue_p lus ) ,

alpha )+pow( fabs ( value_min ) , alpha )+1e−8);
re turn W;

}

// Def ine the i n i t i a l Values
void I n i t i a l _ V a l u e s ( double U[M+1][N+1][4] , double U_p[M+1][N+1][4] , double dU_dX[M+1][N+1][4] , double dU_dY[M

+1][N+1][4]){
i n t m, n , k ;
f o r (m=0; m<=M; m++) {

f o r (n=0; n<N+1; n++) {
// get the f i r s t quar te r of the area −−−− DONE
i f ((m<=M/2)&&(n<=N/2) ) {

U[m][n][0]=rho1 ;
U[m][n][1]=rho1*u1 ;
U[m][n][2]=rho1*v1 ;
U[m][n][3]=p1/(gama−1)+0.5*rho1 *(u1*u1+v1*v1 ) ;

}
// get the second quar te r of the area −−−− DONE
i f ((m>M/2)&&(n<=N/2) ) {

U[m][n][0]=rho2 ;
U[m][n][1]=rho2*u2 ;
U[m][n][2]=rho2*v2 ;
U[m][n][3]=p2/(gama−1)+0.5*rho2 *(u2*u2+v2*v2 ) ;

}
// get the t h i r d quar te r of the area −−−− DONE
i f ((m>M/2)&&(n>N/2) ) {

U[m][n][0]=rho3 ;
U[m][n][1]=rho3*u3 ;
U[m][n][2]=rho3*v3 ;
U[m][n][3]=p3/(gama−1)+0.5*rho3 *(u3*u3+v3*v3 ) ;

}
// get the four th quar te r of the area −−−− DONE
i f ((m<=M/2)&&(n>N/2) ) {

U[m][n][0]=rho4 ;
U[m][n][1]=rho4*u4 ;
U[m][n][2]=rho4*v4 ;
U[m][n][3]=p4/(gama−1)+0.5*rho4 *(u4*u4+v4*v4 ) ;

}
}

}

// get i n i t i a l Uprime
fo r (m=0; m<=M; m++) {

f o r (n=0; n<=N; n++) {
fo r (k=0; k<4; k++) {

U_p[m][n][ k]=U[m][n][ k ] ;
}

}
}
// get i n t i a l dU_dX and dU_dY
fo r (m=0; m<M; m++) {

f o r (n=0; n<N; n++) {
fo r (k=0; k<4; k++) {
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dU_dY[m][n][ k]=dU_dX[m][n][ k]=0;
}

}
}
f o r (k=0;k<4;k++){

dU_dX[M][N][ k]=0;
dU_dY[M][N][ k]=0;

}
}

// Def ine the boundary cond i t i ons
void Boundaries ( double U[M+1][N+1][4])
{

i n t k ,m, n ;
f o r (k=0;k<4;k++)
{

f o r (m=0; m<=M; m++) {
U[m][0][ k]=U[m][1][ k ] ;
U[m][N][ k]=U[m][N−1][k ] ;

}
f o r (n=0; n<=N; n++) {

U[0][n][ k]=U[1][n][ k ] ;
U[M][n][ k]=U[M−1][n][ k ] ;

}
}

}

// Asign F from U
void get_F ( double U[M+1][N+1][4] , double F[M+1][N+1][4])
{

i n t n ,m ;
double u , p , v ;
f o r (m=0; m<=M; m++)
{

f o r (n=0; n<=N; n++)
{

u=U[m][n][1]/U[m][n ] [ 0 ] ;
v=U[m][n][2]/U[m][n ] [ 0 ] ;
p=(gama−1)*(U[m][n][3]−0.5*(U[m][n][1]*U[m][n][1]+U[m][n][2]*U[m][n ][2]) /U[m][n ][0]) ;
F[m][n][0]=U[m][n ] [ 1 ] ;
F[m][n][1]=U[m][n][0]*u*u+p ;
F[m][n][2]=U[m][n][0]*u*v ;
F[m][n][3]=(U[m][n][3]+p) *u ;

}
}

}

// Asign G from U
void get_G ( double U[M+1][N+1][4] , double G[M+1][N+1][4])
{

i n t n ,m;
double u , p , v ;
f o r (m=0; m<=M; m++)
{

f o r (n=0; n<=N; n++)
{

u=U[m][n][1]/U[m][n ] [ 0 ] ;
v=U[m][n][2]/U[m][n ] [ 0 ] ;
p=(gama−1)*(U[m][n][3]−0.5*(U[m][n][1]*U[m][n][1]+U[m][n][2]*U[m][n ][2]) /U[m][n ][0]) ;
G[m][n][0]=U[m][n ] [ 2 ] ;
G[m][n][1]=U[m][n][0]*u*v ;
G[m][n][2]=U[m][n][0]* v*v+p ;
G[m][n][3]=(U[m][n][3]+p) *v ;

}
}

}

// Get Dudt , dfdT , dgdt , e t c . . . .
void g e t _ d e r i v a t i v e _ v a l u e s ( double U[M+1][N+1][4] , double dU_dX[M+1][N+1][4] , double dU_dY[M+1][N+1][4] , double

dU_dT[M+1][N+1][4] , double dF_dT[M+1][N+1][4] , double dG_dT[M+1][N+1][4] , double dF_dY[M+1][N+1][4] , double
dG_dX[M+1][N+1][4])

{
i n t n ,m;
double gama_minus_1 , gama_minus_3 , u , v , a1 , a2 , a3 , a4 , a5 , a6 ;
gama_minus_1=gama−1.0;
gama_minus_3=gama−3.0;
f o r (m=0;m<=M;m++)
{

f o r (n=0;n<=N; n++)
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{
u=U[m][n][1]/U[m][n ] [ 0 ] ;
v=U[m][n][2]/U[m][n ] [ 0 ] ;

a1=(−gama_minus_3*u*u−gama_minus_1*v*v ) /2;
a2=(−gama_minus_3*v*v−gama_minus_1*u*u) /2;
a3=gama*u*(U[m][n][3]/U[m][n ][0])−gama_minus_1 *(u*u*u+u*v*v ) ;
a4=−gama*(U[m][n][3]/U[m][n ][0]) +(3*u*u+v*v ) *gama_minus_1 /2;
a5=gama*v *(U[m][n][3]/U[m][n ][0])−gama_minus_1 *( v*v*v+u*u*v ) ;
a6=−gama*(U[m][n][3]/U[m][n ][0]) +(3*v*v+u*u) *gama_minus_1 /2;

dU_dT[m][n][0]=−dU_dX[m][n][1]−dU_dY[m][n ] [ 2 ] ;
dU_dT[m][n][1]=a1*dU_dX[m][n][0]+gama_minus_3*u*dU_dX[m][n][1]+gama_minus_1*v*dU_dX[m][n][2]−

gama_minus_1*dU_dX[m][n][3]+u*v*dU_dY[m][n][0]−v*dU_dY[m][n][1]−u*dU_dY[m][n ] [ 2 ] ;
dU_dT[m][n][2]=u*v*dU_dX[m][n][0]−v*dU_dX[m][n][1]−u*dU_dX[m][n][2]+a2*dU_dY[m][n][0]+

gama_minus_1*u*dU_dY[m][n][1]+gama_minus_3*v*dU_dY[m][n][2]−gama_minus_1*dU_dY[m][n ] [ 3 ] ;
dU_dT[m][n][3]=a3*dU_dX[m][n][0]+a4*dU_dX[m][n][1]+gama_minus_1*u*v*dU_dX[m][n][2]−gama*u*dU_dX[m

][n][3]+a5*dU_dY[m][n][0]+gama_minus_1*u*v*dU_dY[m][n][1]+a6*dU_dY[m][n][2]−gama*v*dU_dY[m][
n ] [ 3 ] ;

dF_dT[m][n][0]=dU_dT[m][n ] [ 1 ] ;
dF_dT[m][n][1]=−a1*dU_dT[m][n][0]−gama_minus_3*u*dU_dT[m][n][1]−gama_minus_1*v*dU_dT[m][n][2]+

gama_minus_1*dU_dT[m][n ] [ 3 ] ;
dF_dT[m][n][2]=−u*v*dU_dT[m][n][0]+v*dU_dT[m][n][1]+u*dU_dT[m][n ] [ 2 ] ;
dF_dT[m][n][3]=−a3*dU_dT[m][n][0]−a4*dU_dT[m][n][1]−gama_minus_1*u*v*dU_dT[m][n][2]+gama*u*dU_dT[

m][n ] [ 3 ] ;

dF_dY[m][n][0]=dU_dY[m][n ] [ 1 ] ;
dF_dY[m][n][1]=−a1*dU_dY[m][n][0]−gama_minus_3*u*dU_dY[m][n][1]−gama_minus_1*v*dU_dY[m][n][2]+

gama_minus_1*dU_dY[m][n ] [ 3 ] ;
dF_dY[m][n][2]=−u*v*dU_dY[m][n][0]+v*dU_dY[m][n][1]+u*dU_dY[m][n ] [ 2 ] ;
dF_dY[m][n][3]=−a3*dU_dY[m][n][0]−a4*dU_dY[m][n][1]−gama_minus_1*u*v*dU_dY[m][n][2]+gama*u*dU_dY[

m][n ] [ 3 ] ;

dG_dT[m][n][0]=dU_dT[m][n ] [ 2 ] ;
dG_dT[m][n][1]=−u*v*dU_dT[m][n][0]+v*dU_dT[m][n][1]+u*dU_dT[m][n ] [ 2 ] ;
dG_dT[m][n][2]=−a2*dU_dT[m][n][0]−gama_minus_1*u*dU_dT[m][n][1]−gama_minus_3*v*dU_dT[m][n][2]+

gama_minus_1*dU_dT[m][n ] [ 3 ] ;
dG_dT[m][n][3]=−a5*dU_dT[m][n][0]−gama_minus_1*u*v*dU_dT[m][n][1]−a6*dU_dT[m][n][2]+gama*v*dU_dT[

m][n ] [ 3 ] ;

dG_dX[m][n][0]=dU_dX[m][n ] [ 2 ] ;
dG_dX[m][n][1]=−u*v*dU_dX[m][n][0]+v*dU_dX[m][n][1]+u*dU_dX[m][n ] [ 2 ] ;
dG_dX[m][n][2]=−a2*dU_dX[m][n][0]−gama_minus_1*u*dU_dX[m][n][1]−gama_minus_3*v*dU_dX[m][n][2]+

gama_minus_1*dU_dX[m][n ] [ 3 ] ;
dG_dX[m][n][3]=−a5*dU_dX[m][n][0]−gama_minus_1*u*v*dU_dX[m][n][1]−a6*dU_dX[m][n][2]+gama*v*dU_dX[

m][n ] [ 3 ] ;

}
}

}

// Get dudx f o r complete time s tep
void dU_dX_n( double U[M+1][N+1][4] , double U_p[M+1][N+1][4] , double dU_dX[M+1][N+1][4] , double dU_dT[M+1][N

+1][4] , double dt )
{

i n t m, n , k ;
double dU_dX_plus , dU_dX_min , dx ;
dx=(double (x_2−x_1 ) ) / double (M) ;
f o r (m=1;m<=M;m++)
{

f o r (n=1;n<=N; n++)
{

fo r (k=0;k<4;k++)
{

dU_dX_plus=(U_p[m][n−1][k]+dU_dT[m][n−1][k]* dt/2+U_p[m][n][ k]+dU_dT[m][n][ k]* dt/2−2*U[m][n][ k
]) /dx ;

dU_dX_min=−(U_p[m−1][n−1][k]+dU_dT[m−1][n−1][k]* dt/2+U_p[m−1][n][ k]+dU_dT[m−1][n][ k]* dt/2−2*U
[m][n][ k ]) /dx ;

dU_dX[m][n][ k]=Wfunct ( dU_dX_plus , dU_dX_min) ;
}

}
}

}

// Get dudy f o r complete time s tep
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void dU_dY_n( double U[M+1][N+1][4] , double U_p[M+1][N+1][4] , double dU_dY[M+1][N+1][4] , double dU_dT[M+1][N
+1][4] , double dt )

{
i n t m, n , k ;
double dU_dY_plus , dU_dY_min , dy ;
dy=(double ( y_2−y_1 ) ) / double (N) ;
f o r (m=1;m<M;m++)
{

f o r (n=1;n<N; n++)
{

f o r (k=0;k<4;k++)
{

dU_dY_plus=(U_p[m][n][ k]+dU_dT[m][n][ k]* dt/2+U_p[m−1][n][ k]+dU_dT[m−1][n][ k]* dt/2−2*U[m][n][ k
]) /dy ;

dU_dY_min=−(U_p[m−1][n−1][k]+dU_dT[m−1][n−1][k]* dt/2+U_p[m][n−1][k]+dU_dT[m][n−1][k]* dt/2−2*U
[m][n][ k ]) /dy ;

dU_dY[m][n][ k]=Wfunct ( dU_dY_plus , dU_dY_min) ;
}

}
}

}

// Get dudx f o r h a l f time s tep
void dU_dX_p( double U[M+1][N+1][4] , double U_p[M+1][N+1][4] , double dU_dX[M+1][N+1][4] , double dU_dT[M+1][N

+1][4] , double dt )
{

i n t m, n , k ;
double dU_dX_plus , dU_dX_min , dx ;
dx=(double (x_2−x_1 ) ) / double (M) ;
f o r (m=1;m<M;m++)
{

f o r (n=1;n<N; n++)
{

f o r (k=0;k<4;k++)
{

dU_dX_plus=(U[m+1][n+1][k]+dU_dT[m+1][n+1][k]* dt/2+U[m+1][n][ k]+dU_dT[m+1][n][ k]* dt/2−2*U_p[m
][n][ k ]) /dx ;

dU_dX_min=−(U[m][n+1][k]+dU_dT[m][n+1][k]* dt/2+U[m][n][ k]+dU_dT[m][n][ k]* dt/2−2*U_p[m][n][ k ])
/dx ;

dU_dX[m][n][ k]=Wfunct ( dU_dX_plus , dU_dX_min) ;
}

}
}

}

// Get dudy f o r h a l f time s tep

void dU_dY_p( double U[M+1][N+1][4] , double U_p[M+1][N+1][4] , double dU_dY[M+1][N+1][4] , double dU_dT[M+1][N
+1][4] , double dt )

{
i n t m, n , k ;
double dU_dY_plus , dU_dY_min , dy ;
dy=(double ( y_2−y_1 ) ) / double (N) ;
f o r (m=1;m<M;m++)
{

f o r (n=1;n<N; n++)
{

f o r (k=0;k<4;k++)
{

dU_dY_plus=(U[m+1][n+1][k]+dU_dT[m+1][n+1][k]* dt/2+U[m][n+1][k]+dU_dT[m][n+1][k]* dt/2−2*U_p[m
][n][ k ]) /dy ;

dU_dY_min=−(U[m][n][ k]+dU_dT[m][n][ k]* dt/2+U[m+1][n][ k]+dU_dT[m+1][n][ k]* dt/2−2*U_p[m][n][ k ])
/dy ;

dU_dY[m][n][ k]=Wfunct ( dU_dY_plus , dU_dY_min) ;
}

}
}

}

void CE_SE ( double U[M+1][N+1][4] , double U_p[M+1][N+1][4] , double dU_dX[M+1][N+1][4] , double dU_dY[M+1][N
+1][4] , double dU_dT[M+1][N+1][4] , double F[M+1][N+1][4] , double dF_dY[M+1][N+1][4] , double dF_dT[M+1][N
+1][4] , double G[M+1][N+1][4] , double dG_dX[M+1][N+1][4] , double dG_dT[M+1][N+1][4])

{
i n t m, n , k ;
double dt , t , dx , dy , U1 , G1 , F1 ;
dx=(double (x_2−x_1 ) ) / double (M) ;
dy=(double ( y_2−y_1 ) ) / double (N) ;
t =0;
I n i t i a l _ V a l u e s (U, U_p , dU_dX , dU_dY) ;
while ( t<T)
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{
dt=CFL(U) ;
t=t+dt ;
p r i n t f ( " t=%f \n " , t ) ;
Boundaries (U) ;
get_F (U, F) ;
get_G (U,G) ;
g e t _ d e r i v a t i v e _ v a l u e s (U, dU_dX , dU_dY , dU_dT , dF_dT , dG_dT , dF_dY , dG_dX) ;
// GET U
f o r (m=0;m<M;m++) // To get U_prime
{

f o r (n=0;n<N; n++)
{

fo r (k=0;k<4;k++)
{

U1=U[m][n][ k]+0.25*dx*dU_dX[m][n][ k]+0.25*dy*dU_dY[m][n][ k]+U[m+1][n][ k]−0.25*dx*dU_dX[m
+1][n][ k]+0.25*dy*dU_dY[m+1][n][ k]+U[m+1][n+1][k]−0.25*dx*dU_dX[m+1][n+1][k]−0.25*dy

*dU_dY[m+1][n+1][k]+U[m][n+1][k]+0.25*dx*dU_dX[m][n+1][k]−0.25*dy*dU_dY[m][n+1][k ] ;

G1=G[m][n][ k]+0.25*dx*dG_dX[m][n][ k]+0.25* dt *dG_dT[m][n][ k]+G[m+1][n][ k]−0.25*dx*dG_dX[m
+1][n][ k]+0.25* dt *dG_dT[m+1][n][ k]−G[m+1][n+1][k]+0.25*dx*dG_dX[m+1][n+1][k]−0.25* dt

*dG_dT[m+1][n+1][k]−G[m][n+1][k]−0.25*dx*dG_dX[m][n+1][k]−0.25* dt *dG_dT[m][n+1][k ] ;

F1=F[m][n][ k]+0.25*dy*dF_dY[m][n][ k]+0.25* dt *dF_dT[m][n][ k]−F[m+1][n][ k]−0.25*dy*dF_dY[m
+1][n][ k]−0.25* dt *dF_dT[m+1][n][ k]−F[m+1][n+1][k]+0.25*dy*dF_dY[m+1][n+1][k]−0.25* dt

*dF_dT[m+1][n+1][k]+F[m][n+1][k]−0.25*dy*dF_dY[m][n+1][k]+0.25* dt *dF_dT[m][n+1][k ] ;

U_p[m][n][ k]=0.25*U1+(0.25* dt /dy) *G1+(0.25* dt /dx) *F1 ;
}

}
}
dU_dX_p(U, U_p , dU_dX , dU_dT , dt ) ;
dU_dY_p(U, U_p , dU_dY , dU_dT , dt ) ;
get_F (U_p , F) ;
get_G (U_p ,G) ;
g e t _ d e r i v a t i v e _ v a l u e s (U_p , dU_dX , dU_dY , dU_dT , dF_dT , dG_dT , dF_dY , dG_dX) ;

f o r (m=1;m<M;m++) // To get U
{

f o r (n=1;n<N; n++)
{

fo r (k=0;k<4;k++)
{

U1=U_p[m−1][n−1][k]+0.25*dx*dU_dX[m−1][n−1][k]+0.25*dy*dU_dY[m−1][n−1][k]+U_p[m][n−1][k
]−0.25*dx*dU_dX[m][n−1][k]+0.25*dy*dU_dY[m][n−1][k]+U_p[m][n][ k]−0.25*dx*dU_dX[m][n
][ k]−0.25*dy*dU_dY[m][n][ k]+U_p[m−1][n][ k]+0.25*dx*dU_dX[m−1][n][ k]−0.25*dy*dU_dY[m
−1][n][ k ] ;

G1=G[m−1][n−1][k]+0.25*dx*dG_dX[m−1][n−1][k]+0.25* dt *dG_dT[m−1][n−1][k]+G[m][n−1][k
]−0.25*dx*dG_dX[m][n−1][k]+0.25* dt *dG_dT[m][n−1][k]−G[m][n][ k]+0.25*dx*dG_dX[m][n][ k
]−0.25* dt *dG_dT[m][n][ k]−G[m−1][n][ k]−0.25*dx*dG_dX[m−1][n][ k]−0.25* dt *dG_dT[m−1][n
][ k ] ;

F1=F[m−1][n−1][k]+0.25*dy*dF_dY[m−1][n−1][k]+0.25* dt *dF_dT[m−1][n−1][k]−F[m][n−1][k
]−0.25*dy*dF_dY[m][n−1][k]−0.25* dt *dF_dT[m][n−1][k]−F[m][n][ k]+0.25*dy*dF_dY[m][n][ k
]−0.25* dt *dF_dT[m][n][ k]+F[m−1][n][ k]−0.25*dy*dF_dY[m−1][n][ k]+0.25* dt *dF_dT[m−1][n
][ k ] ;

U[m][n][ k]=0.25*U1+(0.25* dt /dy) *G1+(0.25* dt /dx) *F1 ;
}

}
}
Boundaries (U) ;
dU_dX_n(U, U_p , dU_dX , dU_dT , dt ) ;
dU_dY_n(U, U_p , dU_dY , dU_dT , dt ) ;

}
}
void Output ( double U[M+1][N+1][4])
{

i n t m, n ;
double x , y , dx , dy ;
dx=(double ( x_2−x_1 ) ) / double (M) ;
dy=(double ( y_2−y_1 ) ) / double (N) ;
FILE * fp ;
double rho , u , v , p ;
fp=fopen ( " r e s u l t . dat " , "w+") ;
f p r i n t f ( fp ,"%2.30 s \n %20.60s \n %20.18s \ t %2.3d\ t %2.18s \ t %2.3d\ t %2.18s \n " , " TITLE = \"2D−EULER . dat \ " " , "

v a r i a b l e s = \" x \ " , \ " y \ " , \ " rho \ " , \ " u \ " , \ " v \ " , \ " p \ " " , " zone i =" , M+1," j =" ,N+1," f=point " ) ;
f o r (m=0;m<M+1;m++)

C.2 Source Code 83



{
f o r (n=0;n<N+1;n++)
{

x=x_1+m*dx ;
y=y_1+n*dy ;
rho=U[m][n ] [ 0 ] ;
u=U[m][n][1]/U[m][n ] [ 0 ] ;
v=U[m][n][2]/U[m][n ] [ 0 ] ;
p=(gama−1)*(U[m][n][3]−0.5*U[m][n][0]*( u*u+v*v ) ) ;
f p r i n t f ( fp ,"%20.5 f \ t %20.5 f \ t %20.5 f \ t %20.5 f \ t %20.5 f \ t %20.5 f \n " , x , y , rho , u , v , p) ;

}
}
f c l o s e ( fp ) ;

}
// Write the output f i l e

// Implement the code
i n t main ()
{

s td : : cout << " Def ine the s imula t ion time => " ;
s td : : c in >> T ;
c l o c k _ t s t a r t , f i n i s h ;
double durat ion ;
s t a r t=c lock () ;
CE_SE(U, U_p , dU_dX , dU_dY , dU_dT , F , dF_dY , dF_dT ,G, dG_dX , dG_dT) ;
Output (U) ;
f i n i s h=c lock () ;
durat ion=(double ) ( f i n i s h−s t a r t ) /CLOCKS_PER_SEC ;
cout << " Complete in \n " << durat ion << " s \n " ;
re turn 0;

}
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