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ABSTRACT

The visualization of increasingly large streaming data has become a challenge for tra-

ditional static visualization algorithms and in the cognitive process of understanding

features at various scales of resolution. In this thesis, we focus on stream visualiza-

tion and study a class of visual analytic techniques that provide rich visual patterns

to help common users better comprehend the main features of stream data. In stream

visualization, we look for significant temporal patterns via several classical method-

ologies in the modern context of rapidly changing information content. However,

the current methodologies for stream visualization are still limited. We summarize

four critical problems for which the currently appropriate solutions require further

improvements: (1) How to visually cluster useful patterns from streaming data; (2)

How to smoothly map between data frames to provide a continuous visual effect in

dynamic visualization and detect smooth trends and patterns; (3) How to automat-

ically retarget the significant content of streams and make it suitable for different

resolutions; and (4) How to visually query the patterns among streaming data

To answer the first question, we present two approaches to support the stream-

based visualization and visual analysis. One approach is a density map estimation

method to accurately cluster the high-density data. Another approach is a module-

based clustering method to detect graph patterns and emphasize the interconnecting

structures between local modules. Since the first problem is fundamental, the an-

swer to it provides the foundation for answering the other three questions. For the

second question, we propose a novel algorithm called StreamMap that utilizes the

diffusion model to smoothly morph frames among dynamic data. We also present a

trend representation that can help convey the flow directions. The approach for the

third question is a mesh-based energy optimization method. We propose a visual-

saliency map to mark the regions with different significances. Auxiliary triangles are

used to retarget the elements in visualizations, and the optimized result is achieved

by solving a large sparse linear system. To answer the fourth question, we outline a
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new framework with two interactions for interactively querying the streaming data.

We also designed a pair of representations to visualize and explore the query results.

The effectiveness of the presented methods are demonstrated on several real datasets

when dynamic visualization and a visual analysis of structured and unstructured pat-

terns in streaming data are required.
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CHAPTER 1

INTRODUCTION

Information visualization can be defined as any mental representation for communi-

cating a message via charts, plots, tables, graphs, animation, or any combinations of

visual shapes, symbols, or glyphs that form patterns consistent with the underlying

information being represented and transmitted. Early foundational issues in informa-

tion visualization field were addressed by Bertin [18]. He presented a visualization

theory through a study of graphic techniques. A number of current visualization

designs follow the ideas outlined by Bertin [18]. In the big data era, large-scale in-

formation visualization has become the main challenge in computational analytics for

various applications, ranging from search and rescue (e.g., Malaysia Airlines Flight

MH370) to medical diagnosis, on-line retail, internet of things, network security, and

in big data science (e.g., cosmology, high-energy physics, genomics), as addressed

in many other publications [86, 90, 153].

Research on streaming data visualization is becoming more significant with the

increasing volume of time-varying data from real-time data collectors and monitors.

Data streams offer new opportunities for the development of tools that can be used

to observe and explore temporal data from various perspectives, thus helping data

analyzers to visually explore the historical and predicted data leading to quicker and

smarter decisions.

Streaming data contains a vast amount of time-varying, unstructured informa-

tion. Hence, it is becoming increasingly difficult to analyze, visualize, explore, and

interpret the data patterns in the data streams. Although displaying raw streaming

data can help in understanding relevant patterns, the volume, variety, velocity, and

variability of the streams preclude the deep interpretation of the data patterns. For

example, simply displaying two-dimensional raw streaming data at different time
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steps, as shown in Fig. 1.1, does not properly show the variation information among

streaming frames. In order to cope with these problems in big data analytics and

identify new general directions in visualiation research, in this thesis we propose a

series of approaches toward a better information visualization through large-scale

data streaming.

In this chapter, the motivation of this thesis is first addressed, overcoming the

overlapping of high-density data visualization, smoothing the sequence-by-sequence

representation, and discussing the aggregation requirement from large-scale data vi-

sualization, the difficulties encountered in content retargeting and enhancement, and

the visual querying on spatio-temporal data. Moreover, the contributions of this the-

sis are discussed. The chapter closes with a brief overview of the thesis structure.

Figure 1.1: Two-dimensional raw streaming data at different time steps.

1.1 Motivation

Traditional information visualization algorithms and tools mainly focus on static data

visualization. Static data refers to data that does not include a temporal dimension.

Since most useful data expands in real time, such as data from climate monitoring,

social networks, news, surveillance, and tracking, it is becoming increasingly im-

portant to prioritize, filter, cluster, enhance, and query relevant information in data

streams before pursuing higher levels of visual analytics. The extension from static

data visualization to stream visualization is not trivial since stream visualization is a

time-dependent process that poses various problems. In addition, a coherent method

has not been presented to solve different forms of stream visualization problems. It

motivates us to present a coherent approach that is the foundation of the other meth-

ods such as smoothing, content-aware resizing, and visual querying.
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Overlapping in high-density Data

Information visualization suffers from overlapping when the data stream contains

high-density data structures. This problem is known as overdrawing, and it has be-

come more significant as the size of data has exploded. Although the existing ap-

proaches achieve high performance and acceptable visual results, there are still a few

limitations in the visualization of important patterns and structures from large vol-

umes of continuous data, such as streaming point data (Fig. 1.2) and graph network

data (Fig. 1.3).

For streaming point data, kernel density estimation (KDE) is one of the statistical

methods often used to overcome the overlapping problem. However, KDE requires

manual bandwidth adjustment to estimate the density of streaming points. There-

fore, it is necessary to improve KDE to calculate the density of streaming data by

using the adaptive bandwidth approach. The adaptive bandwidth approach offers two

advantages. First, it improves the visual disparity in cluttered point clouds because

sparse points are estimated using small kernel sizes, thus avoiding abrupt discontin-

uous changes and reducing the overall number of calculations. Second, it also avoids

the need for manual bandwidth adjustment for different point sets. For static data

visualization, manual adjustment may work well; however, for stream visualization,

adaptive bandwidth adjustment is both convenient and necessary because of the num-

ber of sequential point sets that need to be estimated.

(a) (b)

Figure 1.2: Two frames of high-density geographical data.

3



(a) (b)

Figure 1.3: Two large networks at different time steps.

Analysis and visualization of the large-scale network have become important

challenges with the rapid increase in network data, including the data generated

from social networks, modern transportation networks, document referencing, and

academic citations. A practical approach to displaying graph content is partitioning

the network according to well-defined domain-dependent attributes. However, graph

visualization in the presence of incomplete information is an open challenge, and ap-

plications in this area can be found in abundance. To better visualize and understand

the patterns in large-graph discovery, a representation of local patterns is required to

avoid overlapping in high-density network data. This is a critical step in determin-

ing the structural components of a graph visualization, particularly when the graph

network data are dynamic.

Abrupt changes in animation-based visualization

Directly visualizing data streams as dynamic frames without interpolation leads to a

significant problem of abrupt changes because visual continuity is missing between

two data frames. A dynamic morphing (dynamic blending) approach between frames

is often adopted to produce patterns that are easier to observe and evaluate in stream-

ing data visualization. For dynamic morphing, conventional linear interpolation be-

tween two frames is a practical solution. However, when the data streams contain

large variations, this approach produces visual ghosting patterns. In addition, the

4



information generated by linear interpolation does not always produce visually ac-

ceptable trend patterns, especially in point cloud regions.

The advantages of smooth dynamic data visualization with visual continuity can

be summarized as follows. First, the human visual system is well adapted to identify

changes in the shapes of dynamic regions compared with coarse, non-smooth visual-

izations of dynamic data. This advantage was reported by Tversky et al. [135]. Sec-

ond, as the size of data increases exponentially, it becomes increasingly difficult to

show sufficient information in a single image frame. Although some techniques such

as binning and summarization [153] perform re-sampling and data reduction for the

target display, the number of pixels for a static image will always remain finite, and

the points from data streams can easily exceed the display capacity. Third, morphing

operations produce intermediate patterns compared to static visualizations. More-

over, these additional patterns can include data trends, as presented by Thirion [129].

Therefore, it is vital to find an effective algorithm to retarget one frame to another

frame to avoid abrupt changes that are uncomfortable for the human eye system.

Figure 1.4: Comparison of linear blending (upper) and smooth morphing with min-
imal artifacts (lower). Left and right: input density maps. Middle: transition se-
quence.

Content-aware resizing requirement

Content resizing is required when the stream representation should effectively adapt

for different ratios of displays, such as mobile phones, tablet pads, projector screens,
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and widescreen televisions. The basic content resizing techniques, such as cropping

and linear scaling, often result in losing information content and introducing distor-

tions. Cropping (Fig. 1.5b) is the simplest operation for visualization resizing. Crop-

ping can be used to adapt to different types of displays, but it often removes important

content. Linear scaling (Fig. 1.5c) is another approach, but distortions often appear

when more important content has the same scaling rate as less important regions.

Missing content and introduced distortions in visualizations quickly lead to a loss

of attention or, worse, the complete misinterpretation of the information presented.

Hence, it is paramount to adopt a robust approach for information visualization that

not only resizes the content appropriately but also retains the important content.

(a) Original visualization.

(b) Cropping
method.

(c) Scaling method. (d) Grid-
based [145].

(e) Expected result.

Figure 1.5: Results of four different strategies for the resizing of visualization out-
puts.

In addition, for the stream representation, the temporal coherency of the stream

frames should be considered to avoid artifacts. Similar methods have been proposed

in the works of seam carving for video retargeting [117] and motion-based video re-
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targeting [144]. However, the motion-aware resizing technique has not been studied

for information visualization, especially for dynamic information visualization.

Visual stream querying

Interactive querying of streaming data is becoming an increasingly important func-

tion in visual analytics applications. However, the conditional selection for querying

spatio-temporal data is currently an open challenge. Relational queries require a new

visualization paradigm to make use of the native data properties and features. Sim-

ply listing the query results as a histogram cannot fulfill the spatio-temporal querying

requirements because of missing time sequences and feature details. In addition, a

static histogram cannot represent related potential information, such as variations and

evolutions. Therefore, a practical approach for retrieving spatio-temporal data is re-

quired to provide a more intuitive querying interaction to better identify regions of

interest.

1.2 Contributions

Our visual clustering work is proposed in [77] and later improved upon in [79]. The

study of smooth dynamic visualization is presented in [75] and [76]. Content-aware

resizing work is addressed in [80]. Visual querying work is proposed in [78]. The

data processing frameworks for visualization are published in [74], [13], and [14].

Visual clustering methods for large-scale data representation

Aiming at two basic data types, points and graphs, we propose two visual clustering

methods to overcome the overdrawing problem in high-density data. First, an adap-

tive kernel density estimation method is developed to aggregate high-density data at

a time step as a density map. The adaptive kernel density estimation method avoids

the trivial manual operations in the data stream visualization. Second, a flexible

graph visualization framework that aggregates the components of large graphs into
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modules helps users overcome graph size limitations and effectively gain insights

into attributed graph data. The main idea is to partition the graph into several clus-

ters and visualize the relationships between clusters to emphasize the graph patterns

and allow users to understand the structure of a large graph in detail. The study of

graph clustering also supports further dynamic graph visualization. Most of the pro-

posed approaches adopt visual clustering results as input, so the visual clustering is

the foundation of the other methods such as smoothing, content-aware resizing, and

visual querying.

Dynamic data smoothing

We show an approach, entitled StreamMap, to effectively avoid abrupt changes in the

data stream visualization and help in revealing the key patterns needed to understand

the information contained in streams. We define the task of streaming data visual-

ization as a problem in creating a smooth interpolation between a pair of frames that

contain two sets of data during a given time interval. A novel algorithm for smooth-

ing is presented through density map morphing. In addition, the variation patterns

among in-between sequences are visualized to gain insights into data trends. The ex-

periments demonstrate the effectiveness of StreamMap when dynamic visualization

and the visual analysis of trend patterns in streaming data are required.

Content-aware resizing for information visualization

We present a content-aware resizing approach for information visualization. The

basic idea is to resize the visualization via the adaptive adjustment of a superimposed

reference mesh for each detected layer. The contributions of this work are four-

fold. First, an abstract multi-layer model for the resizing problem of information

visualization. Our model can be used to resize the output from a visualization system

to automatically match the native aspect ratio of any external target display. Second,

a set of criteria called the visual saliency map (VSM) to describe the features of

information visualizations in different saliency layers. Third, a triangle mesh-based
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energy optimization method to achieve a better visual distribution of information

after resizing. Fourth, the resizing model has been extended to re-target the dynamic

information visualization.

Visual querying of temporal data

We present a saliency-based interactive querying framework, called SalQuery, to ad-

dress the requirements of visual interactions and temporal data analysis. SalQuery

can aid users in obtaining insights into the pattern evolution and similarity according

to the selected regions. The contributions are three-fold. First, we construct a density

estimation kernel that transforms the raw two-dimensional temporal data into a fixed-

size saliency map and encodes the saliency region information as saliency blocks. We

present a novel saliency block structure to encode the features of a saliency region.

Second, a pair of interactions is presented to make the querying process convenient.

A robust saliency matching method has been addressed to ensure the querying speed

and accuracy on a large-scale, spatio-temporal dataset. Third, a hybrid visualization

method is designed to enrich the query results from two perspectives: flow-oriented

and similarity-oriented perspectives.

1.3 Organization

The remainder of the thesis is organized as follows. Chapter 2 outlines the prior

related work. Chapter 3 introduces a novel smooth dynamic visualization method.

Chapter 4 describes a module-based large-scale graph data visualization method.

Chapter 5 addresses a resizing method for information visualization. Chapter 6 intro-

duces a visual querying framework for the exploration of streaming data. Chapter 7

concludes the thesis and discusses future work.
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CHAPTER 2

LITERATURE REVIEW

Stream-based visualization has become one of the main research topics in IEEE and

ACM publications, and it has been a primary field of study in information visual-

ization, computer graphics, and data mining. It requires several techniques such

as stream processing, data clustering, stream smoothing, content enhancement, and

querying. In this chapter, the prior work on the information visualization of stream-

ing data is reviewed. First, the related work on large-scale visualization frameworks

is discussed. When the data are large-scale, a robust framework is required to effec-

tively process the data. Second, the visual clustering methods are reviewed. Visual

clustering could be considered a fundamental research topic for large-scale informa-

tion visualization because of the space limitations of the display. The main objectives

of the visual clustering are overcoming the overdrawing problem in high-density data

visualization. Third, three related research topics on information visualization are ad-

dressed: dynamic data representation, information visualization resizing, and visual

querying.

2.1 Large-Scale Information Visualization Frameworks

Recently, many frameworks have been presented on large-scale data visualization, as

shown in Fig. 2.1. imMens [90] uses multivariate data tiles to process data loading

in advance to support effective interaction. By using a GPU to accelerate querying

computing, it sustains real-time brushing and linking of diverse visualization tech-

niques. Lins [86] and his colleagues presented an algorithm to calculate and query

nanocubes in streaming data. They demonstrated that nanocubes can be used with

real-world large datasets via visual heat maps, histograms, and parallel coordinate
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plots. Wickham [153] addressed a statistics-based framework for big data visualiza-

tion. He introduced a simple but highly effective framework called bin-summarise-

smooth to reduce the amount of data to still discover meaningful hidden patterns in

large datasets. Zinsmaier [178] inspired by the technique of Level-of-Detail in the

computer graphics discipline introduced straight-line graph drawing that can be ren-

dered interactively with the level of detail needed to visualize large-scale contents.

Although these frameworks have been shown to work well on static datasets, few

frameworks are equipped for dynamic data.

(a) imMens [90]. (b) Nanocubes [86].

Figure 2.1: Two large-scale information visualization frameworks.

Dynamic data usually occur in data streams with relatively short time stamps.

Sensors, for example, are naturally suited for delivering data streams. However,

formatting large data sets for streaming and handling data streams for large data

is a relatively new topic in database management [10] and information visualiza-

tion [35, 155]. Specifically, in information visualization, the visualization of stream-

ing data has become one of the most challenging problems.

Babcock et al. [10] gave a comprehensive overview of data stream systems. They

outlined that data streams could not directly support persistent relations. Wong et

al. [155] introduced a data stratification approach to speed up the processing of the

data streams. Arasu et al. [8] presented a complex stream system that deals with

well the continuous unstructured data. Mortar [91] was proposed by Logothetis and

Yocum to handle streaming queries across large distributed systems. Although Mor-

tar is a stable system for data stream processing and querying, its scalability and
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elasticity could be further improved. Spark [170] is a novel memory-based paral-

lel computing architecture that is designed for stream processing, but it is difficult

to configure and program for the usage of the information visualization. The com-

pany of Alooma [4] developed a real-time stream visualization system, as shown in

Fig. 2.2, to present the statistics of a data flow. They also provide tools for searching

and filtering data streams. However, further visualization of dynamic data is required

to explore the potential patterns, while the majority of the prior work barely addresses

the problems found in dynamic data streams.

Figure 2.2: A real-time stream visualization system developed by Alooma [4].

2.2 Visual Clustering

Data clustering is a fundamental research topic in a variety of fields such as data

mining, visual analytics, and image processing. K-means [94] is the most popular

method to cluster data. Diverse variations and improvements have been presented to

better cluster data such as DBSCAN [43], CLIQUE [3], Level Set [102], and Density

Peaks [112].

Compared with the data clustering methods, visual clustering aims to overcome

the overdrawing problem in high-density data visualizations. The study in [15] ad-

dressed the concern that overlapping data may lead to decision mistakes. Visual

clustering can be considered a hybrid method that combines a data clustering method

and a visualization technique and can be categorized into four main types: simpli-
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fication, projection, bundling, and statistics. Figure 2.3 shows an example of these

four visual clustering methods.

(a) Original data. (b) Simplification. (c) Projection.

(d) Bundling. (e) Statistics: histogram. (f) Statistics: KDE.

Figure 2.3: Visual clustering methods.

Simplification

Simplification is defined as a method that reduces the amount of original data. Ag-

gregation, sampling, and summarization methods can be classified as simplification

methods. The simplification method reduces the data amount according to their posi-

tion distribution, time stamp, or other feature channels. The binning and summariza-

tion [153] method sampled data to overcome the overlapping problem and reduce the

computational time. Chen et al. [29] proposed a visual abstraction and exploration

system that samples the original data through blue noise calculation, which can repre-

sent multi-class data distributions. Cottam et al. [34] proposed a simple aggregation

process that enables the concise expression of the alpha composition. When the data

are from moving objects such as taxis, flights or animals, the sampling approaches

presented by Andrienko et al. [7, 5] can be used to explore the locations of significant

changes.

Various methods for data simplification have been developed to visualize large-

scale data. The most prominent one is graph summarization [131], which allows

the user to interactively control the resolution of each aggregation in a large graph.

HiMap [123] was presented to visualize large-scale social networks through a hi-

erarchical summarization. Complexity reduction via k-Core [37] was used to re-
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move nodes with fewer than k links. Zhang and his colleagues [172] proposed a new

model to calculate the core structure with a million or more nodes. Unlike the k-Core

method, this model can convert low-degree vertices into core nodes.

The community detection algorithm is usually used to simplify large-scale data,

especially network data. It is aimed at partitioning a large graph into communi-

ties. Newman [99] converted the community detection problem into an optimization

problem using a modularity-based method titled Modularity Classes. This method

can measure the performance of the algorithm on the community detection problem.

Blondel et al. [19] presented an acceleration method called Louvain to reduce the

computational complexity of the community detection problem and demonstrate its

performance on several large datasets. Dynamic graph evolution visualization was

achieved in [139, 146] through community detection.

Projection

Different from simplification, the projection method converts data from one space

to another space. Keim et al. [64] presented a method called PixelMap that projects

high-density points to surrounding empty regions to improve and smooth the visual

effect. Another projection method in [46] considered readers’ impressions by adjust-

ing the aspect ratio. In addition, for high-dimensional data visualizations, a projec-

tion technique proposed by [97] represented the point data in 5D attribute space. A

projection matrix and tree methods were proposed in [169] to provide insights into

high-dimensional data. For graph visualization, a dimensionality reduction method

was proposed in [136] to project abstract information into points in two-dimensional

space.

Bundling

Edge bundling is a visual clustering method in which edges are organized into groups

to achieve an uncluttered visualization layout. Many edge clustering methods have

been presented from different perspectives, as summarized in the work of Zhou et
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al. [176]. Holten [53] presented an early work on edge bundling. Later, force-

directed edge bundling (FDEB) [54], a physical force-based approach, was devel-

oped to reduce edge clutter in large graphs. Following the emergence of FDEB, many

edge-bundling methods arose, most of which were focused on increasing the speed

and effectiveness of the bundling. For example, Telea and Ersoy [128] proposed an

image-based approach (IBEB) for rendering a skeleton of bundled edges. Ersoy et

al. [42] then extended the work on IBEB and presented a skeleton-based method of

iteratively transforming edges toward the skeleton of the line set. Polygonal strips

were presented by Palmas et al. [104] to guide the clustering of data in each dimen-

sion for line bundling. Hurter and his colleague [59] presented an image-based edge-

bundling method for spreading control points while clustering edges. They were the

first to implement edge bundling on a GPU. Later, a CUDA-based edge bundling

framework, CUBu [137], was presented by Van et al. to speed up the visualization of

large graphs.

Instead of pursuing speed improvements, Hurter et al. [58] performed edge bundling

for time-varying data. Later, Bach et al. [11] presented a confluent drawing method

for visualizing a graph by considering the network connectivity and information

preservation. To further reduce the complexity of bundled edges, a module-based

edge bundling method was proposed by Dwyer et al. [40]. A similar cluster-based

approach was later considered by Sun et al. [126]. Böttger et al. [22] and Zielasko

et al. [177] extended the edge bundling technique to a three-dimensional space us-

ing a mean-sift method and a 3D force-directed method, respectively. Most recently,

Kwon et al. [70] applied edge bundling to an immersive environment with illumina-

tion. Their work represented an early attempt to combine virtual reality techniques

with the edge bundling method.

Statistics

Histograms and KDE are two statistical methods often used to overcome the over-

lapping problem. However, the histogram has some disadvantages, as mentioned
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in [101] and [71]; it is less smooth and limits the bin selection. Lampe and his col-

leagues [71] visualized large-scale traffic data on a map using KDE to overcome

the overlapping problem. Similarly, the KDE technique was adopted by Willems et

al. [154] to deal with the problems involved in visualizing moving objects. The KDE

method also has been used to implement line bundling, as presented in [59]. Be-

cause a set of data may belong to different groups, [96] presented a splatter plot to

visualize group contours using an extended KDE method. In addition to the general

KDE, Correll and Heer [33] presented a Bayesian-based method to further improve

the KDE effectiveness in information visualization.

The choice of bandwidth for KDE is extremely important in stream-based visu-

alization because it determines the accuracy of the density estimation. For streaming

data visualizations, adaptive bandwidth estimation was adopted by Lampe et al. [71]

to estimate the density of data with respect to the level of detail. However, their

method did not include adapting the bandwidth of KDE for each region at one level,

which may lead to inaccurate density maps.

2.3 Representations of Dynamic Data

Dynamic data representation is a major research topic in information visualization,

particularly the visualization of streaming data. Their categories are summarized in

this section and include interpolation methods, variation feature tracking, and time-

line visualization.

Interpolation methods

Much work has been performed to achieve dynamic effects from streaming data

through interpolation. Figure 2.5(left) shows sequences of dynamic data, and Fig-

ure 2.5(middle) shows an illustration of the process of interpolation. Krstajic and

Keim [69] addressed the challenges involved in measuring changes and maintain-

ing context in dynamic information visualization. Assuming that each frame is a
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scatterplot representation and each point’s position in each frame is known, position

interpolation is a suitable method to overcome ghosting. Position interpolation, as

explained in the works of Robertson et al. [111] and Du et al. [38], involves dynam-

ically computing the movement trajectory for each point. Figure 2.4 shows a line

bundling method to interpolate the point trajectories. However, a constraint of this

method is that each point in one frame should match a point in the next frame; in

reality, not all point sets meet this constraint. For example, when one user’s record

(represented as a point in the visualization) appears in only one frame, it is difficult

to interpolate its position to an unknown position in the next frame. Furthermore,

point interpolation may lead to visual confusion as the number of animated points

increases.

Figure 2.4: A trajectory bundling method for point transitions [38].

Generating density maps frame by frame is a practical solution candidate to

overcome visual confusion because KDE normalizes all of the points in a frame

into a structured density map. Still, visual ghosting might appear, as shown in

Fig. 3.3(middle), if we adopt linear interpolation between two density maps when

the frame displacements are large.

A nonlinear retargeting algorithm such as optical flow [55] could be used to es-

tablish accurate correspondences between two density maps to avoid visual ghosting.

However, the time-consuming iteration is required to morph density maps and the

miss-convergence problem makes optical flow impractical for meeting the require-

ments of dynamic visualizations. Mahajan et al. [95] described a path-based mov-

ing gradient approach that can handle complex non-rigid morphing. Liao et al. [82]
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presented a semi-automated morphing approach for images that is suitable for large-

scale transitions with only a few interactive operations. Unfortunately, the moving

gradient [95] method requires further improvement when content exhibits large-scale

changes between frames. Moreover, content-based interactive operations [82] are not

convenient for users because the contents change frequently over time in dynamic vi-

sualizations.

Apart from the temporal interpolation discussed before, spatial interpolation is

another direction to generate missing data. Zheng et al. [174] applied linear/Gaussian

and an artificial neural network (ANN) for the interpolation of air pollution data, pro-

duced by the sparse air quality monitoring stations in a city. Another work called

BlueAer [57] improved the accuracy of interpolation toward 3D space by imple-

menting a PM2.5 monitoring prototype system. Spatial interpolation was also used

for noise diagnosis, as described by Zheng et al. [175]. They provided a method to

estimate city noise based on hybrid data sources such as road networks, points of

interest (POI), user check-ins, and a noise complaint database. However, the current

spatial interpolations have paid less attention to visual effects and aesthetic criteria.

Therefore, for dynamic data, the existing interpolation techniques require more

improvement to achieve better visual effects and data enrichment.

Variation feature tracking

Scientific visualization studies such as those in the field of feature tracking are also

related to the visualization of dynamic data. Extracting features such as trend in-

formation from streaming data can be of great benefit to users. Figure 2.5(right)

describes the feature tracking among sequences of data. Similar to scientific vi-

sualization, the variation features in information visualization can be summarized

as follows: crossing, moving, disappearing, appearing, division, and aggregation.

Woodring et al. [157] used the wavelet transform to change point sets into curve sets

along a time axis to track time-varying trends. Flow-based scatterplots [28] were

presented to highlight variations in flow data. Samtaney et al. [118] proposed an
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algorithm to extract the coherent features from unstructured time-dependent scalar

fields; they summarized these interaction features as continuation, creation, dissipa-

tion, bifurcation, and amalgamation. Based on the work of Samtaney et al. [118],

Ozer and his colleagues [103] tracked clusters of features from time-varying 3D flow

fields to improve the performance. Grottel et al.[51] addressed flow groups to study

molecular dynamics by visualizing the cluster evolution over time. Cluster structural

variations were visualized by Turkay et al. [133] using an interactive cluster viewing

design. For tracking variation features among spatio-temporal data, Cao et al. [26]

proposed a tensor-based approach to dynamically detect the anomalous patterns.

Figure 2.5: An illustration of the methods of interpolation and feature tracking: (left)
original time series data; (middle) the interpolation process between two frames;
(right) the tracked variation features. Dashed circles in the middle part are generated
data. Dashed circles in the right part are the target data of feature tracking. Dashed
arrows indicate the variation trends.
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Timeline visualization

The method of timeline visualization transforms temporal data into a two-dimensional

space. Figure 2.5(left) is the simplest timeline visualization, visualizing the data se-

quence by sequence. Figure 2.6 shows a more abundant result using a timeline-based

approach called CloudLines [68], which is a suitable tool to visualize event episodes

among streaming data. Another work [93], called Event Cueing, studied the spatio-

temporal distribution of evolving media discourse. Event Cueing utilizes the benefit

of the timeline and allows users to explore underlying spatial patterns. Brehmer et

al. [23] surveyed a number of timelines and designed a hybrid timeline representa-

tion that combines different timeline representations in a three-dimensional design

space. Apart from the direct visualization timeline, the similarity measurement of

time series records has been discussed in [156], which is beneficial to the compatible

visualization of continuous data. Visualizing patterns through timeline deformation

is put forward by Bach et al. [12]. Their work overcame the space limitation problem

of the prior timeline visualization while preserving the time information.

Another frequently used tool is the Sankey flow diagram, as mentioned in [24]

and [140], which is used to visualize the evolution of time-dependent data. Figure 2.7

shows an example of a Sankey diagram that represents the check-in region variations

of a website in the U.S.A. at different time steps. Different from CloudLines [68],

the Sankey flow includes node aggregation and division. Vehlow et al. [139] adopted

the Sankey flow to visualize the dynamic graph evolution and enhanced the Sankey

flow through relationship representation. A similar work is egoSlider [160], which

aims at the analysis and exploration of egocentric network evolution.

2.4 Information Visualization Resizing

When the visualization display is changing, content-aware resizing is required to

protect and enhance the salient regions. For stream visualization, it is essential to

implement content-aware visualization because it is more sensitive to the size of the
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Figure 2.6: CloudLines [68].

Figure 2.7: An example of a Sankey diagram.

data and displays. In the following subsections, we review the methods of infor-

mation visualization resizing such as content-aware resizing and the saliency map.

Content-aware resizing is a technique that re-targets the visualization content while

preserving the important parts. The method of a saliency map is used to define which

parts on a canvas are important. These two techniques are frequently used in the

image processing field [116] and have recently been adopted to deal with the content

resizing problem in information visualization, as mentioned in the work of Wu et

al. [162].

Content-aware resizing

Many researchers have recently been working on the content-aware resizing problem

[116]. This problem is also known as focus+context resizing or saliency-aware resiz-

ing. Generally, content-aware resizing methods can be classified into (a) pixel-based

and (b) mesh-based. Pixel-based methods are discrete. Seam carving [9] was the
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first proposed pixel-based method that is related to the content-aware resizing of im-

ages. Rubinstein and his colleagues improved seam carving by using the forwarding

energy [117]. Seam carving was also improved by Xu et al. [165] by transforming

the extracted image structure. Battiato et al. [16] adopted gradient vector flow to

generate the path of seam carving and achieved better results. Unfortunately, these

methods are based on some form of pixel energy or intensity levels and are not appli-

cable to vector-based visualizations such as graphs and geographical maps (GGM).

In addition, the content cannot be further enhanced when it is resized by seam carv-

ing. Furthermore, the iteration of seam carving is time-consuming and puts severe

constraints on real-time interactive editing. Some improvements have been presented

by Yael et al. [108] and Wu et al. [159], which achieved better visual results than the

original pixel-based methods, but these still lead to missing information in informa-

tion visualizations.

On the other hand, mesh-based methods for resizing provide a degree of conti-

nuity for the underlying regions. Gal et al. [48] presented a novel resizing method

using a manual feature mask and an underlying grid. Wang et al. [145] described an

optimized resizing approach that overcomes the edge distortion problem that was not

considered before. Zhang et al. [171] used edge similarity constraints to obtain better

results on object edges. Panozzo and his colleagues [105] used axis-aligned deforma-

tions to resize images with content preservation in real time. Since the axis-aligned

deformation method has fewer degrees of freedom for deformation than other com-

mon mesh-based methods, it cannot be easily extended to fit various target displays

and multi-layer visual information. Kaufmann and his colleagues [63] used a FEM

model to reduce the degrees of freedom in resizing to perform the real-time resizing

of images.

Currently, the focus is increasingly put on content-aware resizing for information

visualization. Examples can be found in tree maps [132], metro maps [142, 158, 31],

word clouds [89], and road networks [52, 85]. These methods provide effective algo-

rithms for spatial information visualizations. Wu et al. [162] utilized a significance
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map and quad-based deformation to put forward a general resizing framework for vi-

sualization. However, for complex elements in multiple layers, such as geographical

information and large graphs, the existing methods are still challenged.

Saliency map

In content-aware retargeting for both images and visualizations, the saliency map is

treated as a form of energy of pixels, which can be used to build an energy function,

such as shown by Wang et al. [145]. Itti et al. [60] took into consideration the human

visual system and denoted the significance of points from a natural image. They also

presented an effective feed-forward feature-extraction method to compute a saliency

map from it. Frintrop et al. [47] extended the work of [60] and computed the saliency

at the pixel level with high performance. Wang et al. [145] used the method explained

in [60] to assign a significance threshold to quads. Jänicke and Chen [61] proposed

an effective method to measure the visualization quality via a saliency map approach.

Wu et al. [162] combined a clutter map and a DOI map into a significance map, which

is another type of saliency map. Engelke et al. [41] studied fixation density maps and

showed that a saliency map can be generated by eye tracking devices. Zhang et

al. [173] used an anisotropic diffusion equation to further improve the accuracy of

saliency detection.

Achanta et al. [1] summarized five basic requirements for saliency detection and

proposed a simple implementation, called FT. FT could be easily extended to con-

sider multiple visual features in images. Goferman et al. [49] presented a novel

method to detect a context-aware saliency map that aimed to represent the dominant

objects in an image. They argued that the context of a region should also be consid-

ered to generate a more accurate saliency map and demonstrated that their approach

has potential applications in image resizing. Yan et al. [166] proposed a hierarchical

saliency detector that can generate a multi-layer saliency map for natural images. A

cellular automaton with different layers was used by Qin et al. [109] to detect saliency

among similar image patches. However, in information visualizations, the methods
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of [49], [166], and [109] require further adaptation for visual saliency detection.

2.5 Visual Querying

For large-scale streaming data, interactive querying is essential to rapidly find useful

information. In this section, we review related methods on visual querying that in-

cludes content as follows: stream mapping, feature matching, querying interaction,

and query representation.

A frequently used data aggregation and organization method is kernel density

estimation (KDE), as presented in [125]. Many KDE-based studies have been pre-

sented to solve visualization problems. Hurter et al. [59] provided a KDE-based

visual clustering method to overcome the overlapping problem in complex graph

drawing. Cottam et al. [34] presented an aggregation process that enables the concise

expression of the alpha composition. An extension of KDE [96] has been presented

to further overcome the overdrawing problem in visualizing high-dimensional data.

However, the hidden details of the density map have not yet been discussed.

For feature matching, the popular SIFT [92] method can be adopted to generate

feature points from saliency maps generated by the data visualizer. However, this

method requires time-consuming calculations. In particular, if a saliency map in-

cludes fewer features, such as a smooth density map generated using KDE, SIFT is

not suitable for feature matching for the purpose of effective visual querying. More-

over, the main advantages of SIFT, such as detecting translational or rotating features,

cannot generally be used in visual querying because the querying areas are nearly al-

ways fixed relative to the streaming data. Similarly, other improved image matching

methods, such as those mentioned in [124], are also not suitable for solving the visual

querying problem.

Correll and Gleicher [32] introduced a sketch-based visual query framework for

the understanding and exploration of time series data. Recently, researchers have be-

gun to focus more on interactive querying for large-scale data due to the demand for
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big data analytics. Ferreira et al. [45] constructed a spatio-temporal system that sup-

ports the interactive visualization of data patterns and potential details. Liu et al. [90]

provided an interactive querying method on a large-scale dataset. Their system can

support a rectangle-based interaction. Lins et al. [86] further presented nanocubes

to support very large geographical data querying and browsing and demonstrated

their system on a large Twitter location dataset. When the query results are spatio-

temporal data, the interaction in imMens [90] requires an improvement to better vi-

sualize them.

Numerous line-based visualizations can be adopted to present query spatio-temporal

data. CloudLines [68] is a suitable tool for visualizing event episodes in streaming

data. Although the representation of CloudLines is simple, it provides a suitable

timeline visualization tool to visualize the evolution of events. Other similar works,

such as Storyline [127] and StoryFlow [88], have also been presented to trace the

states of time-varying data.

2.6 Conclusion

This chapter presented the major methodologies that have been widely used in the

information visualization of large-scale dynamic data. We first presented the re-

lated frameworks of data processing and visualization. We then introduced the vi-

sual clustering theories. The common dynamic data representation approaches were

also discussed, including those for interpolation, variation feature tracking, and time-

line visualization. We then introduced the concept of content-aware resizing that has

commonly been used to preserve and enhance the important content when the size of

the display is changing. We finally summarized the related work of visual querying

and addressed real interactive applications on temporal data querying, especially on

spatio-temporal data.
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CHAPTER 3

SMOOTH DYNAMIC VISUALIZATION OF

STREAMING DATA

3.1 Introduction

Research on streaming data visualization is becoming significant with the increasing

volume of time-varying data from areas such as social media networks, air quality

monitoring, GPS tracking, and real-time online retailing. When visualizing stream-

ing data, the two-dimensional point data model is the most commonly used model in

practice because most of the features in the data stream can be described as points

on a two-dimensional spatial grid, such as geographical locations, nodes in network

graphs, and atmospheric or environmental sensor data.

Scatterplots have been used to study two-dimensional data for many years, but

they suffer from overlapping (Fig. 1.2) when the data stream contains high-density

point structures. This problem is known as overdrawing, and it has become more sig-

nificant as the size of data has exploded. In addition, directly visualizing streaming

points as dynamic scatterplots without interpolation leads to a significant problem of

sudden sharp changes because visual continuities are missing between two scatter-

plots, as shown in Fig. 3.3(a).

To create visual continuity, conventional linear interpolation between two frames

is a practical solution. Nevertheless, when the data streams contain large variations,

this approach produces visual ghosting patterns, as shown in Fig. 3.3(b). In addition,

the information generated by linear interpolation does not always produce visually

acceptable trend patterns, particularly in point cloud regions. Therefore, a smooth

morphing (smooth blending) approach between frames is necessary to produce pat-

terns that are easier to observe and evaluate in data streaming visualization.
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To address the above issues, we present a novel framework to represent streaming

points, called StreamMap (Fig. 3.1). StreamMap offers a smooth dynamic visualiza-

tion in large regions of point clouds, as shown in Fig. 3.3(c). We define the task

of streaming point visualization as both a density estimation problem and a prob-

lem in creating a smooth interpolation between a pair of frames that contain two sets

of points during a given time interval. Our method for visualizing the high-density

point streams is to morph the two frames smoothly, thus overcoming overlapping and

sudden changes in the dynamic visualization. Compared with prior algorithms, our

approach not only overcomes the overdraw problem in high-density point visualiza-

tions but also reduces the artifacts common in dynamic visualizations. In addition,

we also dynamically show the evolution of features in two frames.

Figure 3.1: The definition of StreamMap. We assume that points in a stream are
similar to moving darts and that the frame is the collection of darts on a projected 2D
plane representation, as shown at the top of the figure. Streaming data are organized
as a density map through data aggregation and density estimation. StreamMap’s
diffusion model supports the composition of sub-DMs between two density maps.
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StreamMap is more suitable for streaming data with a “flow” nature. For ex-

ample, when the data sets are streaming photo locations, such as from Flickr.com,

interpolated sub-frames would not reflect valid states because the points of photo lo-

cations and the point clouds are normally independent. Hence, we assume that the

input data set of StreamMap has a “flow” nature. In addition, because our work fo-

cuses on the streaming point visualization, we assume that points in different frames

are not necessarily linked. A trajectory is an example of a linking data set. This

assumption is different from the related works of Willems et al. [154] and Andrienko

et al. [6]. Without the existence of point links, StreamMap conventionally offers a

smooth representation of changes.

We applied our method to three cases, all of which include 2-dimensional points

and have a “flow” nature. Nevertheless, these cases have their own characteristics.

Artificial data (Sec. 3.4.1) include explicit continuous point distributions; therefore,

we adopt artificial data to evaluate the effectiveness of the morphing approach. Be-

cause a crowd of people (Sec. 3.4.2) includes heterogeneous point densities, it was

used to demonstrate the density estimation method. Air pollution (Sec. 3.4.3) is more

unusual because the point positions are fixed at different time steps.

3.2 Definition

We assume that the streaming point data used for visualization were pre-accumulated

over a set of time intervals {t1, ..., ti}. The accumulated points within a given con-

sistent time interval ti can be defined as a frame Fi. We assume that the boundary

of each frame is fixed. The super kernel density estimation (SKDE) method is used

to transform a frame Fi into a density map Di through adaptive density estimation.

Each density map is a grayscale image with the same size.

In addition, we provide a robust method to smoothly morph between each pair of

density maps, such as from Di to Di+1. To simplify the notation, we define each pair

of density maps as I and T in our morphing model, as shown in Fig. 3.2. The input
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u( )x

x x+u( )x

I T

Figure 3.2: An example of the density diffusion between two density maps. x means
a pixel in a density map, and u indicates the transformation value. I and T are a pair
of inputs in the morphing model.

to our method is a density map I , and T is the target density map. We assume that

the morphing process from I to T can be achieved by applying a transformation to

I . We define it as Iu, which transforms the input density map using the deformation

field function u(x),

u{I}(x) = I(x + u(x)),x ∈ Ω, (3.1)

where x indicates the position of a pixel in the density map, u can be written as

(ua, ub)
T , ua denotes the horizontal component, and ub denotes the vertical compo-

nent. Furthermore, we define the in-between density map (sub-DM) generated by the

morphing process between I and T as Si, where i indicates the in-between density

map index.

3.3 StreamMap

Our StreamMap model is constructed as follows:

(1) To overcome the overdraw problem, we propose a superpoint-based estimation

method called SKDE to achieve an accurate density map from a time period of

streaming point data. SKDE achieves an accurate density map by using adaptive

kernel selection with a fast point-clustering method.

(2) To create the visual continuity and solve the visual ghosting problem, we use a
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(a) Visualizing two frames of points via scatterplots without an interpolation.

(b) Linear blending of two density maps.

(c) Smooth morphing of two density maps using StreamMap.

Figure 3.3: Smooth dynamic visualization compared with the scatterplot and the
linear blending methods. In-between frames of two scatterplots are blank, if no in-
terpolation is applied. The leftmost and the rightmost density maps are inputs of the
blending.

smooth process to dynamically visualize data streams.

(3) To identify and represent the trend in point streams, we design a trend represen-

tation that can help users obtain insights into the variation of point streams.

3.3.1 Super kernel density estimation

The super kernel density estimation (SKDE) approach for visualizing high-density

streaming point data uses single pixels to represent multiple data points. The basic

idea behind SKDE is to achieve an adaptive estimation of the density in a region

by aggregating the value of each influential point. For this purpose, we generate

point clusters called superpoints from the point set and assign clusters with different

estimated kernel sizes with respect to the point number in the cluster.

Adaptive kernel density estimation

We improve the prior KDE approach [71] by making it possible to estimate density

using adaptive bandwidth. The input of SKDE is a set of points F , and the output is
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(a) Original points. (b) A density map estimated using KDE.

Figure 3.4: KDE result with fixed bandwidth. The number texts on the figure indicate
three different density points.

a grayscale density map D, where the size of the density map is defined as having

dwidth and dheight. In our experiments, dwidth is 1200 and dheight is 780. We

formulate SKDE as K(x), as follows:

K(x) =
1

n

n∑
j=1

1

hj

G(
|x−xj|
hj

), xj ∈ F, x ∈ F, (3.2)

where n is the number of points in the set F , G(x)= 1√
2π
e−

x2

2 is a standard Gaussian

kernel, and hj is the bandwidth of SKDE that defines the range of the kernel function.

Each point has its own bandwidth.

Traditional KDE with a fixed bandwidth suffers from the creation of artificial

blocks as shown in set-3 of Fig. 3.4(b) as there are some independent points in spa-

tial space. In addition, the KDE result in Fig. 3.4(b) shows a poor visual result

because medium-density points at set-2 were estimated with high density that is sim-

ilar to high-density points at set-1. Accurate manual bandwidth adjustment for each

frame may achieve a better visual estimation effectiveness. However, it is difficult

to achieve in a large-scale stream visualization. Hence, SKDE is more suitable for

estimating the density of streaming points because it provides automatic bandwidth

assignment.
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Superpoint generation

The adaptive bandwidth setting is achieved through superpoint generation (SG),

which clusters the points into nearly uniform-area superpoints. SG is inspired from

the superpixel algorithms [110] and [2] used in the image processing field. Super-

pixel, which was first presented by Ren and Malik [110], is a method that can segment

an image into nearly uniform superpixels (from pixel level to region level). Because

each superpixel can represent its region, the difficulty of an image segmentation is

reduced to the region level. SLIC [2] is an improvement of the work of Ren and

Malik [110], which limits the search region to accelerate the superpixel generation.

We assign a bandwidth to each superpoint. All points inside the superpoint will then

be estimated with the superpoint’s bandwidth. Superpoints with high point densities

will be assigned larger bandwidths. Conversely, superpoints with sparse points will

be assigned smaller bandwidths.

(a) Initial regular grids. (b) Irregular grids.

Figure 3.5: Irregular grid division of the SG clustering methods.

We assume that F will be clustered into k superpoints. Initially, the points are

distributed to k regular superpoints (regular grids) of size 64, in which k initial su-

perpoint centers will be calculated. We can calculate k through k =
√

dwidth·dheight
8

.

The superpoint center is equal to the mean location of points inside the superpoint.

We assume that each point is in a 2D space. Each point will be assigned to its clos-

est superpoint by calculating the distances between it and its neighboring superpoint
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centers. We then recalculate the superpoint centers and repeat the point assignment

process. When no points have moved to new superpoints with this iterative process,

the iteration stops.

We found that SG can achieve convergence for most point sets in 8 iterations;

therefore, we applied 8 iterations in our experiments. Then, we calculate the band-

width of superpoint shi as follows:

shi =
ni

ni∑
j=1

‖pij − ci‖
, i ∈ [1, k], (3.3)

where ni indicates the number of points associated with superpoint i, pij is a point

inside superpoint i, ci is the superpoint center, and
ni∑
j=1

‖pij−ci‖ is the variance of

points from their superpoint center. Because we assume that the points belonging to

the same superpoint have a consistent bandwidth, all point bandwidths (hj in Eq. 3.2)

can be achieved after calculating shi.

Finally, a grayscale density mapD for each frame can be generated using Eq. 3.2.

SG is an improvement of k-means [94] that exhibits improved performance because

the required distance calculations are reduced by limiting the search region. Fig-

ure 3.5(a) presents the initial regular grids of SG, and Fig. 3.5(b) shows an example

of the irregular grids in the SG process. Figure 3.6(a, b) shows a comparison of the

k-means and SG clustering methods. Each circle in Fig. 3.6(a, b) represents a cluster.

The circle size indicates the point number in the cluster. All cluster members are

linked with their cluster circle. As shown in Fig. 3.6(d), the SG method achieves a

better density map than the k-means method. Set-2 in Fig. 3.6(d) are estimated with

a medium density that is more accurate than the one in Fig. 3.6(c).

3.3.2 Smooth morphing

We now provide the details of our smooth morphing model. First, a basic morphing

model is proposed to solve the morphing problem. Second, we propose a helper

seed method to compensate for a weakness in the basic morphing model. We also
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(a) K-means clustering result. (b) SG clustering result.

(c) Adaptive KDE result using k-mean method. (d) Adaptive KDE result using SG method
(SKDE).

Figure 3.6: A comparison of the k-means and the SG clustering methods.

further improve the effectiveness of the morphing process by overcoming density

nonconformity in the morphing process.

Diffusion model

Inspired by the Demons diffusion model [129], we formulate the morphing operation

between a pair of density maps as the following optimization problem:
δu

(n+1) = argmin
δu
{Ed(I, T, δu)︸ ︷︷ ︸

data

+ λEr(δu)︸ ︷︷ ︸
regularization

}

u(n+1) = u(n) + δu
(n+1)

, (3.4)

where Ed is a data term that guarantees the accuracy of the transformation, Er is a

regularization term that ensures the smoothness of the transformation, n indicates the
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iteration step, u(n) is the transformation of the density map, and λ is a free parameter

used to adjust the smoothness. We define the data term, Ed, as follows:

Ed =

∫
Ω

∥∥∥Iu(n) + (∇Iu(n))
Tδu − T

∥∥∥2

dx, (3.5)

where T denotes the value in a target density map, Iu(n) denotes the value in a trans-

formed density map after applying the transformation u(n) to I , and∇ is the gradient

operator. ∇Iu(n) indicates (∂xIu(n) , ∂yIu(n))T, where ∂xIu(n) and ∂yIu(n) are two com-

ponents of∇Iu(n) . Iu(n+1) is defined as Iu(n+1) = Iu(n)(x+u(n+1)(x)). We then define

the regularization term, Er, as follows:

Er =

∫
Ω

‖δu‖2dx. (3.6)

By minimizing the functional E(δu) = Ed + λEr with respect to the vector

function δu, we can obtain δu(n+1). We define two components of δu(n+1), which

are δuy(n+1) and δuy(n+1). According to the theory of the calculus of variations,

the Euler-Lagrange equation of δu is obtained by setting E ′(δu) = 0, as shown in

Eq. 3.7.

E ′(δu) = 0⇒ (Iu(n) − T )∇Iu(n) + (∇Iun · δu)∇Iun + λδu = 0 (3.7)

δux
(n+1) =

T − Iu(n)

(∂xIu(n))
2 + λ

∂xIu(n) (3.8)

δuy
(n+1) =

T − Iu(n)

(∂yIu(n))
2 + λ

∂yIu(n) (3.9)

Here, we provide a detailed derivation of Eq. 3.8 and Eq. 3.9.

Let Ed =
∫
Ω

∥∥∥Iu(n) + (∇Iu(n))
T · δu − T

∥∥∥2

dx and Er =
∫
Ω

‖δu‖2dx, where ∇ is

the gradient operator. The denotation ∇Iu(n) is (∂xIu(n) , ∂yIu(n))T, where ∂xIu(n) and

∂yIu(n) are two components of ∇Iu(n) . Through minimizing the functional E(δu) =

Ed+λEr with respect to the vector function δu, we can get δu(n+1), namely, δu(n+1) =

argmin
δu
{Ed + λEr}.
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According to the theory of the calculus of variations, the Euler–Lagrange equa-

tion of E(δu) is computed as follows.

Firstly, we introduce αη as a permutation of δu, where α ∈ R is a number, and η =

(ηx, ηy) is a vector function similar to δu = (δux, δuy). Let J(α) = E(δu+αη), where

δu and η are fixed. Then, according to the Gatuex derivation of E(δu), E ′(δu), is de-

fined byE ′(δu) =
dJ(α)
dα

∣∣∣
α=0

= 2
∫

Ω
[(Iun − T )∇Iun · η + (∇Iun · δu)(∇Iun · η) + λδu · η]dx.

The Euler-Lagrange equation ofE(δu) is obtained by settingE ′(δu) = 0, namely,

2
∫

Ω
[(Iun − T )∇Iun · η + (∇Iun · δu)(∇Iun · η) + λδu · η]dx = 0, for ∀η.

Then, the Euler-Lagrange equation of E(δu) is formulated as follows: (Iun −

T )∇Iun + (∇Iun · δu)∇Iun + λδu = 0, from which we can lead to the solution as

shown in Eq. 3.8 and Eq. 3.9.

From Eq. 3.7, we arrive at the solution as shown in Eq. 3.8 and Eq. 3.9. We set

the initial values as δu(0) = u(0) = 0 and Iu(0) = I . The iterative step in Eq. 3.4 can

be repeated until Iu(n+1) is nearly equal to T . We observed that 16 iterations are suffi-

cient for most morphing cases; therefore, we apply n = 16 in our experiments. Here,

λ is set to 0.4, which is an experiential value that can achieve a better smoothing.

In our implementation, we approximate the∇ operator using the following equa-

tions: {
gx(i, j) =

1
2
(D(i− 1, j)−D(i+ 1, j)),

gy(i, j) =
1
2
(D(i, j − 1)−D(i, j + 1)).

, (3.10)

where D(i, j) indicates the value at position (i, j) in the density map.

Helper seed

The diffusion model is subject to two constraints: an accuracy constraint and a

smoothness constraint. The accuracy constraint ensures that the value of a pixel

remains constant when it is moved from x to x + u(x), whereas the smoothness

constraint ensures that the displacement field of each pixel varies smoothly. How-

ever, in density maps created from streaming points, some morphing patterns may
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not fulfill these constraints in a finite number of iterations.

As shown in Fig. 3.7, we summarize six basic morphing patterns for density

map morphing. The region with the blue color (called I) is defined as the original

region, and the red region (called T ) is defined as the target region. Although we use

circles to present the original and target regions, the contour of morphed areas could

be curves or other irregular shapes. Because a complex morphing operation can be

divided into independent basic morphing operations, we focus only on these basic

morphing patterns.

As shown in Fig. 3.7(a,b), growth and contraction are the most common patterns.

Here, I completely belongs to T with respect to the growth pattern. Conversely, T

would completely belong to I in a contraction pattern. A cross pattern, as shown in

Fig. 3.7(c), means that I and T overlap. When I ∩ T = ∅, as shown in Fig. 3.7(d-f),

this diffusion model is inefficient. Finally, for the pattern in Fig. 3.7(d), it is difficult

to ensure that the diffusion animation fulfills the smoothness constraint when gaps

exist between I and T . For the examples in Fig. 3.7(e, f), the energy constraint is not

satisfied because the morphing is from empty to T or from I to empty. Therefore, an

optimized diffusion model is required to achieve smooth morphing.

Our approach for improving the diffusion model is to add some suitable seeds

into I and T to make sense of the I ∩ T 6= ∅ throughout the morphing process. By

adding the helper seed, each pattern in the bottom of Fig. 3.7 can be divided into

two patterns that match the top patterns in Fig. 3.7. For example, if we add two

helper seeds called ei and et to the moving pattern region (Fig. 3.8a), we obtain two

sub-patterns as shown in Fig. 3.8(b). Because these sub-patterns belong to common

patterns such as contraction and growth, the morphing process will work well. The

seeds required are normally quite small; hence, their visual influence on I and T is

negligible.

Because the highest density area normally plays an important role in visualiza-

tion, helper seeds could be generated in the saliency region of the density map, par-
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Figure 3.7: Six morphing patterns. The blue region indicates the area in the original
density map. The red region shows the area in the target density map. A complete
morphing procedure for two density maps normally includes various morphing pat-
terns.

ticularly in the peak-value pixels. We adopt the steepest descent (SD) method [150]

(which is also known as gradient descent) to detect the peak pixels in a density map.

We define the steepest descent method as a function SD(X), where X is a density

map and the output is a set of detected peak pixels. E(SD) indicates a sparse density

map that only contains the pixels in SD. In addition, we use β as a free threshold

(with an empirical value of 0.6) to control the saliency regions. We assume that pixel

values larger than β are in a saliency region. We define Sr(X, β) as a density map

that only contains the saliency regions of a density map X . Hence, the helper seed

adding operation on I and T can be defined as follows:{
Is = I + E(SD(Sr(T, β)))

Ts = T + E(SD(Sr(I, β)))
(3.11)

We define the density maps with helper seeds as Is and Ts. Fig. 3.9 shows a result

of peak pixel detection on a density map using the steepest descent method [150].

Fig. 3.10 shows six morphing results using our seed-based morphing model (Is and

Ts are inputs).
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(b) New Is and Ts with helper seeds.

Figure 3.8: After adding the seeds (ei and et), the moving pattern has been divided
into the contraction pattern and the growth pattern. Hence, the morphing process
from Is to Ts becomes feasible.

Overcoming density nonconformity

By adding the helper seeds, the diffusion model may still suffer from the density

nonconformity (DN) problem, as shown in Fig. 3.11(a). DN means that the final

morphing sequence will not match the target density map (T ) using only limited

calculation iterations. As shown in Fig. 3.11(a), the DN problem makes it difficult to

obtain satisfactory morphing results. Figure 3.11(c), left, shows a magnified result.

DN is another weakness of the diffusion model. The reason for why DN occurs is

that the accuracy constraint (AC) is not fulfilled for some pairs of density maps. The

AC means that the variation in energy Eve =
∑
k∈P
|ik − tk|2 should nearly equal 0,

where P is the pixel set of the density map and ik and tk represent the density values

of pixel k in I and T , respectively. Figure 3.11(a) shows a pair of density maps

that will not fulfill the AC. The morphing result generated using the diffusion model

is consequently distorted, as shown in Fig. 3.11(a). Hence, an improved method is

required to overcome the DN problem.

In linear blending, although distortion and ghosting appear frequently in the mor-
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Figure 3.9: A result of peak pixel detection on a density map using the steepest
descent method [150]. e0, e1, e2, and e3 are the detected peak pixels.

phing process, the final morphed density values are always close to the target density

map. Consequently, we present a hybrid morphing model that takes advantage of lin-

ear blending to overcome the DN problem. Combined with the diffusion model and

the helper seed method, the improved hybrid model can be formulated as follows:{
Si+1 = (1− ( i

τ
)ψ)Siui

+ ( i
τ
)ψT, S0 = Is

ui+1 = ui +
Ts−Siui

(∇Siui
)2+λ
∇Siui

,
(3.12)

where Si indicates the sub-DM of the morphing process, i is the iteration index, Is

is the input density map with helper seeds, Ts is the target density map with helper

seeds, Siui
= Si(x + ui(x)), τ is the number of iterations (initiated with 16), and

ψ ∈ [1,+∞] is a free parameter that is used to adjust the convergence speed to the

target density map. The smaller ψ is, the more artificial ghosting will appear. The

larger ψ is, the slower a target density map is achieved. ψ = 2 achieved satisfactory

results in our experiments. By taking advantage of linear blending, the density maps

used for morphing will satisfy the AC and will be close to the target density map

in the last morphing step. The better results generated via this hybrid morphing

model are shown in Fig. 3.11(b). We find that the sixth sequence of the morphing
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(a) Growth

(b) Contraction

(c) Cross

(d) Moving

(e) Appearing

(f) Disappearing

Figure 3.10: Examples of six morphing patterns, each of which includes four sub-
-DMs. The left column shows the density map of Is, and the right column shows
the density map of Ts. After adding the seeds, all of the morphing processes become
feasible.

result, as shown in Fig. 3.11(c), right, is better than using the diffusion model without

overcoming DN as shown in Fig. 3.11(c), left.

The entire StreamMap algorithm is summarized in Algorithm 1. The input of

StreamMap is a pair of point sets, such as Fj and Fj+1. The output of StreamMap is

S, which is a sequence of smooth in-between density maps.

3.3.3 Trend representation

Dynamic smooth morphing, which is similar to a video, helps users notice the obvi-

ous trends in the flow of information. We designed a trend representation to improve
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(a) Morphing results using the diffusion model [129].

(b) Morphing results using our method with density nonconformity overcoming.

(c) The one on the left is based on the diffusion model, and the one on the right
is based on our improved method. Clearly, the result on the left includes artifacts,
whereas the result on the right is smooth.

Figure 3.11: Figure showing density map morphing between I and T using two meth-
ods. In the final morphing step 6, our result is smooth and more similar to T than
using the diffusion model. Hence, our method is able to handle density nonconfor-
mity, with minimal artifacts.

user understanding of the variations between two density maps. The data source of

trend representation (TR) is based on a variational vector field, which is defined as

u in the smooth morphing model, where u is a vector set that presents the instanta-

neous velocity of each pixel on the density map. Each iterative calculation between

two density maps in the morphing model will generate an updated u. Based on the

generated vector field data, we designed an arrow-based representation called TR to

emphasize the trend variation. The basic TR design, as shown in Fig. 3.12(a), is sim-

ilar to the wind and current visualization. We define the basic visual element of TR

as a trend representation particle (TRP). Each TRP is represented by an arrow with

a special size and direction on a density map. We define csi as a sampling interval

pixel number that defines the distance between neighboring TRPs. Fig. 3.12(a) and
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Algorithm 1 StreamMap algorithm
1: procedure STREAMMAP(Fj, Fj+1)
2: Dj ← SKDE(Fj)

3: Dj+1 ← SKDE(Fj+1)

4: I ← Dj

5: T ← Dj+1

6: Is ← AddSeedI(I, T )

7: Ts ← AddSeedT (I, T )

8: u0 ← 0, S0 ← Is, i← 0, λ← 0.4, τ ← 16, ψ ← 2

9: while i ≤ τ do
10: Si+1 ← (1− ( i

τ
)ψ)Siui

+ ( i
τ
)ψT

11: ui+1 ← ui + δ(ui, Is, Ts)

12: i← i+ 1

13: end while
14: return S = {S0, S1, ..., Sτ}
15: end procedure

Fig. 3.12(b) show two TR results with different csi values. In addition, as shown

in Fig. 3.12, a red TRP means an increasing trend, whereas a cyan TRP indicates a

decreasing trend. A white circle indicates no variation in the related region. The size

of the TPR indicates the intensity of the variation.

We further improved the TR design by presenting a non-linear trend representa-

tion (NTR) method, which enhances the visualization of the salient trend variation

and accelerates the rendering by reducing the number of explicit TRPs. We adopt the

density map to create an NTR distribution to enhance the trend content. The rules of

NTR distribution on the density map are defined as follows:

(1) We define u as a variation vector field between two density maps, I and T . Then,

d = T − I is defined as a difference density map.

(2) The sampling interval csi = (1−davg)(µ−ν)+ν is calculated, where davg is the

average density of I , µ indicates the upper bound of csi, and ν defines the lower

bound. In our experiment, we set µ to 30 and ν to 10. TRPs will be assigned

to a pixel on the density map one by one according to the sampling interval csi.

Figure 3.12(a) shows an example of a TRP distribution with csi = 10.
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(a) Uniform distribution of TRP (csi = 10)

(b) Uniform distribution of TRP (csi = 20)

(c) Non-linear distribution of TRP

Figure 3.12: Trend direction representation.

(3) We define λ(‖uid‖) to determine whether a TRP, generated in the second step,

will be shown on the density map.

λ(‖uid‖) =

{
0, ‖uid‖ < θ

1, ‖uid‖ ≥ θ
(3.13)

In Eq. 3.13, id is the sampled pixel’s id, 0 means hiding the TRP on the density

map, and θ is a threshold. We assign θ with 0.001 in our experiments.

(4) The size of a TRP is calculated according to ‖uid‖.

(5) The color of the TRP is determined by the value of d. When did is positive, we

assign a red TRP; otherwise, we assign a cyan TRP.
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Following the rules presented above, we visualize the NTR as shown in Fig. 3.12(c),

which enhances the salient region and improves the performance.

3.4 Use Cases

This section demonstrates usages for StreamMap. We show how to apply our ap-

proach to three large stream datasets. The first dataset is an artificial dataset, while

the other two are real-world datasets. Tab. 3.1 shows a summary of the experimental

datasets. The stream processing framework used in this work is VALID [74]. All

visualizations are implemented using JavaScript and the D3 [21] and Leaflet [72] li-

braries. All experiments were run using a Google Chrome browser on a MacBook

Pro with Intel Core i7 2.5 GHz CPU, 16 GB RAM, and Intel Iris Pro integrated

graphics.

To help the user explore and understand the streaming points easily, StreamMap

is visualized as a stream animation. A stream animation is designed to explore data

sequentially, similar to a video player, according to a time step. The user can switch

to each processed frame. To enhance the animation of the density map, we adopt

color mapping to indicate the different density scales in a sequence. The color range

is divided into a distribution of “warm” and “cool” colors in which warm colors,

such as dark red, are selected to indicate high-density areas and cool colors, such as

cyan and blue, are used to indicate low-density areas. The contrast between the warm

color and cool colors can draw users’ attention appropriately, as reported in [66].

To reduce the computational complexity of SKDE, we can aggregate points in the

same position as a point with a grayscale value in advance. Furthermore, because it

is time-consuming to estimate the densities of large quantities of points at the same

time, we were able to improve the speed of the SKDE calculations by rendering dif-

ferent sizes of pre-rendered Gaussian kernel images. Each Gaussian kernel image

will be blended with an alpha value (0.1 in our experiments) in the final implementa-

tion to accelerate the density estimation.
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Table 3.1: Summary of datasets used in experiments.

Dataset
Records

(Millions)
Period
(Date)

Data
Interval

Elements

Artificial
Data (AD)

93.6M
07/2016-
07/2016

6 seconds Point

People
Crowd (PC)

189.3M
07/2015-
08/2015

1 minute
People

Location
Air Pollution

(AP)
11.2M

03/2016-
04/2016

1 hour
Location,

AQI

3.4.1 Artificial Data (AD)

We use Perlin noise (PN) [106] to artificially generate a variety of time-varying point

sets to test and evaluate the StreamMap method. PN is frequently used to create

natural object surfaces in the field of computer graphics; however, we use it here to

make the two-dimensional testing points more realistic than random points.

Figure 3.15 shows a comparison of the clustering results of a large-scale AD

frame. We find that SKDE can achieve higher accuracy result than using the k-means

method, as shown in Fig. 3.15(c). Figure 3.13 shows an example of the morphing re-

sult (some of the morphing sequences are selected). Figure 3.13(a) shows sequential

point sets generated using the Perlin noise method. We applied the SKDE method

to frame0−16 to create DM0−16, as shown in Fig. 3.13(b). In this case, we apply

the morphing model to a pair of generated density maps: DM0 and DM16. The re-

maining DMs (from DM1 to DM15) are used as benchmarks to evaluate the effect

of the morphing model. Our morphing results (sub-DMs) are shown in Fig. 3.13(c).

The results are smooth and contain less artificial ghosting compared with the result

using the linear blending method, as shown in Fig. 3.13(d). In addition, our mor-

phing result is similar to the benchmarks, as shown in Fig. 3.13(b). We highlight a

smooth morphing density map with the corresponding frame in Fig. 3.14(a), which

demonstrates that the morphing results closely match the point sets. In Fig. 3.14(b),

we highlight the artifacts generated using the linear blending method.
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(a) Frames generated using Perlin Noise method.

(b) Density Maps (DM 1-15 are benchmarks).

(c) Morphing results using our method (DM 0 is I and DM 16 is T ).

(d) Results using Linear Blending (DM 0 is I and DM 16 is T).

Figure 3.13: Estimated density maps according to the artificial data (AD).

The similarities between benchmarks and sub-DMs will be calculated to evaluate

the morphing effectiveness as presented in Sec. 3.5. When sub-DMs are similar to

benchmarks, we consider that the morphing model has achieved a good result.

3.4.2 People Crowd (PC)

Our method can easily be applied to visualize the flow of people. We collected a

set of locations of people in the center of Shanghai City from the Easygo website.

The dataset was collected per minute over ten days. To demonstrate the performance

of StreamMap, we integrate the people locations from one hour into a frame and

then generate a total of 24 frames to create one full day of data. Each frame will

be converted to a density map using SKDE. Figure 3.16(b) shows a density map

generated using the SKDE method with adaptive kernel sizes. Figure 3.16(c-d) shows
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(a) 5th in-between DM merged with frame 5
(Our method).

(b) 5th in-between DM (linear blending).

Figure 3.14: The morphing result according to the artificial data (AD).

the results of the KDE method with coincident kernel sizes. Figure 3.16(c) (KDE

with a small kernel size) shows unclear salient regions, whereas the result will appear

over-estimated, as shown in Fig. 3.16(d), when the kernel size is large. Compared

with the KDE results, the SKDE method automatically assigns a suitable kernel size

for the detected clusters to avoid obtaining artificial results. The SKDE method also

avoids the problem of having to manually adjust the kernel size frequently to estimate

the density of streaming data. Consequently, the most crowded regions at different

time periods can be accurately estimated using StreamMap. For example, we can

clearly find the most crowded regions at the center of Shanghai in Fig. 3.16(b). In

addition, the estimated crowded regions are more independent than those when using

the KDE method. It is easy to enhance the variety when two density maps used in a

morphing process involve independent regions.

In addition, StreamMap provides a smooth crowd flow movement; thus, a user

can easily detect the trends of the people flow. Figure 3.17 shows smooth morphing

results on 25 July 2015 at East Nanjing Subway Station (the left rectangle region in

Fig. 3.16a). In Fig. 3.17, we observe that people are moving toward the southwest exit
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(a) Original point data and corresponding density map using KDE.

(b) K-mean clustering result and corresponding density map using KDE.

(c) SG clustering result and corresponding density map using SKDE.

Figure 3.15: A comparison of the clustering results of a large-scale AD frame.

from 13:00 to 14:00. Moreover, there are two different crowds of people that appear

in the northeast and southeast. From 21:00 to 22:00, the flows of people at East

Nanjing Subway Station are stable, whereas people at the northeast are increasing.

Figure 3.17 also shows the crowd variations of people at the Bund (the right

rectangle region in Fig. 3.16a), which is a famous attraction in Shanghai. There are

two crowds of people at the Bund; one is stable and the other is decreasing from 13:00

to 14:00. From 21:00 to 22:00, the upper people crowd at the Bund is decreasing and

the lower one is increasing.

Because the center of Shanghai includes many tourist attractions, knowing the

crowd situation around the different destinations can help tourists design their travel
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(a) People locations (b) SKDE with adaptive kernel size

(c) KDE with small kernel size (d) KDE with large kernel size

Figure 3.16: Estimated density maps according to the collected PC data between 1:00
PM and 2:00 PM on 25 July 2015.

plans and avoid congestion at peak hours. Similarly, knowing the directions in which

moving crowds diffuse could help urban designers optimize routes and traffic flows.

3.4.3 Air Pollution (AP)

Air quality has severe adverse health effects on a large percentage of the population

as the air quality index (AQI) increases. The AQI is used to indicate how polluted the

air is. Air pollution in one area may affect neighboring areas. There are nearly eight

thousand air quality monitors in the world. Each record from each monitor is visu-

alized as a colored flag at aqicn.org. However, the current air pollution visualization

tool at aqicn.org suffers from the overlapping problem, as shown in Fig. 3.18(a). In

addition, dynamic representation of AQI data is a difficult challenge.

Using the StreamMap method, we can generate smooth air pollution diffusion

50



Figure 3.17: Morphing results of the people flow visualization between two time
steps. The left and right columns are the input density maps. In-between four
columns are transition sequences selected from the iterative morphing operation.

animations to aid viewers in understanding the distribution and variation of air pollu-

tion. We collected the AQI records from aqicn.org every hour over a forty-day period

from 12 March 2016 to 26 April 2016. The basic elements in each AQI record are

the monitor location and the AQI value. Figure 3.18(a) presents an example of the

distribution of air quality monitors in China. Using the StreamMap model, we can

visualize the streaming AQI data as continuous density maps superimposed over a

geographical map.

As shown in Fig. 3.18(a), it is difficult to obtain useful sequential information

from the static flags because they overlap. When the display is small, the overlap-

ping problem will be more serious. In addition, if the flags are directly browsed frame

by frame, then the transformation between frames is not smooth. Figure 3.18(b)

shows the air pollution density map estimated from Fig. 3.18(a) through SKDE. Fig-

ure 3.18(b) also shows the air pollution diffusion trend. From the blue rectangle in

Fig. 3.18(b), users can easily observe that the air pollution in Beijing is increasing and

will diffuse to the surrounding areas. The red rectangle shows the increasing air pol-
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(a) Original AQI visualization visualized at aqicn.org.

(b) Improved AQI visualization with density map and trend repre-
sentation.

Figure 3.18: Comparison of two air quality visualization methods.

lution trend in Shanghai. The pollution from Shanghai may affect Anhui Province to

the west of Shanghai. Fig. 3.19(a) shows 5 trend representations at East China at dif-

ferent time steps, which help convey the air pollution density, the density variations,

and the diffusion directions. Fig. 3.19(b) shows a variety of smooth air pollution

sub-DMs. Both smooth sub-DMs and trend representations can help users notice an

obvious distribution of the air pollution data.

3.5 Evaluation and Discussion

Fig. 3.20 shows the average SKDE time cost in our test. The size of the generated

density maps in the tests was 1280×960. The inputs for SKDE are the high-density
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(a) Trend representations at East China from 19 April 2016 to 23 April 2016.

(b) Smooth morphing results at East China between 20 April 2016 and 21 April 2016.

Figure 3.19: Air pollution visualization using StreamMap.

random 2D points over the fixed area. The generation of these random 2D points was

discussed in Sec. 3.4.1. For each point density, we generated ten random frames for

the performance tests. K is set to 300 in the SKDE performance test. As shown in

Fig. 3.20, SKDE with the superpoint method can finish on average in near real time.

Moreover, we found that as the point number increases non-linearly, SKDE shows

a nearly linear increase in computation time. Compared with the slower k-means

method, the SKDE with the superpoint method achieves higher performance, thus

making SKDE suitable for large-scale and high-density point visualizations.
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Figure 3.20: Time cost of the SKDE method with different data sizes (the dataset
used is AD as shown in Sec. 3.4.1).

We also computed the structural similarity (SSIM) to evaluate the morphing effec-

tiveness. SSIM was used as a structure similarity measurement between two images,
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as discussed in the work of Wang et al. [147]. SSIM is more consistent with the visual

perception of a human than peak signal-to-noise ratio (PSNR) [149]. More similar

density maps achieve higher SSIM scores. We selected 170 continuous frames from

the AD dataset in Sec. 3.4.1 as the testing dataset to evaluate the morphing effec-

tiveness. SKDE was used to generate sequences of density maps according to the

selected frames. We defined 17 density maps as a group, in which the first and the

last ones are the inputs of the smooth morphing model (I and T ). We used the re-

maining ones as benchmarks. Overall, our testing data included 10 groups. For each

group, 15 sub-DMs were generated using the morphing methods from 15 iterations.

We define two measurements to evaluate the effectiveness of the morphing process

according to the selected testing data.

For the first measurement, we define the SSIM of an in-between density map and

a benchmark density map as a morphing accuracy rate (MAR). MAR is used to eval-

uate the morphing accuracy. Figure 3.21(a) shows the MAR results obtained using

three different methods: linear blending, diffusion model [129], and our method. As

these results show, our smooth morphing results closely match the benchmarks.

Another measurement is called morphing completion rate (MCR), which defines

the SSIM of an in-between density map and a target density map (T ). MCR is used

to evaluate whether a morphing operation will be performed in finite iterations. If

an in-between density map is similar to a target density map (T ), then the MCR will

be close to 1. Figure 3.21(b) shows the MCR results obtained using three different

methods. These results show that our method achieves the best MCR and that the

diffusion model method requires more iterations to finish the morphing.

Measurements of MAR and MCR show that our method achieves a better mor-

phing effectiveness than the other two methods. StreamMap is also user-friendly

because the smooth morphing is finished in 16 iterations, whereas the diffusion

model [129] suffers miss-convergence in 16 iterations.
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(a) Comparison of the morphing accuracy rate: SSIM values of a benchmark DM and an
in-between DM generated using different methods.
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(b) Comparison of the morphing completion rate: SSIM values of a target DM (T ) and an
in-between DM generated using different methods.

Figure 3.21: Comparisons of the morphing effectiveness using two measurements.

3.6 Conclusion

This chapter presents a new method for dynamically visualizing high-density stream-

ing points called StreamMap. After a comprehensive overview of the related work,

such as scatterplots and linear blending, we show how these techniques lead to the

significant problem of sudden sharp changes and ghosting occurring in dynamic vi-

sualizations. Then, we present the SKDE method to adaptively cluster the high-

density points into regular density maps. We present a novel diffusion-based algo-

rithm to implement smooth morphing between two estimated density maps. Finally,

we introduce a method of trend representation that can enhance the visualization of

StreamMap. The experiments demonstrate the scalability of our method. For visual

analysis, changing patterns can easily be detected through StreamMap’s visualiza-
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tions.

A future direction of exploration is to visualize the evolution of high-density fea-

ture regions to provide an overview of long-period streaming data. High-density

features in different frames will be generated by StreamMap, and the visualization

could be further complemented with Sankey flow diagrams, as shown in the works

of Sebastian et al. [121] and Landesberger et al. [140]. Many other applications can

easily be configured to work with StreamMap, such as crowding effects in congested

public urban transportation systems. Andrienko et al. [6] presented a good method

tailored for visualizing and analyzing trajectories concerning routes of people. We

believe that our method could be combined with the method of Andrienko et al. [6]

to address streaming trajectory data in the future.
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CHAPTER 4

MODULE-BASED LARGE-SCALE GRAPH

VISUALIZATION

4.1 Introduction

Graph connectivity patterns allow us to discover and isolate points of interest in mas-

sive networks which are otherwise difficult to spot visually on current displays. How-

ever, the effect of large network visualization is often limited to the size of the dis-

play [178]; thus directly visualizing them will cause an overlapping problem.

The primary objective of large network visualization is the understanding of

global and local patterns in dynamic graphs such as connectivity bundles, cluster-

ing, boundary formations, and expansions. Zinsmaier and his colleagues [178] are

inspired by the Level-of-Detail (LOD) techniques in the computer graphics disci-

pline and introduce a straight-line graph drawing that can be rendered interactively

with different levels of detail to visualize large-scale graphs. Because display systems

have finite area and are physically limited both in size and spatial dimensions for vi-

sualizing large graph structures, a multi-screen solution is adopted in [27]. However,

the multi-screen approach imposes restrictions on spatial layouts and interactions.

A practical approach to displaying a large-scale network is partitioning the net-

work according to well-defined domain-dependent attributes. However, graph visu-

alization in the presence of incomplete information is an open challenge and appli-

cations in this area can be found in abundance. To better visualize and understand

patterns in large-graph discovery, we focus on the representation of local patterns.

This is a critical step in deciding the structural components of a graph visualization.

For the representation of community networks, Blondel et al. [19] and Ros-

vall [115] discuss in detail community aggregation. They aggregate the nodes of
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a community into a super-node. A machine learning method, such as Belief Propa-

gation [56], is adopted to explore large graphs. In addition, Dunne et al. [39] improve

the graph visualization readability by drawing different glyphs. Wu et al. [161] utilize

Voronoi maps to enhance the community visualization. Compared with the previous

methods cited above, our method focuses on designing a module for anticipating the

visual effects of the final visualization layout for large-scale networks.

In this chapter, we present the Module Graph, a flexible large-scale graph visual-

ization framework that aggregates the community of large graphs into modules. We

first address the problem of module-based graph visualization by introducing a graph

modularity measure. Second, a graph simplification method is adopted to accelerate

the module detection. Third, each graph pattern in the module is analyzed using the

k-clustering method to enhance the module visualization. Fourth, the visualization

of Module Graph is constructed by (a) building a module-based graph that indicates

the basic structure of the original graph and (b) identifying the sub-graph patterns.

We use a symbolic signature instead of a simple node in the community graph. Fi-

nally, our experiments on real social networks and spatial networks show that Mod-

ule Graph can effectively transform large graph data into recognizable patterns and

shapes that reveal significant structural and topological information.

The remainder of this chapter is organized as follows. We present the details

of our Module Graph approach, including the mathematical model and the visual de-

sign, in Sec. 4.2. We describe the experimental study to demonstrate the effectiveness

of the presented approach in section 4.4. In Sec. 4.5, we further discuss the perfor-

mance of our methods. Finally, in Sec. 4.6, we conclude our work and present future

research directions.

4.2 Module Graph

We define the visualization of large-scale networks as a problem of module detection

and clustering. Figure 4.1 is a simple example of module detection. The input of our
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framework is the network data and the corresponding number of edges and nodes.

First, we aggregate the nodes into modules through modularity measuring. Second,

we abstract the features of detected modules and assign the modules with different

patterns using a k-clustering method. In this step, we design five patterns to approx-

imatively represent the structure of the module. Finally, the detected information is

visualized according to the module design.

Figure 4.1: A simple example of module detection and Module Graph.

Our method, called the Module Graph, can be viewed as an abstraction of a large

graph. The right part of Fig. 4.1 is an example of Module Graph. The topology

of a large graph is indicated by G = (V,E), where V = [vT0 ,v
T
1 , ...,v

T
n ], (vi ∈

R2) denotes the vertices and E denotes the undirected edges. The Module Graph is

defined as Mg = (M,E), where M = [mT
0 ,m

T
1 , ...,m

T
n ], (mi ∈ R2) denotes a set

of modules and E denotes a set of undirected edges, where each edge has a weight

of w = |E|. Each m is a vector with several features such as the module pattern,

sub-node count, and sub-link count.

Overall, each module can be considered as a community in the graph. Hence,

a community detection method called Modularity Classes, as described in [99], can

be adopted to find the communities from a large graph. The method of community

detection is better than the k-means clustering method because the assignment of k is

not required in advance. A further improved method for community detection, called

the Louvain, reduces the calculation of the modularity. This has been shown to be

effective for large-scale community detection by Blondel et al. [19]. The process of
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finding the modules consists of maximizing the modularity of the linked nodes. The

modularity measure Q can be defined as [99]:

Q =
1

2m

∑
i,j

[
Wij −

kikj
2m

]
λ(si, sj) (4.1)

where Wij indicates the linking weight of node i and node j; ki and kj denote the

counts of linked nodes on node i and j, respectively; m indicates the sum of all link-

ing weights; and the function λ(i, j) denotes whether two nodes belong to the same

community. The range of Wij is [0.0, 1.0]. Parameter λ(i, j) is set to 0 when node i

and node j belong to different communities. Otherwise, λ(i, j) is set to 1.

Historically, researchers have paid less attention to community detection on spa-

tial networks. An example of a spatial network is a geographical network such as

airlines around the world. We further consider the distance feature for a spatial net-

work by modifying Equation (4.1). The link with a longer length will contribute less

modularity. Hence, the improved modularity measure Qd can be defined as follows:

Qd =
1

2m

∑
i,j

[
Wijdistij

−α − kikj
2m

]
λ(si, sj) (4.2)

In Equation (4.2), the value of α indicates the network type. The type could be 0

or 1, respectively denoting a non-spatial network or a spatial network. distij denotes

the Euclidean distance of two nodes in a spatial network. In a non-spatial network,

the value of distij is 1.

The calculation of Modularity Classes [99] for a large-scale graph is time con-

suming. Although the Louvain method [19] achieves a high performance, its preci-

sion is lower than that of Modularity Classes. We present a hybrid modularity-based

method to utilize the two addressed methods. Our method is based on the modularity

and is suitable for calculating the modules of a large-scale graph. We can define the

hybrid modularity Qh as follows:

Qh =

{
Qd, (cv + cl) ≤ ε

Qd
′, (cv + cl) > ε

(4.3)
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(a) Original network (b) Community-based aggregation

Figure 4.2: Visualization of a simplified large network.

In Equation (4.3), cv denotes the vertex count of the graph, cl denotes the edge

count of the graph, and Qd
′ is a high-speed community detection measure that re-

moves the function of λ(si, sj). Although λ(si, sj) removal will slightly affect the

accuracy of community detection, it makes sense of the community detection of a

large-scale graph. ε ∈ (0,+∞) is a parameter that decides which measure will be

used. The setting of ε is performed based on the computer configuration, namely the

available CPU and RAM. In our experimental environment, we set ε as 0.1 million

to achieve interactive visualization when the input network is a large-scale network.

If the experimental computer is more powerful than ours, the user can increase ε to

achieve more accurate results.

Using the hybrid modularity-based method, we can effectively detect the com-

munities of a large-scale graph, as shown in Fig. 4.2(left). Different communities

are assigned different colors. To observe the graph clearly, each community can be

replaced with a single node, as shown in Fig. 4.2(right). A simplified community

graph allows the user to easily realize the clear structure of the original graph.

When the module sizes become very large, the simplified community graph may

remain unsatisfactory on a limited display. Our Module Detection method can be

extended using the hierarchical module method. A hierarchical module means that

the detected communities in the previous detection process can be considered as the
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input of a new community detection process.

For hierarchical module detection, we define the iteration of module detection as

i, with a default value of 1. Screen width and height are defined as w and h. If the

number of nodes in the input network is far greater than ηwh, we increase the module

iteration of i until the node count in the new graph is equal to or less than ηwh. η is a

free parameter that reflects the blank space of the module visualization in the display.

In our experiment, we set η as 0.3, w as 1440, and h as 900.

4.2.1 Pattern definition

(a) Tree-connection (b) Concentration (c) Circular (d) Low-connectivity (e) Full-connectivity

Figure 4.3: The five types of graph modules.

To further gain insight into modules, we analyze the module patterns. Wer-

nicke [151] presented a method to detect motifs in a large network. Motifs indicate

the link patterns in the graph. Unlike motifs, we calculate several pattern factors to

analyze each module type according to its internal graph, as well as other significant

features such as module size, linking weight, visibility, and occupation percentage.

An internal graph represents the structure of the module.

To simplify the module representation, we classify the modules into five agent

patterns. The design of agent patterns is according to the most common network

structures as presented in network structure theory [164]. Fig. 4.3 shows our de-

signed patterns: tree-connection, concentration, circular, low-connectivity, and full-

connectivity. The tree-connection pattern indicates that the graph is extended from a

node and that some children of the root still contain the children. The concentration

pattern indicates that all children nodes are connected to the root and that each child
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(a) Tree-connection patterns (b) Concentration patterns

(c) Circular patterns (d) Low-connectivity patterns

(e) Full-connectivity patterns

Figure 4.4: Examples of graph modules: for each example, we show the agent pattern
on the left, and example cases on the right.

does not have other connections. The circular pattern indicates that each node in the

graph only has two links. The full-connectivity pattern is a complete graph. The

remaining structure of the graph will be classified as a low-connectivity pattern. We

define the patterns in Fig. 4.3 as the agents to represent other similar structures. We

show some cases of similar structures of the agent patterns in Fig. 4.4. The right part

of each sub-figure shows some graph cases of the related patterns. The method of

mapping the graph to agent patterns will be discussed in Sec. 4.2.2.
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4.2.2 Pattern detection via k-clustering

We present a k-clustering method to detect the pattern type of each module. To

classify the module into the agent patterns that we have defined, we abstract three

features for each module. The feature vector can be defined as vf = [α, β, δ]. We

define the number of connected nodes for a node as c. By following the pattern

design, we can denote α = max(ei)∑
ei

, β = count(ei=2)
n

and δ = 1
n
count(ei >

n
2
), where

ei denotes the neighbor count of node i and n denotes the node count of the module.

We propose a k-clustering method to approximately generate the clusters accord-

ing to the module feature vector. Each cluster includes the modules with the same

pattern. The proposed clustering method includes five steps. First, vf is calculated for

each module. We define each module as a node in our method and consider vf as a 3-

dimensional position. Initially, all the nodes are not assigned to any cluster. Second,

the cluster count (k) is initialized as 5 because we have designed 5 types of agent

patterns for visualization. Third, 5 nodes that match 5 agent patterns are selected,

and their positions are assigned as the cluster centers. The selection method can fol-

low the agent pattern definition. Hence, we can obtain 5 initial clusters. Each initial

cluster only contains one node. Fourth, the remaining nodes will be assigned to the

closest cluster by calculating the distance between its position and the other cluster

center. Fifth, the mean position of the cluster’s nodes is calculated and defined as the

new cluster center.

The fourth and fifth steps should be repeated until the sum of the distances D is

minimized. D is defined as D =
i<k∑
i=0

j<count(i)∑
j=0

dist(pij, ci), where pij indicates node j

in the cluster i, ci indicates the cluster center of the cluster i, and dist is the distance

calculation function. Figure 4.5 presents an example of 5 cluster distributions in

the 3-dimensional space after the k-clustering process is completed. Colored circles

denote the cluster centers.
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Figure 4.5: An example of k-clustering. The color indicates the pattern type.

4.2.3 Visual design

The basic Module Graph layout can be calculated using a direct-force algorithm to

ensure that each module will not be overlapping with other modules. The main idea

of our visual design for Module Graph is to attempt to visualize the specific patterns

instead of the crowd nodes in a large graph. The visual elements of each module

include a circle with a different radius called mc, an outside orbit with a different

percentage called mo, an icon called mp that indicates the module pattern, and a set

of edges calledme that connect the related modules. Each edge between modules has

a different width according to the weight. Fig. 4.6 gives a description of the Module

Graph design.

We choose the color themes from the Google Color Palette [50] to represent dif-

ferent modules. Because the color types are limited, the number in the center of the

module can be used to indicate the id of the module. When the module graph remains

large scale after simplifying the original graph, we design a chord diagram to assist in

module visualization. A chord diagram is adopted to present the module relationship

and distribution through the circle layout according to the importance weight of the
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Figure 4.6: Visualizing the Module Graph design.

module. The importance weight can be defined according to the neighbor count of

a module. The outside circle’s color indicates the pattern type. The importance per-

centage of a module and the relationships among modules can be easily determined

via a chord diagram, as shown in Fig. 4.7.

4.3 Super Module Graph

When the graph network data is large-scale and time-varying, it is very difficult to

keep the content information stable due to the layout complexity and temporal vari-

ation. Feng et al. [44] presented a smooth streaming graph visualization approach

to ensure both the temporal coherence and preservation of important content; how-

ever, the smooth visualization of a large-scale time-varying graph has not been in-

vestigated. Based on the idea of Module Graph, we further present a module-based

method for dealing with large-scale time-varying graph visualization that avoids ar-

tifacts such as abrupt changes or popping. Since this approach is inspired by a super-

graph idea [36], we titled it Super Module Graph (SMG).

The super-graph is a method to aggregate various graphical data together to create
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Figure 4.7: The chord diagram representation of Module Graph.

an overview of the whole structure of graphs. We define the streaming graph data at

different time steps as Gt = (Vt,Et) and SG = (SV,SE) as a super-graph, where

SV = {V1∪V2∪...∪Vn}, SE = {E1∪E2∪...∪En}, and t ∈ T = [1, n]. The super-

graph not only represents the relationships between different time-varying graph data

but also simplifies the graph layout smoothing. Feng et al. [44] used the super-graph

approach to smooth the dynamic graph visualization; however, when the super-graph

is large-scale, it will exceed the screen display, thus causing an overlapping problem.

Hence, we consider applying the community detection method on the super-graph

and generating a super community graph. Then, the communities will be assigned

for the graph data at each time step according to the super community graph. In

the visualization part, we use Module Graph to indicate the graph data at each time

step, thus converting a time-varying graph visualization problem into a time-varying

Module Graph visualization problem. When the graph communities at different time

steps are detected, we calculate their module types to generate a SMG. Since each

module in the SMG has a fixed position according to the super community graph,

the sudden change of the module variation can be overcome through a linear module

blending. Figure 4.9 shows a pipeline of the SMG generation.

The representation of the SMG in our design is a smooth Module Graph anima-
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(a) Module Graph of Facebook network. (b) Chord diagram of Module
Graph for Facebook network.

(c) Module Graph of DBLP network. (d) Chord diagram of Module
Graph for DBLP network.

Figure 4.8: Visualizing social networks by Module Graph and Chord Diagrams.

tion that visualizes the large-scale graph through graph structure abstraction. SMG

consists of sequences of Module Graphs. Since the pattern of each module is re-

stricted to five types with similar node positions, as shown in Fig. 4.3, the morphing

between two different modules should be feasible, as shown in Fig. 4.10. Since the

size of each module will be different in a real SMG animation, we first enable the

module type morphing with the same size and then enlarge or shrink the module size

to ensure the smoothness of the animation.
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Figure 4.9: A pipeline of the SMG generation.

Table 4.1: The selected social network datasets.

Datasets Nodes Edges Module
Brief
Modules

Facebook 4,039 88,234 16 -
DBLP 317,080 1,049,866 442 -
Youtube 1,134,890 2,987,624 9821 8
Orkut 3,072,441 117,185,083 1969 244

4.4 Experimental Study

4.4.1 Social network

We select several large social network datasets from SNAP [73] which is a data li-

brary for analyzing large information networks. The selected social network dataset

is from Facebook, DBLP, YouTube, and Orkut, as summarized in Table 4.1. The

visualization results of Module Graph for these network data are shown in Fig. 4.8.

From the results, we can find that the module patterns can be directly presented with-

out any other interactions. From Fig. 4.8(a), we can find that most of the module

structure of the Facebook network is a concentration structure. A high percentage of

concentration modules shows that most of the people on Facebook like to follow the

hot people. Fig. 4.8(b) is an assistant representation of Fig. 4.8(a). The outer circle

in Fig. 4.8(b) shows the percentage of each module type. Each chord at the outside

circle represents a module. The inside part shows the connection of each module.
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(a) From tree-connection to concentration.

(b) From concentration to circular.

(c) From circular to low-connectivity.

(d) From low-connectivity to full-connectivity.

(e) From full-connectivity to tree-connection.

Figure 4.10: Morphing between two types of Module Graphs.

Fig. 4.8(c) shows the Module Graph of DBLP data. The DBLP data include the

paper citation relationships of the researchers. Because there are many modules in the

final result, we hide the outside circle of the Module Graph. From Fig. 4.8(c), we find

that the module pattern appearing most often is the tree-connection pattern. When

the user clicks the module, as shown in the red rectangle of Fig. 4.8(c), the related

relationship of the selected module can be presented through a chord diagram, as

shown in Fig. 4.8(d). The bottom part of Fig. 4.8(d) presents the pattern types.

For large-scale networks, the hierarchical Module Graph representation as shown

in Fig. 4.12 produces a clearer visual representation which can aid significantly in

querying and visual selections. The left side of Fig. 4.12 shows the visual results
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Figure 4.11: An example of the morphing animation between two types of Module
Graphs with size changing.

Figure 4.12: Hierarchical Module Graph of YouTube social network.

without the hierarchical process. Because the detected modules are beyond the screen

size, we create a new Module Graph by making the previous Module Graph as the

input graph. The right side of Fig. 4.12 is the hierarchically processed result.

To further describe the information of the Module Graph, we adopt box plots to

show the type distributions of the modules, as shown in Fig. 4.13. Fig. 4.13 is related

to the module information of the Orkut network. The five box plots in this Fig. 4.13

represent the five agent pattern statistics of the Module Graph. Each box plot includes

Figure 4.13: Visualization of the size distribution of modules via box plot diagram
for the Orkut network.
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five values: maximum, second maximum, median, second minimum, and minimum.

(a) Original visualization of the airline network.

(b) ModulGraph representation of the airline network.

Figure 4.14: The spatial network of U.S.A. airline flights for a given period of time.

4.4.2 Spatial network

For the case study of a spatial network, we select a dataset with a massive number of

flight records in the United States [152] in 2008. There are nearly 0.6 million flight

lines, which are related to 3374 airports. Figure 4.14(a) is the original visualization

of the airline network. By comparison with the simple representation, our method’s

result as shown in Fig. 4.14(b) represents the airport community distribution and the

bundling airlines. In this case, the outside circle denotes the number of neighboring

airports. The airline count inside the module is presented via the size of the inside

circle. The pattern icon for each module represents the sub-network structure of

the detected area. The information presented through Module Graph can help data

analyzers acquire the important patterns from a large-scale network. For example,
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the air traffic northwest of New York State can be easily observed from Fig. 4.14(b).

4.4.3 Streaming graph data

For the cast study of the streaming graph data visualization, we artificially create

various sequences of graphs. We apply the SMG method on the artificial graph data

and compared the result with the visualization result without using SMG as shown in

Fig. 4.15.

(a) t0 (b) t1 (c) t2 (d) t3

(e) t0 (f) t1 (g) t2 (h) t3

(i) t0 (j) t1 (k) t2 (l) t3

Figure 4.15: Visualizing streaming graph data using SMG.
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4.5 Implementation and Evaluation

We use D3 [21] to visualize the results on a computer with 2.8 GHz Intel i7 CPU and

16 GB RAM. The visualizations are displayed in the Chrome browser (45.0) with a

1440× 900 resolution. Module detection is implemented using the C++ language on

the Windows 7 operating system.

Table 4.2 summarizes the performance of three module detection methods: com-

munity detection [99], fast community detection [19], and our module detection

method. We also provide the module detection performance with k-clustering. From

the summary, we can find that our method can effectively support large-scale network

aggregation and visualization. Because a distance feature has been considered in our

method, our method is slightly slower than the fast community detection [19] for

large-scale network processing. The time cost of k-clustering is ignorable because it

is only related to the number of detected modules.

Table 4.2: Comparison of module detection performance.

Datasets
Community

Detection [99]
Fast Community
Detection [19]

Module
Detection Method

Module Detection
with k-Clustering

Facebook 1.1(s) 0.2(s) 1.2(s) 1.2(s)
DBLP 217.4(s) 11.0(s) 12.5(s) 13.1(s)

Youtube Out of Memory 25.3(s) 27.4(s) 27.7(s)
Orkut Out of Memory 247.1(s) 251.5(s) 251.6(s)

Flight Lines 54.8(s) 4.2(s) 5.7(s) 5.74(s)

Compared with the full network rendering, Module Graph achieves a satisfactory

rendering performance for basic interactions. Timing results are shown in Table 4.3

where fps indicates frames per second. The rendering of the Module Graph of Orkut

is performed at high speed because we adopted a hierarchical rendering strategy for

the very-large Module Graph. Although in some experiments the massive data sizes

reduce the rendering speed, such as DBLP and Youtube in Table 4.3, it is feasible

to rewrite our Module Graph rendering applications directly on a GPU subsystem to

achieve interactive rates. Since the implementation of SMG is an extension of the
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Module Graph, we do not evaluate the time performance of SMG.

Table 4.3: Comparison of the rendering performance.
Datasets Full Network Module Graph
Facebook 0.19(fps) 58.82(fps)

DBLP Out of Memory 0.94(fps)
Youtube Out of Memory 0.55(fps)

Orkut Out of Memory 17.86(fps)
Flight Lines 0.15(fps) 30.30(fps)

4.6 Conclusion

The Module Graph is an effective visualization tool for aggregating and representing

large graph data through clustering and interconnectivity pattern analysis. A module

detection method is presented to integrate the nodes that belong to the same group

into a new integral module. We further extend the Module Graph method to SMG

in order to visualize the streaming graph data. We also demonstrate that Module

Graph can be applied to spatial network visualization. In the future, the context

change between modules can also be considered in SMG implementation. Moreover,

our method can be extended to visualize fuzzy networks that include overlapping

communities and ego network that consists of a focal node.
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CHAPTER 5

CONTENT-AWARE INFORMATION

VISUALIZATION

5.1 Introduction

Content-aware resizing is an adaptive technique in image processing that removes

less important content and retains more important content. The expression content

indicates the concept of important interesting regions. This technique has also be-

come a useful tool for information visualization since the diversity of displays for

hardware is increasing. In addition, virtual displays of arbitrary size or aspect ra-

tio, in the context of cloud-based visualization output, require content-aware resizing

techniques. Although artists, web designers and programmers can design several

available layouts for different scenarios, the task is time-consuming and costly.

Existing approaches for content-aware resizing mainly focus on natural images

such as portraits, landscapes, and buildings. In information visualization, images

normally consist of abstract mathematical representations such as vectors, points,

lines, icons and geometrical shapes. The important content often represents the main

subject in visual content.

Most of the existing image resizing approaches are not entirely suitable for in-

formation visualization. Grid-based methods [145] have been used for resizing such

images as geometric distortions and are easily identified. Pixel-based seam carving,

as in Avidan et al. [9], is normally used for image resizing. However, this technique

cannot easily be extended to account for the layout adjustments of geographical scat-

terplots and social network graphs. In addition, the criteria for significant regions

in visualization are different from those of natural images since their color schemes

are different. For example, a blue sky in a natural scene is normally classified as
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background. Therefore, it would often be considered less important than a person in

the foreground. Unlike in natural images, a blue region rendered by a visualization

system may be regarded as an important region.

Information visualization often consists of multiple information layers. For ex-

ample, a geographical application would normally contain several layers such as wa-

ter, continents, and various location markers. If we ignore major regions such as

continents in resizing, then the results will suffer from distortions. Multi-layer based

resizing is rarely discussed in the previous work on image resizing or information

visualization resizing. The resizing framework of Wu et al. [162] assumed that the

information visualization layer is single such as in a scatterplot, network, or word

cloud. However, there are often many abstract layers in information visualization

designs such as a scatterplot on a map and a graph with group shapes. Therefore, it

is necessary to revisit the multi-layer approaches to detect and preserve the different

layers in information visualization. When the resizing content is dynamic and the

canvas becomes larger, the time performance becomes more important. Prior work

such as that of Wu et al. [162] requires adjustment to rapidly resize the information

visualization.

Hence, based on the resizing pipeline of Wu et al. [162], we present a different vi-

sualization resizing approach in four aspects. First, we define a visualization-related

saliency map. Second, we consider the classes of information to be segregated into

multi-layers for visualization. Third, the controlling mesh for resizing in our ap-

proach is adaptive so that users can emphasize the content of the visualization with

fewer distortions. Fourth, we extend the resizing model for the streaming data visual-

ization. We present the results of our experiments on different genres of multi-layered

visualizations to demonstrate the performance of our approach.

The structure of this chapter is as follows. Section 5.2 gives an overview of our

method. Section 5.3 discusses the visual saliency detector for visualization. Sec-

tion 5.4 demonstrates the adaptive resizing model. Section 5.5 presents a stream-

aware resizing approach. Section 5.6 compares and discusses the results and perfor-
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mance, and Section 5.7 concludes the chapter and presents future work.

5.2 Overview

We define information visualization resizing as a saliency detection and geometric

deformation problem. The input of our model is a multi-layered rendering. Multi-

layers can be viewed as more than one representation in information visualization. In

the example of Fig. 4.1, the input includes a geographical map and several scatterplots

with different radii. First, we detect the visual saliency through a hybrid saliency

model, the VSM, which can generate different saliencies for different layers in the

visualization. In this step, we further improve the accuracy of the visual saliency

detector by considering the lightness in color information. Second, we create an

adaptive mesh that consists of controlling triangles with different levels of detail over

the input visualization. The input data, such as scatterplots, were bound to vertices in

the mesh according to their positions. Third, we formulate the controlling triangles

for the resizing problem as an optimization problem according to the VSM. Finally,

we resize the input visualization by solving a large sparse linear system. After the

mesh deformation, the important features of the input image can be well preserved.

5.3 Visual Saliency Map (VSM)

The proposed saliency-based method, called the visual saliency map (VSM), adap-

tively indicates the significant regions in information visualization. For the content-

aware resizing method, the deformation of each region is dependent on its corre-

sponding saliency. Although the saliency of each region can be assigned by users

manually, it is more effective to automatically detect the important regions.

The saliency concept for visualization is different than the one used in natural im-

ages in three aspects. First, the content in data visualizations is more contiguous than

that in natural images, and hence it is unnecessary to pre-process the pixels before the
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saliency detection. Second, regions with different colors but similar shapes in visu-

alizations may have the same ground-truth saliency, but ordinary saliency detection

algorithms for natural images normally define those regions with different saliencies.

Third, the resizing approaches for natural images rarely take context into considera-

tion, because context information is usually extracted from the less important regions

in multi-layer visualizations.

Normally, the background maps in geographical applications and communities of

social networks could be defined as context since they are closely related to important

regions that users are interested in. Hence, we focus on two parts of the VSM. One

is the saliency detector, which can detect the most important regions, and the other is

the context detector, which first identifies the sharp edges in the visual rendering and

then detects its adjacent context.

The methods of [49] and [166] can hierarchically detect the importance from im-

ages, but we should also consider the performance and the special features such as the

color theme of visualizations. Although the method of clustering [162] works well for

single-layer visualizations, it is time-consuming for multi-layer visualizations since

the large area of less important layers is subjected to the same calculations. We are

inspired by the work of [1] and propose an effective importance detector for infor-

mation visualizations. Since the work of [1] requires further improvement when the

information visualization has light colors, we consider more features for the saliency

detector. Our saliency detector fulfills seven basic requirements.

1. It enhances the most important salient regions.

2. It considers frequently appearing global features that are salient in visualiza-

tions.

3. It considers local features such as sharp edges.

4. It detects secondary layers to avoid resizing distortion of multi-layer visualiza-

tions.

79



5. It considers light colors in information visualization.

6. It considers depth in information visualization.

7. It creates the saliency map with high efficiency and robustness.

(a) (b) (c) (d) (e) (f)

Figure 5.1: Different parts of VSM. (a) Original visualization image. (b) Important
regions. (c) Sharp edges. (d) Context regions. (e) Content depth. (f) Final visual
saliency map.

5.3.1 Importance detector

We adopt a frequency-based method [1] to detect the most important region (as shown

in Fig. 5.1b). This method is formulated as follows:

G(i, j, k) =
1

2πk2
e−(i2+j2)/2k2

(5.1)

Sm(i, j) = ‖G(i, j,∞)−G(i, j, ε)‖2 (5.2)

where G(i, j, ε) represents the Gaussian blurred values of pixel (i, j) for image ren-

dering following the Gaussian filter function, as shown in Equation 5.1. The function

G(i, j,∞) is approximated through calculating the mean pixel value of the visual

image. Since different features such as color and contrast should be considered in

the importance detection, G is defined as a vector. In the method of [1], Achanta et

al. adopted the LAB color space with the three features of lightness (L), one color-

opponent dimension (A) and another color-opponent dimension (B), as a feature vec-

tor. The feature of lightness in the LAB color can represent the high-contrast regions,

which are normally considered of high importance in information visualization.
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Figure 5.2: Color palette from Tableau. The top palette of deep colors is normally
used to represent the most important regions in visualization. On the other hand, the
bottom palette of light colors indicates the less important regions or backgrounds in
the visualization.

We found that using the LAB color space to maintain feature vectors is not

enough to detect the available salient regions in information visualization. For ex-

ample, if the designers follow the Tableau 20 palette [84], as shown in Fig. 5.2, it is

hard to detect the available saliency for the light regions, as shown in Fig. 5.3(b). We

define this problem as the similar-shape-different-color (SSDC) problem. We add the

mid-channel feature to the feature vector so that we can ignore the extreme values of

the color channel among the light colors. The mid-channel feature is represented by

calculating the middle value of the three channels in RGB color. Finally, the feature

vector in G can be defined as vf = [l, a, b,m]. The better visual contrast between

features can be achieved by modifying the feature vector, as in [1], see Fig. 5.3(c).

(a) (b) (c)

Figure 5.3: (a) Multi-layer visualization with light color. (b) The saliency map is
unavailable since the light green region is not detected. (c) Visual saliency map for
solving SSDC problem.

5.3.2 Context detector

The context is normally the surrounding area of the important region. The context

should also be considered since the distortion of context while resizing will also
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affect the visual results. We present a method called Edge Maximization to detect the

saliencies of the context.

We assume that the edge of the context should be preserved. Hence, we try to first

detect the edges of the context. The Sobel and Canny Operators can be used to detect

edges. We select the Sobel Operator since it is a discrete differentiation operator that

has higher performance than the Canny Operator. The edge (as shown in Fig. 5.1d)

of the visualization can be abstracted via the Sobel Operator as follows:

Se(i, j) =

√
gx(i, j)

2 + gy(i, j)
2 (5.3)

where gx(i, j) is the gradient along the horizontal direction and gy(i, j) is the gradi-

ent along the vertical direction. Since the edge is narrow, it is difficult to generate

triangles. Thus, we enhance the edges using a dilation operator that extends the edge

by the structuring element B. Hence, we can formulate the context saliency as

Sc(i, j) = max{Se(i + m, j + n)}|(m, n) ∈ B (5.4)

where B is a square of radius r and (m,n) is a point in B.

The depth of the shape in information visualization requires further optimization

for resizing. A shape with a closer depth will be assigned with greater saliency. We

define the content depth of information as Sd(i, j). The content depth can be acquired

from the data of the original information. As a result, we formulate the final VSM

(Fig. 5.1f is an example) as follows:

S(i, j) = Sm(i, j) + Sc(i, j) + Sd(i, j) (5.5)

The Gaussian filter can be approximated through a filter template 1
4
[1, 2, 1] with

k = 1.6. The radius of the dilation operator is set to 3. The final value of the

saliency map should be normalized to limit the value in [0, 1]. With the VSM, we

can adaptively indicate the saliency layers of various visual elements that are the

preparation of our resizing mode. Figure. 5.4 shows the results of our VSM.
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(a) Original visualization images. (b) Visual saliency map.

Figure 5.4: Results of visual saliency map. (top) Visualization of cost of living in
different countries as described in Sec 5.6.1. (middle) A heat map of users’ locations
from Brightkite as described in Sec 5.6.1. (bottom) A graph shows a social network
with hundreds of nodes.

5.4 Adaptive Resizing Model

In the following sections, we describe our resizing model in detail. First, we start with

the adaptive meshing. We resort to triangular meshes, as they can be more readily

adapted to high-density regions.

5.4.1 Adaptive triangulation

(a) (b) (c) (d) (e)

Figure 5.5: Triangulations with different levels of details where α = 20. (a) Original
visualization. (b) Level=1, S(i, j) ∈ [0, 0.15). (c) Level=2, S(i, j) ∈ [0.15, 0.5). (d)
Level=3, S(i, j) ∈ [0.5, 1.0]). (e) Level=1-3, S(i, j) ∈ [0.0, 1.0].
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Here we propose an adaptive triangulation method to reduce the degree of factors

(DOF) that are related to the performance of resizing.

Based on the VSM, we vary the density of triangles for different important re-

gions. First, a point set will be extracted on the basis of the intensities in the saliency

map. Delaunay triangulation [122] can be used to generate triangles. For two-

dimensional triangulation, a set of key points V will construct a mesh M. M should

fulfill three constraints. First, the edges in M do not contain any key points in V

except for the start and end points. Second, an edge cannot intersect another edge.

Third, all elements in M are triangles. These elements form the convex hull of V.

We utilize the VSM to create a set of key points, the V band that satisfies these

three constraints to generate M that includes several triangles. The threshold is a

quick method to create key points from a saliency map by extracting the points with

high saliency, but a large number of key points will be extracted if there are many

pixels with high saliency. Therefore, we construct a constraint to determine the in-

terval of triangulation sampling to limit the total count of points in V. We define

the constant count of points in V through Cp =
wh
α2 , where w and h are respectively

the width and height of the canvas in the visualization, and α is a free parameter

that is used to adjust Cp. Different values of the saliency can be mapped to different

levels of triangulations. We use tk0 and tk1 to indicate the range of saliency values

for level k. The interval of the triangulation sampling for different levels k could be

formulated as follows:

Ik =
Cp√ ∑

tk0≤S(i,j)<tk1

S(i, j)
(5.6)

When the saliency of a region is between tk0 and tk1, it should follow the interval

of sampling Ik. The interval of sampling indicates the count of interval pixels of

each key point vk in V. Figure 5.5 shows an example of triangulation with different

levels of detail. In our resizing model, we merge three levels of triangulation into

one, as shown in Fig. 5.5(e). By using VSM and Delaunay triangulation, we can

generate content-aware triangles, as shown in Fig. 5.6(b), which is more flexible than
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the homogeneous triangulation in Fig. 5.6(a).

(a) Homogeneous triangulation

(b) Adaptive triangulation

Figure 5.6: Two strategies of triangulation.

5.4.2 Mesh deformation

Deformation energy optimization

We represent the topology of the mesh with M = (V,E,T), where V = [vT0 ,v
T
1 , ...,v

T
n ],(vi ∈

R2) denotes the vertices, E are the edges and T depicts the triangles that each have

three vertices and three edges. We use V
′
= [v

′T
0 ,v

′T
1 , ...,v

′T
n ] to indicate the de-

formed vertices. E = [eT0 , e
T
1 , ..., e

T
n ], (ei = va − vb) was used to indicate the edges.

The edges divide the visualization into several patches. The basic idea of mesh re-

sizing is optimizing a linear energy function, as shown in [48]. The linear energy

function can be defined as
h∫
y

w∫
x

S(x, y) ‖JF −P‖2
2 dxdy, where JF is a Jacobian ma-

trix, P represents the linear transformation, and w and h are the width and height of

the canvas, respectively.

Inspired by Wang and his colleagues [145], we assume that the triangles bound
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to areas with high saliency will be assigned a smaller scaling factor, while those

that cover less important areas can be distorted by the linear scaling operations. Our

method is different from that of Wang et al. [145] since we change the basic con-

trolling unit from a rectangular grid to a triangular mesh. The resizing energy for a

triangle can be formulated as

R(t) =
∑

{m,n}∈E(t)

‖(vm
′ − vn

′)− st(vm − vn)‖2

, (5.7)

where t ∈ T indicates a triangle, st is a scaling factor for each vertex v in the triangle

and we assume that the scaling factors for the x-axis and y-axis are the same, E(t)

is a set of edges in t, v and v′ respectively indicate the vertex of an original triangle

and its corresponding deformed vertex, and ‖·‖2 is the L2 norm of a vector. We can

differentiate R(t) and continue getting a direct solution of st, as shown in [145]. As

we can see, R(t) calculates the resizing energy of the edges, but different triangles

should have different degrees of warping due to their different saliencies. Hence,

we need to take the saliency value of each triangle into consideration. The resizing

energy of all the triangles is formulated as

R =
∑
t∈T

λtR(t) =
∑
t∈T

1

n
R(t)

∑
x∈Pt

S(x), (5.8)

where λt = 1
n

∑
x∈Pt

S(x) is the saliency of each triangle, Pt is the set of all pixels

in t, x indicates the position of a pixel, and n is the number of pixels in Pt. Since

the saliency of each pixel can be calculated from the VSM, we can use a scan-line

algorithm to detect the entire pixel saliency contained in one triangle. This leads to

the triangle saliency λt. Since R is a quadratic energy function, we can minimize the

total resizing energy to obtain the final deformed vertices V′.

Constraints

To get the accurate resizing result, the constraints should be taken into account. The

constraints for resizing includes overlapping preventing, boundary and smoothing.
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We adopted the method as shown in [62] to guarantee that the mesh is resized accu-

rately without overlap. Beyond that, we formulate two constraints, such as boundary

checking and mesh smoothing, for resizing.

• Boundary Constraints

Since the boundary of the visualization should fulfill the linear scaling in order to

avoid the warp, R should obey the constraints on the boundary. We define the vertices

set on the boundary as B, which includes four corner vertices and several vertices on

four side edges of the boundary. The vertex set on four side edges could be defined

as B(left), B(top), B(right) and B(bottom). Hence, the constraints for B can be

defined respectively as: 
vleft,top = (0, 0)T ,

vright,top = (w, 0)T ,

vleft,bottom = (0, h)T ,

vright,bottom = (w, h)T

(5.9)


v′i = (0, viy), i ∈ B (left) ,

v′i = (vix, 0), i ∈ B (top) ,

v′i = (w, viy), i ∈ B (right) ,

v′i = (vix, h), i ∈ B (bottom) .

, (5.10)

where w indicates the width of the canvas and h indicates the height of the canvas.

• Smoothing Constraint

It is necessary to further avoid distortion through smoothing constraint as shown in

the works of Wang et al. [145] and Wu et al. [162]. We formulate a scaling energy

function as follows to smooth out the scaling factor of each triangle:

Es =
∑
t∈T

∑
n∈Adj(t)

1

2
(at + an)(λtst − λnsn)2 (5.11)

where Adj(t) is a set of adjacent triangles of t, n indicates one adjacent triangle,

at and an respectively represent the acreage of t and n. Es is an energy function

that represents the distortion scaling factor of the adjacent triangles. We can achieve

better scaling factors by optimizing Es.
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5.4.3 Vector adjustment

The proposed resizing model works well for the image resizing of the visualization.

It can be easily extended to the vectorial resizing of the visualization with feature

preservation. Vectorial resizing means that some vectorial elements such as points

and edges can be bound to the vertices in the triangulated meshes. The positions

of elements in a visualization will be adjusted through mesh resizing. We take the

scatterplots on a world map as an example. We assume points in the scatterplots

are the main regions and the background map is the context that also needs to be

preserved. Each point will be bound to the vertex of the triangulated mesh. The

adjustment of positions can be achieved by resizing the controlling mesh. We use

the whole visualization image to generate the saliency map and respectively resize

the main part and the context part. In the final step, adjusted points will replace the

main part and combine with context part as the final result according to their adjusted

positions. As shown in Fig. 5.11, in our experiments we adopt a hybrid method which

takes advantage of both image resizing and vectorial resizing.

5.4.4 Content enhancement

Content enhancement is aimed at further enhancing the important regions while re-

sizing the canvas. For example, there are many overlapping plots on the region of

Europe; thus, it is difficult for the users to get integrated information as shown in

Fig. 5.7. Fish-eye distortion [119] is a solution for solving this problem. However,

there are two drawbacks of the fish-eye distortion method. First, manual selection of

the significant region is tedious for the users. Second, the spherical representation of

the fish-eys distortion is not suitable for enhancing irregular regions.

We present an approach that achieves better content enhancement for the infor-

mation visualization. In addition, the proposed method has a potential for a resizing

application that all content will be transformed from a large display to a small one.

In our approach, we add an enhancing factor, called δk, to control the enhancement
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(a) (b) (c) (d)

Figure 5.7: Results of three different strategies for content enhancement. (a) No
enhancement. (b) Fisheye enhancement. (c) Content-aware enhancement without
vectorial adjustment. (d) Content-aware enhancement with vectorial adjustment.

of the different layers in a visualization. A scaling factor st is formulated in the en-

ergy function of the resizing model. k denotes the layer of saliency. We formulate

an enhancing energy function for content enhancement as shown in Eq. 5.12. The

values of δk can be adjusted by the user to interactively enhance the desired regions.

Figure 5.7 and Fig. 5.8 show two results of the content enhancement.

E(t) =
∑

{m,n}∈E(t)

‖(vm
′ − vn

′)− stδkλt(vm − vn)‖2
. (5.12)

5.5 Stream-Aware Resizing

The resizing becomes a challenge when the content dynamically changes in time.

The resizing model for a static image or information visualization will cause waving

because the temporal coherence is not considered. However, most of the monitoring

data from physical devices are streams, so a content-aware resizing model should

account for the stream nature. Wang et al. [143] presented a related solution for the

resizing of a video stream through a video-based importance map detection and a

video-based grid warp model. However, similar work has not been investigated from

an information visualization perspective. Therefore, we propose a stream-aware re-

sizing approach to deal with the resizing problem of dynamic information visualiza-

tion.

Directly using a static resizing model to resize each frame of the streaming data
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(a) (b)

(c) (d)

Figure 5.8: Result of the content enhancement without the canvas resizing. The
content in this visualization is a heat-map of the people locations as described in
Sec. 5.6.1. (a) Original visualization. (b) Triangulation of the original visualization.
(c) Enhanced visualization without the canvas resizing. (d) Corresponding triangles
of the enhanced visualization.

will cause abrupt changes in the region of importance that will make the human

system unsuitable. We find that the abrupt changes are mainly caused by the variation

of the VSM at each frame. Therefore, we consider generating a uniform VSM for a

set of continuous frames with a similar nature.

First, we cluster the frames into k segments. Each segment includes a set of

continuous frames that will use the same VSM in the stream-aware resizing model.

We generate the VSM for a segment, SV SM , through the saliency maximization

approach (SMA). The input of the SMA is the sequences of the VSM detected by

using the VSM model presented before. The SMA can be formulated as

SV SM(x, y) =Max(V SM1(x, y), V SM2(x, y), ..., V SMm(x, y)), (5.13)

where m is the frame number of a segment and x and y indicate the pixel position of

the VSM.

Since we apply the same VSM for the frames of a segment in the resizing process,
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(a) Six VSMs.

(b) SVSM.

Figure 5.9: An example of a SVSM that is generated by applying SMA on six VSMs.

the abrupt changes will not appear. Figure 5.9(b) shows an example of a SVSM that

is generated by applying SMA on six VSMs. To avoid sudden changes between two

segments, we can further apply linear blending on a SV SM , as shown in Eq. 5.14.

SV SM ′
j =

1

4
(SV SMj−1 + SV SMj+1) +

1

2
SV SMj (5.14)

5.6 Experiments and Results

All the experiments in this chapter were performed on a computer with the Windows

7 OS, an Intel i7 CPU 2.8 GHz and 8 GB RAM. We implemented the algorithm in

C++ and used the CGAL [20] library to generate the triangulation. The Lapack++

library was employed to solve the large sparse linear system of equations.

We tested our method on several datasets and obtained better results than previous
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methods. Since we use the adaptive method to generate triangles, better performance

can be achieved than previous methods for visualization resizing. We show the per-

formance of our method on Tab. 5.1 and evaluate our work through computing the

remaining saliency (Fig 5.10) in the resized visualization.

Figure 5.10: A comparison of the preservation of content measured by the average
pixel saliency using four different approaches of resizing. The testing visualization
is the bottom case, as shown in Fig. 5.15.

5.6.1 Results

We base our experiments on multi-layered information features for visualization. We

analyze three cases of resizing using the method presented in this chapter. We com-

pared our approach with the linear scaling and grid-based methods. Our results

demonstrate that the adaptive content-aware method has better visual feature rep-

resentation than the grid-based method for multi-layered visualization resizing. We

show additional resizing results in Fig. 5.15.

Scatterplots and Geographical Maps (SGM)

In the first multi-layer visualization case, we select a dataset from numbeo.com that

records the costs of living around the world. The scatterplots and geographical map

(SGM) can be regarded as two layers of the visualization of this dataset. The scat-

terplots show the costs of living in different countries, and the geographical map
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(a) (b) (c) (d)

Figure 5.11: Results of 3 different strategies for horizontal resizing of SGM 5.6.1,
GGM 5.6.1 and GC 5.6.1. (a) Original visualization images. (b) Linear scaling. (c)
Grid-based resizing [145]. (d) Our method.

demonstrates the distribution of the countries. The algorithm in [162] acts on just

one layer in the visualization, such as the scatterplots, and we take another layer such

as the geographical map into consideration. Since the geographical map occupies a

large area, computing the cluster map in [162] requires more calculations. We can

see that all the circles in Fig. 5.11(top) suffer less distortion after the resizing by us-

ing our method. We can also adjust the enhancing parameter to enhance important

the regions in the visualization, as shown in Fig. 5.7(d).

Graph and Geographical Maps (GGM)

In the second case, we select a large dataset called Brightkite [30]. Each record in

this dataset includes a geographical location. When the canvas is resized without the

content-aware constraints, two main problems emerge. First, the re-layout algorithm

such as the direct-force method is time-consuming for large graphs. Second, the im-

portant regions are not preserved. Although regular grid-based methods can preserve
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(a)

(b)

(c)

(d)

Figure 5.12: Results of 3 different strategies for the vertical resizing of GGM 5.6.1.
(a) Original visualization with triangulations. (b) Linear scaling result. (c)
Grid-based resizing result [145]. (d) Our method.

important regions, the high density of the grid will necessitate excessive calculation

because the computation is related to the grid density. In our method, we bind each

node with a nearby vertex in the controlling mesh and redraw the nodes after resiz-

ing the mesh to achieve a high performance of content-aware resizing. The resizing

results of the GGM are shown in Fig 5.11(middle) and Fig 5.12.

Graph and Community (GC)

The third example demonstrates the advantages of our method in dealing with the

SSDC problem, as discussed in Sec. 5.3.1. We select a graph-based dataset that

presents the relationships between computer languages. This dataset can be consid-

ered as a social network of computer language. In the visualization, this dataset can
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(a) (b)

(c) (d)

Figure 5.13: Results of 2 different strategies for vertical resizing of GC 5.6.1. (a)
Triangulation and saliency map without SSDC fixing. (b) Triangulation and saliency
map with SSDC fixing. (c) Result of vertical resizing of GC without SSDC fixing.
(d) Result of vertical resizing of GC with SSDC fixing.

be represented as a graph and community. All the nodes in the graph are assigned

with different colors according to their Modularity Classes, which were computed by

a statistical method presented by Blondel et al. [19]. Nodes of similar color will build

a community, which is presented as an ellipse-like shape in the visualization image.

We draw the visualization image with the color palette from Tableau. Our result in

Fig. 5.11(bottom) and Fig 5.13 shows that our method can achieve a better result and

avoid the problem of SSDC.

Infographic (IG)

The fourth example demonstrates the advantages of our method for handmade multi-

layer visualization. An infographic is a visual representation of information that

utilizes text, lines, and graphics to improve the visual pattern discovery. Unlike splat-

terplot and graph, the layout of an infographic is usually created by a vector graphics

tool such as Adobe Illustrator. We selected a vector graphic from Shutterstock.com

and applied our method to resize the vector graphic. Our result in Fig. 5.14(d) shows

that our method can obtain a better result than linear scaling for infographics.
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(a) (b)

(c) (d)

Figure 5.14: Results of 2 different approaches for the horizontal resizing of the visu-
alization in IG 5.6.1. (a) Original visualization with triangulations. (b) Linear scaling
result. (c) Original visualization with triangulations. (d) Our method.

Streaming heatmap

The fifth example demonstrates the performance of our stream-aware resizing model.

We apply the model to a set of point frames on a geographical map. The stream-

aware resizing model can be applied directly on the heatmap of points. We can first

adjust the point layout through triangle deformation and then generate the heatmap

on the updated point positions. Our result in Fig. 5.16(d) shows that our method can

preserve the significant regions better than directly using a resizing model without

stream-aware consideration.
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(a) (b) (c) (d) (e)

Figure 5.15: Additional results of four different methods for reducing the width of
the visualization. (a) Original visualization. (b) Cropping. (c) Linear resizing. (d)
Grid-based resizing. (e) Ours. Figure 5.10 shows the saliency preservation of each
method by using the bottom case in this figure.

5.6.2 Discussions

Performance

The performance of our method is better than that of previous resizing algorithms

for visualizations, as shown in Tab 5.1. This is because we implement an adaptive

method to generate the geometric mesh, which substantially improves the perfor-

mance when a visualization image has more than half empty regions, which mean

that the regions have zero saliency. Furthermore, we adopt a simple but efficient

method to create the VSM, so that more time-consuming calculations, such as esti-

mating the kernel density, can be avoided.
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Table 5.1: Performance and evaluation of our experiments. The top data in each row
indicate the results using a grid-based method [145], and the bottom data in each row
address the results using the proposed method.

Cases Original size New size Vertices DOF Time cost (ms)

SGM Sec. 5.6.1 876×374 385×374
741 4104 175
324 586 19

GGM Sec. 5.6.1 876×414 438×414
1012 5670 263
589 3242 64

GC Sec. 5.6.1 1500×800 750×800
2886 16644 4739
853 4824 161

IG Sec. 5.6.1 678×680 1066×680
1849 10584 1337
611 3498 58

Hex Points 750×495 375×495
950 3800 206
408 2310 19

Graphs 600×299 300×299
465 2520 42
405 2322 19

Social Network 600×363 300×363
589 2356 54
280 1560 12

Heat Map 1126×563 663×563
1653 6612 1024
479 2694 30

China Map 1320×791 660×791
2688 10752 3932
393 2142 32

Evaluation

There are many methods to evaluate the effect of visualization resizing as shown in

the cognitive experiments [116]. We mainly focus on evaluating three attributes: the

count of vertices in the controlling mesh, degrees of freedom (DOF), and time cost.

DOF indicates the number of variables that are free to change in the final compu-

tation. DOF is a statistical concept and is often used in evaluating the performance

of retargeting, such as in [63]. Since our model has advantages in controlling the

mesh reduction, DOF can be used in our evaluation. The results of the evaluation

are shown in Tab. 5.1. From the evaluation, we find that the presented approach has

better performance, especially for a large canvas size, and has fewer DOFs than the

grid-based method.
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Table 5.2: Time cost of clutter map [114] and visual saliency map.
Cases Canvas size Method Time cost (ms)

SGM Sec. 5.6.1 876×374
Clutter map [114] 3441

Our method 472

GGM Sec. 5.6.1 876×414
Clutter map 3813
Our method 525

GC Sec. 5.6.1 1500×800
Clutter map 12177
Our method 1749

IG Sec. 5.6.1 678×680
Clutter map 4631
Our method 653

Hex Points 750×495
Clutter map 3762
Our method 534

Graphs 600×363
Clutter map 2370
Our method 303

Social Network 600×299
Clutter map 1973
Our method 254

Heat-map 1126×563
Clutter map 6477
Our method 943

China Map 1320×791
Clutter map 10456
Our method 1553

Although image energy preservation methods [9] are normally used in pixel-

based retargeting approaches such as seam carving, they are also applicable to our

method. The visual coherency can be evaluated quantitatively by calculating the per-

centage of energy preservation. We use the saliency of each pixel instead of the

gradient to calculate the preserved energy because the presented method is based

on a VSM. The average saliency of the pixels is shown in Fig. 5.10. The figure

shows the saliency preservation abilities of the four strategies and demonstrates that

our method can effectively preserve the saliency content in the visualization while

resizing the canvas.
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5.7 Conclusion

In this chapter, we present an adaptive triangle-based approach for the content-aware

resizing of information visualizations, especially dynamic information visualizations.

We propose a visual saliency detector that follows a set of criteria. The detected VSM

is used not only to generate adaptive meshes but also to calculate the deformation fac-

tor of each triangle. A robust resizing energy function is defined to implement mesh

resizing. We also extend the resizing model in a stream-aware form to achieve a

smooth focus+context stream visualization. The experiments show that our method

has the potential to be used effectively in the re-targeting of information visualiza-

tions.
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(a) 6 frames of time-varying heatmaps (1136×700).

(b) Resizing result using seam carving (400×250).

(c) Resizing result using our method without stream-aware consideration (400×250).

(d) Resizing result using our method with stream-aware consideration (400×250).

Figure 5.16: Comparison of the resizing results of the time-varying frames using
different approaches.
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CHAPTER 6

INTERACTIVE VISUAL QUERYING OF

STREAMING DATA

6.1 Introduction

There is a growing need for interactive querying with the increase in spatio-temporal

data applications. Basic requirements for simultaneous variation analysis and vi-

sualization are necessary due to the demand in spatio-temporal data analytics, par-

ticularly in dynamic data mining and prediction. We assume that spatio-temporal

data are sequences of data that can be collected in real-time through physical sen-

sors, such as vehicles, mobile phones, and climate monitors. Because the majority of

spatio-temporal data include unorganized structures and a large variety of features,

querying significant patterns and trends requires high-performance computing and

accurate pattern matching.

A number of visual query systems have been presented before. Correll and Gle-

icher [32] introduced a complete sketch-based visual query framework for the un-

derstanding and exploration of time series data. However, they only focused the

visual query on one-dimensional space. The query issues on two-dimensional space,

such as a geographical map, are appearing in many real applications. Liu et al. [90]

provided a fast approach to query big data in real-time on two-dimensional space

through rectangle-based interactions. However, the work of Liu et al. [90] requires

further adjustment to query a special pattern in the time series data. In addition, re-

lational queries require a new visualization paradigm to make use of the native data

properties and features. Simply listing the querying results as a histogram cannot

fulfill the spatio-temporal querying requirements because of missing time sequence

and feature details.
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To address the above issues, we present a new saliency-based framework that pro-

vides a more intuitive querying interaction to better identify regions of interest. Our

first contribution is a saliency map structure that helps in organizing time-varying

spatial data. A pair of querying interactions is presented to query patterns on a se-

quence of saliency maps. We then describe methods to address the challenges of

analyzing and visualizing query results, such as pattern flow and similarities. Exper-

imental results obtained on two real datasets demonstrate that SalQuery provides an

intuitive and effective interaction and visualization on large spatio-temporal datasets.

The remaining sections are organized as follows. Section 6.2 describes saliency

map generation in detail. Section 6.3 shows the querying interactions. Section 6.4

describes the visualization designs for the query results. Section 6.5 addresses the im-

plementation of our framework and presents the results obtained on two real datasets.

Section 6.6 discusses the results and the performance. Section 6.7 draws the conclu-

sion.

6.2 Saliency Definition and Generation

As shown in [60], Itti et al. define saliency as a set of points that can immediately

attract a viewer’s attention. Then, researchers such as Achanta et al. [1] and Gofer-

man et al. [49] further define saliency as a set of regions, which consider the multiple

visual features in images. Based on the theory of saliency, we assume that saliency in-

dicates the most important parts of the spatio-temporal data. We use the KDE [125]

to estimate the saliency map of the input data set. We assume that the input data

are two-dimensional spatio-temporal data. The elements of the input are locations

(points) and timestamps. Hence, spatio-temporal data in a period can be represented

as a sequence of saliency maps. Beyond the saliency map, we present a new structure

called saliency block (SB) to describe abundant features of the saliency regions and

their relationships. The generation of saliency maps and blocks will be beneficial to

the further visual querying method.
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6.2.1 Saliency map

KDE provides a smoother result than using histograms, as discussed in [125]. Be-

cause traditional density computing methods such as k-means clustering require time-

consuming calculations, kernel-based approximation has been devised to estimate the

density of data. We adopt the Gaussian function G(t) = 1√
2π
e−

t2

2 as a kernel because

of its smoothness and parameterization. Hence, the KDE method is formulated as

follows:

K(x, t) =
1

nt

nt∑
j=1

1

rj
G(
|x− xj|
rj

), xj ∈ St, x ∈ St (6.1)

where nt is the number of points in the data set St, t indicates the timestamps, xj

is one of the data points in St, and rj is a kernel size parameter of xj . rj is defined

according to the feature of rj in a real application. Further discussion of KDE can

follow a fundamental concept in statistics as shown in [125]. K(x) will be called nt

times to generate a density map of St. Although the calculation of KDE is still time-

consuming, it is easy to be approximated through nt times Gaussian circle rendering

with alpha blending.

Figure 6.1 shows a simple example of density map generation. We assume that

each saliency map has the same width and height. In our experiments, all of the

saliency maps will be generated in advance and stored as gray-scale images. We

define a saliency map in a timestamp as St. Figure 6.2(a-b) shows a saliency map

generated from a frame of raw data.

• Connected Component Map

The generated saliency map can be considered to be an image. To query the salient

regions, we present a binary saliency detection method to label the pixels in a saliency

map. Each pixel will be labeled with two values, such as sir and sic. sir indicates “Is

a pixel i in a saliency region?”, and sic means “Which connected component does a

pixel belong to?”. First, a binary saliency map could be generated via a thresholding

setting on a saliency map. If the pixel value in a saliency map is larger than δ, then
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Figure 6.1: An example of kernel density estimation. The left canvas lists some raw
points, whereas the right canvas shows the result of KDE. The different kernel sizes
are listed at the bottom. This estimation process can be approximated through circle
rendering.

sir is equal to 1. Otherwise, sir is equal to 0. We set δ as 0.5 in our experiments. Fig-

ure 6.2(c) shows an example of a binary saliency map generated through calculating

sir of a saliency map.

Based on the binary saliency map, connected components can be found using

sequential operations [113] that are effective for labeling the index of each region.

There are two passes for the detection of connected components. The first pass is to

scan the pixels in the binary saliency map from top to bottom and find the successive

component for each row. Different components will be labeled with different compo-

nent indices. Since it is unnecessary to traverse all pixels repeatedly, saliency region

detection is not time-consuming. By using sequential operations, we can assign sic

with different saliency component indices, as shown in Figure 6.2(d).

6.2.2 Saliency block

A saliency encoding method called saliency block is presented in this subsection to

help to analyze the features of a saliency map and accelerate the querying process.

We define a saliency block (SB) as a set of features of a saliency region. A number
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(a) Raw data. (b) A saliency map with a color mapping.

(c) A binary saliency map. (d) A labeled connected component map.

Figure 6.2: The components of a saliency map.

of saliency blocks will be generated based on the processing of the saliency map. A

saliency block includes many features, such as saliency boundary box, data number,

key point, variation state, variation direction, last related saliency block index (LSBI),

and next related saliency block index (NSBI). The features of a saliency block can

be enriched according to different requirements from the real applications. We use

SB = {SBi}, i ∈ [1, sn] to indicate a set of saliency blocks in a saliency map

with timestamp t, where sn indicates the saliency block number. Figure 6.3 shows a

description of a saliency block.

• Boundary box (SBbb)

SBbb is a rectangle that describes the boundary box of a saliency region. The rectan-

gle can be calculated by finding left-top and right-bottom points.

• Boundary hull (SBbh)

A concave hull of the saliency region will be calculated according to the work pre-

sented in [98]. A concave hull can use fewer markers to approximate an accurate
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Figure 6.3: A description of a saliency block. S0 and S1 indicate two time-close
saliency maps. Circles indicate the saliency regions.

region boundary.

• Data number (SBdn)

SBdn is used to indicate the data number in the saliency region. This value is related

to the raw data and will be visualized in the further data representation.

• Key point (SBkp)

SBkp is used to indicate the most salient point in the saliency region. We use the

steepest descent method to find the key point of a saliency region.

• Variation state (SBvs)

SBvs outlines the variation state of the saliency region between two time steps. One

of two states, namely, increment or decrement, will be assigned. If the data number

is larger than the related saliency region at the last time step, then SBvs will be set as

increment. Otherwise, SBvs will be set as decrement.

• Variation direction (SBvd)

SBvd is addressed to describe the variation direction of a saliency region. To simplify

the variation direction calculation, we divide the related boundary box into 9 average
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sub-regions. Then, the variation states of these 9 sub-regions will be calculated. The

surrounding 8 variation states can represent the variation direction of the saliency

region. Finally, we will assign SBvd with a two-dimensional vector.

• LSBI and NSBI (SBlsbi and SBnsbi)

To link with the time-close saliency block, SBlsbi and SBnsbi are outlined. If a

saliency block in the last time period saliency map is overlapping with the current

saliency block, we will assign this SB to SBlsbi. Similarly, an overlapping SB in the

next time period saliency map will be assigned to SBnsbi. If no overlapping SB can

be found, SBlsbi or SBnsbi will be assigned with null. We assume that LSBI or NSBI

can be greater than one.

6.3 The Querying Method

We address a pair of querying interactions as shown in Figure 6.4. Brush-based

querying is provided to freely select multiple regions on the saliency map. Block-

based querying is another querying interaction that allows users to select the most

important regions on a saliency map and query similar saliency blocks in a period.

Prior to querying, the user should select a timestamp to see the raw data or the related

saliency map to start the querying. All of the querying inputs will be generated

through the saliency map that is currently being viewed.

6.3.1 Brush-based querying

Traditional rectangle-based querying requires improvement to select accurate re-

gions, particularly when the querying regions are along coastlines or rivers on a

geographical map. Our brush-based querying (BRQ) is inspired by the attribute

signatures [134], but we focus on time-based evolution visualization and similarity

analysis. BRQ will generate a brushing trajectory that includes a set of points.

108



(a) Brush-based querying (BRQ)
on a raw data map.

(b) Brush-based querying
(BRQ) on a saliency map.

(c) Block-based querying (BLQ)
on a saliency map.

Figure 6.4: Two querying interactions. BRQ interaction can be applied on a raw data
map or a saliency map. BLQ can only be applied on a saliency map, and the selected
saliency region will be highlighted with a red contour.

We define the points with inflections as special points, which will be detected

through the second derivative of the brushing trajectory. If the second derivative of

a point on the brushing trajectory is not close to 0, we define it as a special point.

Saliency point detection has the advantage of improving performance. Because a

drawing includes numerous points, which may lead to time-consuming variation cal-

culations and comparisons, we reduce the complexity of a brushing trajectory and

only store the special points. BRQ can be applied on a raw data map or a saliency

map, as shown in Fig. 6.4(a-b). Red circles address the special points on a brushing

trajectory. We define the saliency values on the red circle location as a spatial chain

SCt = [st1, st2, ..., stn], where t indicates the timestamp of a saliency map. We define

the currently viewed spatial chain as SCin, which will be the input condition of the

further matching.

• Spatial Chain Matching

Spatial chain matching is an operation that can find the similar SCt that belong to

a sequence of saliency maps compared with the input SCin. It is beneficial to find

matched results from massive historical data through a simple brush on the map. Fig-

ure 6.5 shows a description of the spatial chain matching. The numbers at the bottom

indicate the indices of the detected special points. The green chain in Figure 6.5

outlines SCin, which is the saliency values selected by a user through brush-based

querying. The other three spatial chains are the candidates in other timestamps.
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Figure 6.5: A description of the spatial chain matching.

The process of spatial chain matching includes three steps. First, peak values

such as the maximum value and minimum value should be calculated in advance for

each special point. Figure 6.5 shows an example of peak values at the fourth special

point. Two high-dimensional vectors, SCmax and SCmin, are defined to store the

peak values. Second, we calculate the similarities between the input and each spatial

chain candidate. The spatial chain matching process can be formulated as follows:

SCM(SCin, SCt) =
1

k

i≤k∑
i=1

1− |SCt(i)− SCin(i)|
|SCpeak(i)− SCin(i)|

(6.2)

SCpeak(i) =

{
SCmax(i), SCt(i)− SCin(i) > 0

SCmin(i), SCt(i)− SCin(i) < 0
(6.3)

where SCM defines the similarity function of spatial chains, SCpeak(i) ensures that

the range of the similarity is from 0.0 to 1.0, and k is the number of the special

points. After calculating the similarities, matched high similarity timestamps will be

visualized.

6.3.2 Block-based querying

In block-based querying (BLQ), we will check whether a touch occurs on the saliency

regions. All of the touched saliency regions and their saliency blocks will be the

querying input. If a user clicks on or touches a saliency regions, the entire region

will be highlighted with a non-linear red contour, as shown in Figure 6.4(c). We

adopt the concave hull method as mentioned in [98] to generate the contour. BLQ is
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designed to interact with the saliency blocks. All of the block features are considered

in the querying, such as saliency boundary box, data number, key point, variation

state, variation direction, last related saliency block index (LSBI), and next related

saliency block index (NSBI). The similarities of features will be calculated to find

the most matched results through saliency block matching.

• Saliency Block Matching

Saliency block matching (SBM) is a hybrid matching method, and it is more complex

than a simple image comparison as mentioned in [78]. As previously mentioned, the

related saliency block will be an input to query the matching data from the candi-

dates. Because a sub-saliency map in a block contains less obvious feature points,

image-based matching such as SIFT matching [92] may not be a suitable solution.

Perceptual hashing [65] is another method to match the saliency, but it requires a

fixed region size. Based on the saliency block structure, we present the SBM method

for evaluating the similarities of saliency blocks. SBM can be formulated as follows:

SBM(SBin, SBt) =

j≤m∑
j=1

λjsimj(SBinj, SBtj), sbmj ∈ sbm, λj ∈ λ (6.4)

sbm = {sbmbb, sbmdn, sbmkp, sbmvs, sbmvd, sbmlsbi, sbmnsbi} (6.5)

where m = 7 means the feature number of the saliency block, j indicates the feature

index, λj means the weight of each feature, and sbm defines the sub-matching func-

tion set. In our experiment, we define λ as {0.5, 0.1, 0.15, 0.075, 0.075, 0.05, 0.05}.

The value of λ can be adjusted according to different requirements, but the sum of

λj should be 1.0 to ensure that SBM ∈ [0.0, 1.0].

The first step of SBM is to calculate the similarity of two boundary boxes sbmbb

that belong to two saliency blocks. sbmbb is related to the crossing area between two

boxes; hence, we define it as sbmbb(x, y) = Areacross
Areax+Areay−Areacross . sbmdn indicates

the similarity of the raw data number. It can be calculated as simdn(x, y) = 1.0 −
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|x−y|
x

. sbmkp outlines the similarity of the key points. We define it as simkp(x, y) =

1.0− |x−y|
255

.

sbmvs and sbmvd outline the trend similarity of two saliency blocks. Trend-based

querying has not been discussed in the prior querying work such as [90]. How-

ever, it is useful for spatio-temporal data querying because the variation feature pro-

vides potential information. Various studies such as feature tracking [157, 28] in

scientific visualization have discussed the usage of the variation. Because the vari-

ation state only has two values, we define the similarity of two variation states as

sbmvs(x, y) =

{
0, x 6= y

1, x = y
. The similarity of two variation directions can be formu-

lated as sbmvd(x, y) = cos( x·y
|x||y|) using a cosine similarity calculation.

sbmlsbi and sbmnsbi are defined as sbmsbi(x, y) =

{
0, x 6= y

1, x = y
where x and y

mean the numbers of linked blocks. Finally, we can calculate the similarity of two

saliency blocks using Eq. 6.4.

6.4 Visualization Design

Query result visualization is an important part of SalQuery. We design two represen-

tations to visualize the query results. The first one provides an overview of the flow

information related to the selected regions. The second one shows the candidates

with high similarities.

6.4.1 Flow-oriented representation

Flow-oriented representation (FOR) is a flow-based design to show the saliency evo-

lution in a period. We design two types of FORs according to our two interactions.

Flowsal is designed to visualize the saliency flow. Flowsal includes four parts, as

shown in Figure 6.9(a). The left side indicates the timestamps of the candidates. The

right side is the axis of the saliency values. The non-linear arranging special points
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with indices are listed at the bottom. The distance scale of two special points is ac-

cording to their distance on the map. All of the spatial chains in different timestamps

are rendered as curves with blue color and red color, where red color indicates the

input saliency chain. The range of the time span can be adjusted by the user. Flowsal

can be used to compare the data saliency in different regions and different times.

Figure 6.6: An example of Flowblock and corresponding saliency snapshots. (top)
Saliency air pollution snapshots in Beijing from April 20th, 2016, to April 28th,
2016. (bottom) A flow representation that visualizes the variation of the air pollution
in Beijing.

For the block-based querying interaction, we design Flowblock as shown in Fig-

ure 6.6 to obtain further insights of the saliency regions. In the representation of

Flowblock, the main features of the saliency blocks will be visualized through a

bubble-flow. Each bubble indicates a saliency block on the saliency map. A bub-

ble will be connected with a neighbor bubble according to the saliency block linking

state. The size of a bubble corresponds to the area of the saliency block. The varia-

tion direction of the saliency region has not been considered in traditional time-line

visualization. Hence, we enhance the time-line-style visualization [68] via adding a

directional icon in the center of a bubble. No bubble along the y-axis indicates that

there is no salient region at the corresponding timestamps. For example, no bubble

on April 23 in Figure 6.6 means no saliency on the selected region. The bubble with

no further linking node shows that the salient region is going to disappear. A related

example is on April 21 in Figure 6.6. If a saliency block is divided into two small

saliency blocks in the next timestamps, two linking bubbles will be generated. In

summary, Flowblock can not only show the overview of a sequence of saliency maps
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but also visualize the hidden details, such as variation state, direction, appearing,

disappearing, combination, and division.

Figure 6.7: A description of the Simcurve design.

Figure 6.8: A description of the Simblock design.

6.4.2 Similarity-oriented representation

We find that bar chart visualization, as shown in VisQuery [78], is limited to the

query result visualization. A bar chart can only present simple information, such as

a date and a value. We design a new similarity-based visualization called similarity-

oriented representation (SOR) that provides abundant information for further analysis

and decision.

Similarly, we design two types of SORs according to our two interactions. We

first design a small-size curve Simcurve as shown in Figure 6.7 to visualize the sim-

ilarity of the special chain in a timestamp. The similarities of all special points are
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(a) The Flowsal representation shows the air pollution values on 20 regions in 25 days.

(b) The Simcurve representation shows the most similar air pollution distribution in 25 days.

Figure 6.9: Brush-based querying of air pollution from north to south regions in
China.

listed on this curve. We define the similarity of a special point as a local similarity

and the entire special chain similarity as a global similarity. There are two types

of saliency similarities: positive and negative. In the final visualization, we only

show the information in a timestamp with higher global similarities. We use different

widths of the linking line, as shown in Figure 6.7, to indicate the time span.

For the block-based querying interaction, the main task is to visualize many

saliency regions with multiple features. Therefore, we designed Simbar as shown

in Figure 6.8 to visualize groups of feature similarities through multiple bars. Seven

bars indicate seven feature similarities between a saliency block and a selected saliency

block. The connection style of Simbar is similar to that of Simcurve.

6.5 Experiments and Discussion

The experiments are implemented on a MacBook Pro with an Intel Core i7 CPU and

16 GB RAM. The raw spatio-temporal data and saliency blocks are managed through

MongoDB, which is a structured storage database. We adopt D3 [21] to provide

interactions and visualize the query results. All saliency maps are visualized through

color mapping on the geographical map. The color mapping themes are shown in the
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(a) 3378 air quality monitoring stations in China and other countries.

(b) An air pollution saliency map on May 1st, 2016, in China.

Figure 6.10: A visualization example of the air pollution data.

right parts of Figure 6.10(b) and Figure 6.11(b).

6.5.1 Air Pollution (AP)

We found that the air pollution influences the lives of individuals. To help users query

the air pollution distribution, we apply our framework to a real air pollution (AP)

dataset, as shown in Figure 6.10. This dataset provides the air quality index (AQI),

such as PM2.5, in China. They were collected from aqicn.org over 32 days from April

12th, 2016, to May 13th, 2016. AQI data were monitored at 3378 monitoring stations.

Each record includes an AQI value and corresponding monitoring location. A high

AQI means a bad air quality. Thirty-two saliency maps were generated in advance

through kernel density estimation. SalQuery provides an interactive querying to find

the date with a similar AQI distribution on a geographical map compared the selected

day.

We switch the viewing date on April 28th and use brush-based querying interac-

tion to query the air pollution data from north to south regions in China, as shown in
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(a) 71831 photo locations on December 2012 in U.S.A.

(b) A photo location saliency on December 2012 in U.S.A.

Figure 6.11: A visualization example of the photo location data.

Figure 6.9. Nearly 20 regions (20 special points) have been automatically selected.

The Flowsal representation shown in Figure 6.9(a) shows the air pollution values in

20 regions in 25 days. The red curve indicates the input of the spatial chain on April

28th. From the Flowsal, we can find that the air quality becomes increasingly better

from north to south regions. The air quality of some regions, such as region 2 in

Figure 6.9, was varying in a very large range over 23 days. Moreover, the Simcurve

representation presented in Figure 6.9(b) shows the most similar air pollution distri-

bution over 25 days. Although the similarity of April 29th is equal to that of May

11th, their local similarities of special points are different. Most of the local similar-

ities on April 29th are negative, which means that the air pollution is less than the

selected date. By contrast, most of the local similarities on May 11th are positive,

which means the air pollution is more than the selected date.

Another querying task is based on saliency regions of air pollution. On the May

1st saliency map, we select five saliency regions through touching. The evolution

flow of the related saliency blocks is generated through the Flowblock representation,
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(a) The Simbar representation shows the most similar air pollution distribution dates and the related
feature similarities.

(b) The Flowblock representation shows the air pollution evolutions on five saliency regions.

Figure 6.12: Block-based querying of air pollutions on saliency regions in China.

as shown in Figure 6.12(b). Although the air quality of Ningxia (index is 3) on

May 1st is not good, there is less air pollution on other days. For the region of

Jiangsu (index is 4), the bad air quality occurrence is not continuous. The Simbar

visualization shown in Figure 6.12(a) is a supplement of Flowblock. Simbar of the

five regions show the most similar date and the similarities of seven features.

6.5.2 Flickr Photo (FP)

To further evaluate SalQuery, we applied it to a large-scale dataset called YFCC100m [130].

YFCC100m is an official dataset released by Yahoo! Flickr, which contains nearly

fifty millions geotagged photos. We filter the YFCC100m dataset and only use the

photos with locations in the U.S.A from Jan. 1st, 2007, to Feb. 28, 2014. Filtered

YFCC100m can be considered to be a large-scale spatio-temporal dataset. The total
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number of photo records that we used is 17 million. We aggregate the photo locations

in a month into a saliency map. Hence, we generated 86 saliency maps according to

the photo distributions among 86 months in the U.S.A. Figure 6.11 shows an example

of the photo distribution in a month, which includes 71831 photo locations.

Figure 6.13: Brush-based querying of the photo distribution along a coastline in the
western U.S.A.

It is easy to use SalQuery to query the photo distributions along coastlines or other

special sequences of regions. Figure 6.13 shows photo distributions of region 17

over 25 months. We can find that most of the dates have similar photo distributions.

Special distributions only occur on regions 13, 14 and 15, which are highlighted using

a red ellipse.

Because SOR omits fewer similarity dates, it can show longer period information

than FOR. As shown in the bottom of Figure 6.13, the dates with similar photo distri-

butions have been listed. If the saliency regions were selected, SalQuery can show the

evolution of them, as shown in Figure 6.14(a). We can find that the selected saliency

regions keep stable photo distributions over two years. Simbar in Figure 6.14(b)

overcomes the space limitation problem of FOR. We can observe time-line-based

similar results in the entire period of the data. Space limitation problem means the

maximum period of FOR is limited in a fixed value such as 25 because the screen

display is limited.
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(a) The Flowblock representation shows the photo distribution evolutions on three saliency regions.

(b) The Simbar representation shows the dates with the most similar photo distribution and the related
feature similarities.

Figure 6.14: Block-based querying of the photo distribution on saliency map in the
eastern U.S.A.

6.6 Performance

SalQuery can support an interactive ratio querying over the spatio-temporal data. We

evaluate the time cost of our brush-based querying method. We adopt different scales

of the special points to evaluate the performance, namely, 10, 20, 40, 80, 160 and 320.

The resolution of the querying space is 1240×620 on the display. The datasets

for measurement are AP and FP, which have been presented in Sec. 6.5. As shown

in Figure 6.15, the brush-based querying can be finished in a nearly interactive time.

Moreover, we can observe from Fig. 6.15 that when the count of special points is

increasing, the time-cost of brush-based querying is still stable. The dataset of FP is

large-scale, but the performance on it is similar to the dataset of AP. Therefore, we

can conclude that brush-based querying is suitable for a large-scale spatio-temporal

dataset.
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Figure 6.15: Performance of the brush-based querying.

6.7 Conclusion

We outlined a new framework with two interactions for interactively querying spatio-

temporal data. A semi-automatic extraction of density features was addressed to

aggregate the spatio-temporal data into saliency maps. Based on the saliency maps,

we introduced two querying interactions. We also designed a pair of representations

to visualize and explore the query results. Experimental results demonstrate that

SalQuery can offer an intuitive and effective query on large-scale spatio-temporal

datasets.
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CHAPTER 7

CONCLUSION

This chapter concludes the dissertation. In the first section, a brief summary of the

ideas and methodologies presented in the prior chapters are addressed. The limita-

tions of our methods are then presented. In the last section, we propose future work.

7.1 Summing Up

Large-scale streaming data commonly exists in various real applications. For exam-

ple, social network applications such as Twitter and Flickr receive numerous user

locations every second, and air quality monitoring systems generate a large amount

of air pollution data every hour. Visualizing the data structures and exploring the

potential patterns is a significant task for interpreting large-scale time-series data.

Various approaches have been presented to solve large-scale information visu-

alization problems. Visual clustering methods such as KDE and edge bundling are

frequently used to reduce the visual overlapping among high-density data. Timeline

techniques such as CloudLines and the Sankey flow diagram are proposed to solve

the visualization problems of streaming data. Although these approaches have been

applied to visualize data streams, there are still many critical challenges that must

be investigated and addressed. For example, the sudden change between two stream

frames is an unsolved problem; however, finding expected patterns in the data stream

requires a feasible morphing technique. To help users comprehend the data patterns,

we proposed a series of techniques for visualizing large-scale dynamic data through

streaming. A brief introduction of the stream-based information visualization prob-

lems and our motivation for solving these problems were presented in Chapter 1.
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Chapter 2 reviewed the prior research works on dynamic information visualiza-

tion, especially on the methodologies of large-scale visualization frameworks, visual

clustering, dynamic data representation, content-aware resizing, and visual querying.

It was found that few visualization frameworks directly support dynamic informa-

tion visualization. The stream processing frameworks such as Spark [163] do not

address streaming data from a visualization perspective. This section categorized the

visual clustering models into simplification, projection, bundling, and statistics. Var-

ious representation approaches of dynamic data were discussed in this chapter to find

the unresolved problems. Various representation approaches were categorized as the

interpolation method, variation feature tracking, and timeline visualization. Finally,

the content-aware resizing of information visualization and the visual querying of the

streaming data were discussed.

Chapter 3 presented a novel morphing framework, StreamMap, to smooth a pair

of stream frames. StreamMap is based on a kernel density estimation method and

a diffusion model. For the stream clustering, a similarity binning method and a su-

per kernel density estimation model were presented to adaptively cluster dynamic

high-density data. For the stream frame morphing, we proposed a robust morph-

ing model to implement smooth morphing among different streams. The morphing

model could also be used to represent the frame variation to find significant variation

patterns. StreamMap has been demonstrated on three large-scale time-series datasets

and evaluated using two quantifiable measurements.

Chapter 4 described a Module Graph approach to deal with large-graph data visu-

alization. Module Graph either reduces the number of visualizing nodes or maintains

the graph structure. By combining it with the idea of the super-graph, the SMG ap-

proach was presented to address the challenging issue of the streaming large-scale

graph visualization. The Module Graph approach has been applied to various large-

scale graph datasets and achieved positive results in either visual effectiveness or time

performance. In addition, it was demonstrated that Module Graph could be used to

represent spatial graph data with a simple modification of the module model.
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Chapter 5 outlined a content-aware resizing model to make the streaming data

visualization suitable for screen resolution variation via adaptive triangle implemen-

tation and energy optimization of the mesh deformation. We first introduced a multi-

layer resizing framework to deal with the re-targeting problem related to the normal

cases of information visualization, and we then presented a stream-aware approach to

resize the dynamic visualization content with major content preservation. The visual

effectiveness and time performance have been evaluated on various datasets.

Chapter 6 presented a visual querying method, SalQuery, for rapidly finding de-

sired patterns among time-varying spatial data. Querying streaming data is becom-

ing a dominant problem in big data analytics. We presented a new visual framework

that provides a more intuitive querying interaction for streaming data by combin-

ing visual selections on patterns with image processing techniques and two querying

interactions. Our experiments showed that this framework can provide an effective

interactions for querying the desired patterns from spatio-temporal data.

7.2 Limitations

Although we have demonstrated the effectiveness of the presented methods for stream-

ing data visualization, there are still some limitations.

First, StreamMap fails to address the following issues: (1) Although we adopted

an adaptive bandwidth selection KDE method (SKDE) to estimate the density of the

data, the accuracies of the density contour and peak still require improvement. In

addition, current SKDE method cannot deal with different forms of data using the

same parameters. Manual adjustment of the parameter for one frame in a dataset is

required. (2) The accuracy of the morphing operation requires further improvement,

particularly for handling a “moving” morphing pattern. (3) Current trend represen-

tations also suffer from over-plotting, which might affect the density pattern finding.

Potential improvements with more sophisticated representations might be achieved

through flow-visualization methods, such as OLIC [148] and IBFV [138]. (4) For
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data sets without a “flow” nature, such as web portal logins and urban noise, smooth

morphing works well; however, the trend representation will likely not present valid

states.

Second, the proposed Module Graph method has not dealt with special graph data

such as directed graphs, ego networks, fuzzy networks, and graphs with uncertainty.

For directed graphs, the traditional community detection method requires modifica-

tion to detect the high-accuracy communities. The graph pattern in an ego network

is less than that in a general network, so the pattern design and selection should be

further modified. The overlapping communities in a fuzzy network also hinder the

wide usage of Module Graph. A graph with uncertainty is challenging for both the

information visualization researcher and statistician; a combination of a graph visu-

alization and a statistical method is a potential solution. In addition, our presented

SMG approach is still at the beginning stage of the smooth dynamic graph visualiza-

tion because the result of the super-graph based community detection of each graph

frame is not highly accurate. An efficient community detection method in dynamic

social networks such as that of Nguyen et al. [100] presents a potential direction for

the SMG extension.

Third, since the content-aware resizing of the dynamic information visualization

is very challenging, the stream-aware resizing model has not been completely per-

formed and evaluated, especially when the layer number of the information visual-

ization is large. In addition, if the visualization does not have a clear multi-layer des-

ignation, automatically classifying features of visual representations is required. The

work of cartoon and texture decomposition [167] is a potential direction to abstract

the structure of multiple layers in information visualization. Furthermore, our pro-

posed saliency detection method is not of high accuracy, so a deep learning saliency

map [81] can be adopted to guide the mesh deformation to further reduce the distor-

tion.

Fourth, the current version of the visual querying approach has limitations in

addressing the different levels of detail of the streaming data because saliency maps
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at different levels of detail can exhibit high variations when using the current density

estimation methods. In addition, the brush-based interaction has a limitation in result

representation that the query result should be visualized on another panel. A new

visual design that displays the query result directly on the geographical map will be a

suitable solution. Bar diagrams and arrows can be visualized directly on the brushing

path to make the trend representation more intuitive.

7.3 Areas of Further Research

This dissertation proposes a number of methods to deal with the problems of stream

visualization. The current works of visual clustering, smooth morphing, resizing, and

visual querying can be further investigated and extended in a number of directions.

1. The extension of the usage area of the visual clustering method on stream-

ing data. Information visualization researchers have proposed many approaches to

visualizing edge clouds, e.g., edge bundling [53] and smooth time-varying graph vi-

sualization [58]. In the edge bundling method, adjacent edges are visualized as a

bundled group to reduce visual clutter. However, few methods have been presented

with the specific purpose of visualizing data in related research areas such as im-

age processing and computer vision. For example, the feature matching lines of two

videos require a dynamic visual clustering approach. A comprehensive solution for

visualizing video features and their corresponding pair matchings has not been in-

vestigated from an information visualization perspective. Therefore, we believe that

a new visualization system for understanding and exploring video feature matchings

to satisfy the requirements of domain researchers would be a breakthrough work.

2. The extension of the data class in the dynamic visualization system from single

to multiple. The current visual clustering methods, such as SKDE and Module Graph,

can be extended for dealing with multi-class streaming data. Multi-class dynamic

data exists in various real applications such as air pollution visualization systems and

Buckets [25]. Air pollution normally contains multiple pollutants such as PM2.5,
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PM10, NO2, and CO2. The web system of Buckets shows a multi-class dataset

related to the shooting indexes of NBA players. A visual analysis of the dynamic

multi-class data will make the related application more convincing. Certainly, multi-

class data visualization is still very challenging.

3. The extension of the smooth morphing model. The first potential significant

extension is based on the deep learning (DL) method. Compared with the tradi-

tional computer vision methods, such as optical flow, the DL method has a higher

morphing accuracy and a higher extension probability. For examples, Liao et al. [83]

shows various convincing examples to demonstrate the effectiveness of DL in content

transformation. Berthelot et al. [17] perform a smooth face morphing experiment to

demonstrate the effectiveness of Generative Adversarial Networks (GAN). The two

natures of the streaming data are similar to the training data of DL. The saliency map

of the stream frame is similar to the image and the long period frames are large-scale,

so it is possible to adopt the DL method to implement a better information morphing.

The second potential extension is applying the morphing model on dynamic network

data with uncertainty to visualize the network variation. Schulz et al. [120] visualized

the probability distributions of a large-scale graph and extended their work to a spa-

tial space. Since the relative distributions in the spatial space are fixed, it is possible

to apply a smooth morphing model on sequences of probability distribution frames

to visualize the graph variation. The third potential extension is proposing a coinci-

dent approach for three parts of StreamMap to speed up it for real-time processing

on large-scale datasets. The peak-based clustering method [112] is a candidate.

4. The improvement of the stream-aware resizing framework without mesh warp-

ing. Although the solution of the video resizing issue is mature, similar approaches

applying dynamic information visualization are still very challenging because the

data structure type is more abundant than the image. Even if the mesh-based resizing

model can reduce the content distortion rate while resizing, the layout deformation

still precludes effective pattern finding. A new approach without content deforma-

tion, such as the work of Photo Collage [168, 87], will be a potential direction for the
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improvement of the current content-aware visualization model. In addition, a learn-

ing based color mapping is a potential direction to retarget the content of the stream

visualization as shown in the work of Poco et al. [107].

5. The improvement of the visual querying approach with higher accuracy and

abundant interaction. In the future, a more flexible framework for querying different

levels of detail will be considered. Moreover, forecast-based visualization via deep

learning is a potential direction for the information visualization of streams. Wang

et al. [141] propose a deep learning method to predict the traffic speed. Similarly,

the stream data can be applied as a matrix and input into the deep learning network

to predict further stream frames. In addition, with the increasing popularity of ap-

plications based on CNNs [67], a visual analysis tool for exploring and explaining

convolutional stream features is expected to be beneficial to the deep learning and

data mining communities. The sketch-based querying interaction [32] is another di-

rection to improve SalQuery by converting the sketch from a one-dimensional space

to a two-dimensional space.
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