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Abstract

RSSI-Based Localization Algorithms in LoRa Networks

Localization (positioning) is a very important research topic that has been used in

many different applications. Many different wireless technologies such as Bluetooth

and ZeeBee have been studied for use in localization in indoor environments.

However, the most popular option for outdoor environments is satellite-based

localization technology, and Global Positioning System (GPS) is the most popular

satellite-based system. LoRa wireless technology has recently been proposed to

support M2M (Machine-to-Machine) and IoT (Internet of Things) applications. The

key features of LoRa are long range (up to 15 km), low power (five to six-year battery

lifetime) and low cost (low cost chipsets and networks). These key features support

LoRa technology in becoming an appropriate alternative (other than satellite-based

localization technology) for localization in outdoor environments. Based on this new

technology, we used Receiver Signal Strength Indicator (RSSI) to develop different

localization algorithms using LoRa technology. To the best of our knowledge,

• We are among the first working on localization using LoRa technology;

• We are the first to develop RSSI-based localization algorithms in LoRa networks,

and

• We are the first to handle blocking and multi-path (non-Gaussian noise) for

localization in LoRa networks.

Different RSSI-based localization algorithms have been proposed to handle blocking

and multi-path (non-Gaussian noise) in LoRa networks:

• RSSI-based LoRa Localization with K-mean Clustering (RLL-KC)



• RSSI-based LoRa Localization with Iterative Elimination (RLL-IE)

• RSSI-based LoRa Localization with Minimum MBRE (RLL-MM)

• RSSI-based LoRa Localization with Density-based Clustering (RLL-DC)

The first two algorithms are proposed to eliminate anchor node(s) that are highly

affected by noise and then process the localization by using the remaining anchor

nodes while the last two algorithms are proposed to select a set of anchor nodes that

are not highly affected by noise and then use them to process the localization.

The performance of all proposed localization algorithms was investigated through

simulations. We also developed real LoRa localization systems to investigate the

performance of the proposed algorithms. Based on these performance investigations,

we conclude that the performance of the proposed localization algorithms is much

better than a very popular traditional localization algorithm in terms of localization

error. Moreover, the performance of the proposed localization algorithms is similar

to GPS, the most popular outdoor localization algorithm on system. Finally, the

real LoRa localization systems show that the proposed localization algorithms work

properly in both outdoor and large-scale indoor environments.
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Chapter 1

INTRODUCTION

1.1 Definition of Localization

A localization (positioning) system is a system that provides the location (position)

information of an object. It is a very important research topic and it has been used in

many different applications such as navigation and tracking. Location information is

one of the key factors in analysing human behavior and this information becomes more

and more important in providing personalized services like banking and health-care.

1.2 Location Estimation Approaches

There are various location estimation approaches and the most popular ones are

angle of arrival (AOA), time of arrival (TOA), time difference of arrival (TDOA) and

received signal strength indicator (RSSI).

AOA is used to indicate the direction of the signal sources. The direction of the

signal sources can be obtained by measuring the phase difference between received

signals from two antennas. By knowing the direction of the signal sources in different

sets of antennas (antennas arrays), a triangle can be built up by using two of them

and the location of an object can be estimated by applying trigonometric formulas.

AOA is effective in localization but it suffers from some problems like multi-path and

non-uniform resolution. Moreover, each base station is required to have an equipment

upgrade [1].
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TOA (sometimes called time of flight (TOF)) is used to calculate the distance

between a sender and a receiver by measuring the signal transmission time. The

estimated position is the intersection of the three (or more) circles from the different

distances. However, this approach requires the time synchronization among senders

and receivers, which is very expensive [1–3].

TDOA is used to get the location by measuring the differences of the arrival

times in different receivers. The estimated position is the intersection of at least two

hyperbolas which requires three antennas. It is less expensive than TOA because

it requires time synchronization among receivers only but it is still expensive [1–3].

Moverover, the accuracy of the localization is highly depended on the accuracy of the

time difference.

RSSI is used to measure the strength of the received power signals. Then, based

on the physical principle of the relationship between the signal strength and the

distance between the sender and receiver, we can estimate the distances between the

sender and different receivers, and hence locate an object by getting the interesction

of the three (or more) circles from the different distances. It is low cost and easy

to implementation. Based on this finding, our research focused on RSSI-based

localization system [1,4–10].

1.3 Technologies Used in Localization

For indoor location information, Bluetooth, ZigBee and WiFi are the most

popular technologies used for localization [5, 11–18]. Bluetooth uses the Adaptive

Frequency Hopping (AFH) technique to split the frequency band into different

channels. Bluetooth Basic Rate / Enhanced Data Rate (BR/EDR) (which known as

traditional bluetooth) have 79 channels with 1-MHz spacing each. It operates in a

master/slave mode and one master can connect to at most seven active slave devices

at the same time. Bluetooth Low Energy (LE) has 40 channels with 2-MHz each.
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There is a unique broadcasting mode for Bluetooth LE to broadcast message to the

nearby peripheral without master/salve connection. This can allow a Bluetooth LE

device broadcast message to unlimited nearby peripheral. The specification of a

popular Bluetooth module can be found in Table 1.1.

ZigBee uses the Direct Sequence Spread Spectrum (DSSS) for communication.It

operates in three license free bands at 2.4 GHz, 915 MHz for North America and

868 MHz for Europe. The modulation technique is different in each band: Offset

Quadrature Phase Shift Keying (O-QPSK) for 2.4 GHz band and Binary Phase Shift

Keying (BPSK) for 915 and 868 MHz. The specification of a popular ZigBee module

can be found in Table 1.1.

WiFi makes use of radio waves for communication across a network. There are four

802.11 standards for WiFi technology. 802.11a uses Orthogonal Frequency-Division

Multiplexing (OFDM) to transmit data at 5 GHz and the maximum data rate is

54 Mbps. 802.11b and 802.11g operate, at 2.4 GHz but the data rate of 802.11g

(54 Mbps) is much higher than 802.11b (11 Mbps). The data rate of 802.11n is the

highest (140 Mbps) and it operates at 5 GHz. The specification of a popular WiFi

module can also be found in Table 1.1.

Table 1.1: The specification comparison of different technologies uses for indoor
localization.

Bluetooth ZigBee WiFi
Manufacturer Texas Instruments Texas Instruments STMicroelectronic

Module CC2541 CC2531 SPWF01SA
Sensitivity -90 dBm -97 dBm -95 dBm
Rx Power 17.9 mA 24 mA 105 mA
Tx Power 18.2 mA@0dBm 29 mA@1dBm 243 mA@10dBm

Max. Output Power 0dBm +4.5dBm +18.3dBm

From the above table, it is easy to find that all the above technologies cannot be

used for outdoor localization because their coverage areas are small (5 to 20 meters).
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For outdoor location information, cellular positioning and satellite-based positioning

are the options. Cellular positioning was a very active research area before. It is

assumed that a user should be connected to a network via the nearest base station.

Thus the accuracy of the localization depends on the known range of its base station

which may be a few hundred meters in ubran areas and serveral kilometers in rural

areas. This accuracy is not acceptable in localization and therefore satellite-based

positioning is more popular [19,20]. In satellite-based positioning, a global navigation

satellite system provides location information to receivers. Among all satellite-based

positioning, GPS (Global Positioning System) is the most popular because of its low

cost relative to other navigation systems; it almost covers 100% of the earth and it is

regularly updated. However, it cannot be used in indoor environments and its power

consumption is high. The specification of a cellular positioning system and GPS can

be found in Table 1.2. Based on this finding, we propose an alternative technology to

do the localization for outdoor environments.

Table 1.2: The specification comparison of different technologies uses for outdoor
localization.

NB-IoT GPS
Manufacturer uBlox uBlox

Module SARA-N2 NEO-6m
Sensitivity -135 dBm -161 dBm
Rx Power 46 mA 39 mA
Tx Power 220 mA@23dBm -

1.4 LoRa Technology

LoRa is one of the most important technologies used in Low-Power Wide-Area

Network (LPWAN) to support M2M (Machine-to-Machine) and IoT (Internet of

Things) applications. It uses the unlicensed spectrum (less than 1 GHz) with chirp
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spread spectrum modulation to provide signal detection. The key features of LoRa

are long range (up to 15 km), low power (five to six year battery lifetime) and

low cost (low cost chipsets and networks). The detailed configuration for LoRa

technology can be found in Table 1.3. These key features support LoRa technology

as an appropriate alternative (other than satellite-based localization technology) for

localization in outdoor environments. The detail information about LoRa Technology

can be found in [2, 21–23].

Table 1.3: Configuration for LoRa.

Carrier frequency 437.5MHz (Channel 15)
Signal Bandwidth 125kHz

Output power +20dBm
Antenna Gain +2.15dBi

1.5 Previous Work

Since LoRa is a new technology and there are not many researchers working on

using it for localization. Through detailed searching of the Internet, [2] is the only

paper that works on localization using LoRa. It uses TDOA as the location estimation

approach and carries out some real experiments in rural areas. The coverage area is

a four-sided polygon around 2 to 3 km. The localization error in such experiments

is over 1 km in some cases which is not very satisfactory performance in localization.

Even in some cases the localization error is reduced to around 100 m, the number of

packets transmitted for the localization is more than 10,000 and the total processing

time is too long so that the localization procedure cannot be used in “real-time” [2,24].

One of the most important issues in LoRa localization is how to handle non-

Gaussian noise like blocking and multi-path. In GPS, the blocking problem cannot

be solved (thus it cannot be used for indoor environments) and the multi-path problem
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can be partially solved only. In this thesis, we tackle these two problems effectively

by using some mathematical models and clustering techniques.

1.6 Clustering Techniques

As mentioned before, our proposed algorithms will use K-mean clustering and

dense clustering. This section describes the basic principle of these two clustering

techniques.

In K-mean clustering [17], a set of data points (or vectors) (a1, a2, ..., an) is given

and they will be clustered into K sets S = {S1, S2, ..., SK} to minimize the following

objective function:

argmin
a

K∑
k=1

∑
x∈Sk

‖a− µk‖2 (1.1)

where µk is the centroid in Sk. The clustering algorithm is usually processed by using

iterative procedures. At the beginning, an initial set of K centroids is randomly

assigned. Then, each data point is assigned to a cluster which is nearest to its centroid.

After that, the centroid of each cluster is updated based on the data points inside,

i.e.,

µk =
1

|Sk|
∑
a∈Sk

a. (1.2)

These two steps will be repeatedly executed until the objective function in

Equation (1.1) cannot be further reduced.

Dense clustering, which is used to identify dense regions (clusters) in the data

space separated by low-density regions [25, 26], requires two important parameters:

ε and minPts. A sample point is said to be a neighbor of another sample point if

the distance between these two points is less than ε. A point is a core point if it has

more than minPts neighbors. Moreover, a point is a border point if it has less than

minPts neighbors. Finally, if a point is neither a core nor a border point, it is a noise

point. In dense clustering, each sample point is classified as a core, border or noise
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point. If it is a core point and it is not assigned to a cluster, we create a new cluster.

Then we recursively find all its density connected points and assign them to the same

cluster as the core point. If some points do not be assigned to any cluster, they are

treated as a noise point.

1.7 Conclusions and Organization of the Thesis

In this chapter, we defined localization and discussed its importance in different

applications. We briefly described different location estimation approaches such as

AOA and RSSI. We also briefly described different technologies used in localization

such as Bluetooth and GPS. After that, we introduced LoRa technology and previous

work about localization in LoRa networks. Finally, we briefly described some

clustering techniques that will be used in our proposed algorithms.

In the rest of this thesis, it is organized as follows:

Chapter 2 presents the problem formulation of a localization algorithm in LoRa

networks. It first describes the system model of our research interest. Then it

shows the performance measures of the system model. After that, it presents

the optimization model of a localization algorithm. Finally, a well-known linear

optimization model is shown (along with its limitations).

Chapter 3 shows our proposed RSSI-based localization algorithms. At the

beginning, a new approach is described to identify whether the estimated location of

a target node is good or not. Then, by making use of this new approach, four new

proposed localization algorithms are presented in detail.

Chapter 4 presents the performance investigation of our proposed localization

algorithms. We first compare the performance of our algorithms with the well

known linear optimization model and GPS through some simulation results. Then

we investigate the effect of different parameters on the performance of different

algorithms. Finally, the performance comparisons in some real experiments including
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outdoor and large-scale indoor environments are described.

Chapter 5 gives a brief conclusion for all our contributions and summarizes the

directions for the future works.
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Chapter 2

PROBLEM FORMULATION

Section 2.1 of this chapter defines the system model of our research interest.

Section 2.2 describes the performance measures in localization algorithms, and

Section 2.3 shows the localization optimization model. Section 2.4 describes the

well-known linear optimization model called Linear Least-Squares (LLS) used in

localization. Its limitations will also be discussed here.

2.1 System Model

A two-dimensional network is used to represent a scenario for localization. A

location in the two-dimensional network is defined as a point p = (x, y) where x

and y are the x and y-coordinates of the point p respectively. A network has two

kinds of nodes. One kind of nodes are target nodes. They are the nodes that we

would like to estimate their locations. There may be more than one target node for

localization. For simplicity, in our research, we estimated the location of one target

node only, i.e., pt = (xt, yt). Note that, with a sophisticated communication protocol,

our proposed localization algorithms can estimate more than one target node at a

time. Furthermore, the target node sends signals to other nodes for localization. The

other kind of nodes are anchor nodes. They are the receivers to receive signals from

the target node. In this system model, we define Γ as the set of anchor nodes such

that Γ = {p(Γ)
1 , p

(Γ)
2 , . . . , p

(Γ)
N(Γ)} where p

(Γ)
n = (x

(Γ)
n , y

(Γ)
n ) is the nth anchor node in Γ

and N(Γ) is the total number of anchor nodes in Γ. In our research, Received Signal

Strength Indicator (RSSI) is a measurement of the power received by an anchor node.
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It is used to estimate the distance between the target node and an anchor node. The

estimation is based on the free space propagation model [1, 11,27]:

PR = PTGTGR

(
λ

4πd

)2

, (2.1)

where PR is the received power in mW, PT is the transmitted power in mW, GT is

the antenna gain for the sender, GR is the antenna gain for the receiver, λ is the

wavelength of the carrier and d is the distance between the sender and the receiver.

Let P0 and d0 be the reference received power and distance respectively, then we have

P0 = PTGTGR

(
λ

4πd0

)2

. (2.2)

From Equation (2.1) and (2.2), we have

PR

P0

=

(
d0

d

)2

. (2.3)

Equation (2.3) can be represented by RSSI, i.e.,

Z = Z0 − 20 log10

(
d

d0

)
, (2.4)

where Z is the RSSI value measured by the receiver (Z = 10 log10

(
PR

1mW

)
) and Z0 is

the reference RSSI value measured at the reference distance d0 (Z0 = 10 log10

(
P0

1mW

)
).

In this system model for localization, we define Z̃(p1, p2) and d(p1, p2) as the measured

RSSI value and the distance between two points p1 and p2 respectively. Moreover, in

real measurement, the reference RSSI value is measured for one meter, i.e., d0 = 1m

and Z0 = Z̃0. Furthermore, the constant 20 in Equation (2.4) should be replaced

by 10α̃ where α̃ is the measured path loss exponent to represent path loss in such

environments. Usually α̃ should be between 2 and 5, and it is equal to 2 in free space.

Finally, the noise ω should be considered in the real measurement and usually ω is
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represented by a zero-mean Gaussian random variable. Thus, we now have

Z̃(p1, p2) = Z̃0 − 10α̃ log10 d(p1, p2) + ω, (2.5)

where

d(p1, p2) =
√

(x1 − x2)2 + (y1 − y2)2, (2.6)

p1 = (x1, y1) and p2 = (x2, y2). In localization, we define Z̃(Γ) as a set of all measured

RSSI values from the target node to each anchor node in Γ with the reference measured

RSSI values and the measured path loss exponent, i.e.,

Z̃(Γ) =
{
Z̃(pt, p

(Γ)
1 ), Z̃(pt, p

(Γ)
2 ), . . . , Z̃(pt, p

(Γ)
N(Γ)), Z̃0, α̃

}
. (2.7)

2.2 Performance Measures

This subsection introduces the parameters used to measure the performance of a

localization algorithm. The most important performance measure in localization is

called Localization Error (LE). LE is defined as the distance between the estimated

location and the actual location of the target node (units in meters). When LE

of a localization algorithm is small, the performance (accuracy) of the algorithm

is good, and vice versa. Additionally, since Linear Least-Squares (LLS) position

estimation model is the most popular model for localization (it will be described

later in this chapter), we will compare the performance of our proposed localization

algorithms with LLS in terms of LE. To show the performance comparison with LLS

more effectively, we introduce a performance measure called Localization Error Ratio

(LER). LER is defined as the ratio of the LE of a proposed localization algorithm to

that of LLS. If the LER of a proposed localization algorithm is large, it means its

performance is much better than LLS in terms of LE, and vice versa.

Another important performance measure in localization is computational
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complexity. It is an important factor in determining whether we can get the

location in real-time or not. Moreover, a localization algorithm usually takes more

computation time for calculation to get a better estimation in localization. Later,

in the Performance Investigation (Chapter 4), we will show the computational

complexity of all proposed localization algorithms is still low so that they can be used

in real-time applications. Thus we will focus on LE only in the problem formulation.

Based on the above observation, we propose to use the following two performance

measures to investigate the performance of a localization algorithm:

• Localization Error (LE): The LE of a localization algorithm X is defined as,

LE(X,Γ, Z̃(Γ)) = d
(
pt, p̂

(X,Γ,Z̃(Γ))
t

)
(2.8)

where p̂
(X,Γ,Z̃(Γ))
t is the estimated location of the target node by using the

localization algorithm X in a set of anchor nodes Γ with its measured RSSI

values Z̃(Γ), i.e.,

p̂
(X,Γ,Z̃(Γ))
t = X(Γ, Z̃(Γ)). (2.9)

Note that the localization error is a positive floating point number.

• Localization Error Ratio(LER): The ratio of the LE of a localization algorithm

X to LLS is defined as,

LER(X,Γ, Z̃(Γ)) =
LE(LLS,Γ, Z̃(Γ))

LE(X,Γ, Z̃(Γ))
. (2.10)

• Normalized Computation Complexity (NCC): For ease of comparison, we

normalize the computational complexity by LLS in localization. This case will

be described in the Performance Investigation (Chapter 4).
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2.3 Optimization Model

Figure 2.1: Block diagram of localization using three anchor nodes.

Fig. 2.1 shows the block diagram for real measurement localization by using three

anchor nodes and the optimization model for localization is formulated as follows:

Given a set of anchor nodes Γ with their locations, and a set of measured RSSI

values of all anchor nodes in Γ with the measured reference RSSI values and the

measured path loss exponent (i.e., Z̃(Γ)),

Find the optimal localization algorithm X∗ that minimizes the localization error,

LE(X∗,Γ, Z̃(Γ)) = min
X

LE(X,Γ, Z̃(Γ)). (2.11)

Three points need to be clarified. (1) Localization is dynamic but not static, meaning

a localization algorithm can locate the target node even if it is moving and the

estimation can be updated from time to time. Although the measured RSSI value
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of a moving object may be different to that of a fixed object, the overall localization

procedure should still be valid for an moving object. (2) The next subsection describes

a mathematical localization model. The mathematical model includes the calculation

to inverse a matrix. If all anchor nodes lie on the same straight line, the determinant

of the matrix will become zero and thus there will be no solution to get the inverse of

the matrix. Therefore, all anchor nodes must not be located on the same straight line.

(3) In real measurement, some errors (e.g., random noise, blocking and multi-path)

may exist and thus some measured RSSI values may be wrong due to the above errors.

This situation cannot be avoided; thus, this possibility should not be excluded in the

optimizations. It means we expect that the optimal localization algorithm should

take care of this situation but still can minimize the localization error.

2.4 Linear Least-Squares (LLS) Position Estimation Model for

Localization and its Limitations

The Linear Least-Squares (LLS) position estimation model is the most popular

model for localization [1, 4, 28] because it provides a close-form solution and its

computational complexity is low.

From Equation (2.5), we have

Z̃(pt, p
(Γ)
n ) = Z̃0 − 10α̃ log10 d(pt, p

(Γ)
n ) + ω, (2.12)

where

d(pt, p
(Γ)
n ) =

√
(xt − x(Γ)

n )2 + (yt − y(Γ)
n )2, (2.13)

and n = 1, 2, ..., N(Γ).

For simplicity, the random noise ω is neglected and we assume that it is a noiseless
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environment. By combining these two equations, we have

− 2xtx
(Γ)
n − 2yty

(Γ)
n + (x2

t + y2
t ) = 10

2
10α̃

[
Z̃0−Z̃(pt,p

(Γ)
n )

]
−
[(
x(Γ)
n

)2
+
(
y(Γ)
n

)2
]
, (2.14)

for n = 1, 2, ..., N(Γ). In a vector form, we have

Aθ = b (2.15)

where

A =


−2x

(Γ)
1 −2y

(Γ)
1 1

−2x
(Γ)
2 −2y

(Γ)
2 1

...
...

...

−2x
(Γ)
N(Γ) −2y

(Γ)
N(Γ) 1

 , (2.16)

θ =


xt

yt

x2
t + y2

t

 (2.17)

and

b =



10
2

10α̃

[
Z̃0−Z̃(pt,p

(Γ)
1 )

]
−
[(
x

(Γ)
1

)2

+
(
y

(Γ)
1

)2
]

10
2

10α̃

[
Z̃0−Z̃(pt,p

(Γ)
2 )

]
−
[(
x

(Γ)
2

)2

+
(
y

(Γ)
2

)2
]

...

10
2

10α̃

[
Z̃0−Z̃(pt,p

(Γ)
N(Γ)

)
]
−
[(
x

(Γ)
N(Γ)

)2

+
(
y

(Γ)
N(Γ)

)2
]


. (2.18)

By applying Linear Least-Squares (LLS) method [29], we have

θ̂ = A†b (2.19)
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where

θ̂ =


x̂t

ŷt

(x̂t)
2 + (ŷt)

2

 (2.20)

and

A† =
(
ATA

)−1
AT. (2.21)

Note that p̂
(LLS,Γ,Z̃(Γ))
t = (x̂t, ŷt) where p̂

(LLS,Γ,Z̃(Γ))
t is the estimated location of the

target node by using LLS with Γ and Z̃(Γ). To make it short, we formulate the whole

process as below:

p̂
(LLS,Γ,Z̃(Γ))
t = LLS

(
Γ, Z̃(Γ)

)
. (2.22)

Although the LLS method was developed to estimate the location of the target

node in noiseless environments, it can also handle estimation in a noisy environment

if it is not too noisy (e.g., Gaussian noise only). In noiseless environments, the

solution obtained from Equation (2.22) can satisfy all equations in Equation (2.12),

i.e., p̂
(LLS,Γ,Z̃(Γ))
t is exactly equal to pt. However, in noisy environments, the noise

affects the measurement and the measured RSSI values cannot be exactly equal to

the expected values. Therefore, there is no single solution which can exactly satisfy all

equations in Equation (2.12) but LLS can give the best estimation, i.e., p̂
(LLS,Γ,Z̃(Γ))
t

can minimize the differences in Equation (2.12). Therefore, LLS can still be applied

to get the best estimation in real measurement.

However, if the environment is too noisy (e.g., non-Gaussian noise like blocking

and multi-path) such that the measured RSSI value(s) of one or more anchor node(s)

is/are far away from the expected value(s), the LLS solution will be not close enough

to the real location of the target node. Consider the following example: there are four

anchor nodes and their locations are p1 = (0, 0), p2 = (0, 100), p3 = (100, 100) and

p4 = (100, 0) (units in meter). The location of the target node is pt = (35, 60).

Given that α̃ and Z̃0 are 2.5 and -25 dB respectively, the mean measured RSSI
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readings from these four anchor nodes are -71.04 dB, -68.14 dB, -72.07 dB and -

73.67 dB respectively. Based on this setting, LLS gives the estimated location as

p̂
(LLS,Γ,Z̃(Γ))
t = (39.45, 58.49), which is quite close to the actual location (localization

error = 4.70 m). However, if p4 is affected by the noise and the measured RSSI reading

is -82.63 dB but not -73.67 dB, the estimated location becomes (46.30, 144.24), which

is very far away from the actual location (localization error = 117.08 m). If p4 can be

identified as being strongly affected by the noise and it is removed from the localization

(i.e., it means we use p1, p2 and p3 only to estimate the location of the target node),

the estimated location becomes (27.69, 70.26) and this estimation is still acceptable

good (localization error = 12.59 m). This example shows that, if the environment is

too noisy, LLS is not good enough and a better solution can be obtained if some anchor

nodes that are strongly affected by the noise can be removed during localization, or

some anchor nodes that are not strongly affected by the noise can be identified to

process the localization. Based on this observation, in this thesis, we propose two

new algorithms for the elimination of some anchor nodes during localization and two

new algorithms for selecting some anchor nodes to process localization.

2.5 Conclusions

In this chapter, we presented the system model and the problem measures for this

model. Then we formulated the optimization model. Finally, we briefly described the

LLS position estimation model for localization and discussed its limitations.
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Chapter 3

RSSI-BASED LORA LOCALIZATION ALGORITHMS

In this chapter, we propose four new RSSI-based LoRa Localization algorithms

to (a) eliminate some anchor nodes that are strongly affected by the noise or (b)

select some anchor nodes which are not strongly affected by the noise for localization

purposes. For simplicity, we declare an anchor node is “good” if the effect of the noise

on the measured RSSI value from the target node to this node is small. Conversely,

an anchor node is “bad” if the effect is strong. To identify whether an anchor node

is “good” or “bad”, we use the concept of Backward RSSI Error (BRE), which will

be described in Section 3.1. The four new algorithms will be described afterwards in

Section 3.2 to 3.5.

3.1 Backward RSSI Error (BRE)

The advantage of using the LLS approach is that it fully utilizes all information

in the measurement (the path loss exponent, the reference measured RSSI value, the

location of anchor nodes and their corresponding measured RSSI values) and derives

the optimal solution from it. However, it may receive some wrong information from

“bad” anchor nodes and thus may sometimes obtain a solution far away to the optimal

one. Thus, we propose using a heuristic approach to identify the “good” and “bad”

anchor nodes. Consider Z(p̂t, pn) as the calculated RSSI value between the estimated

location of the target node p̂t and the anchor node pn, i.e.,

Z(p̂t, pn) = Z̃0 − 10α̃ log10 d(p̂t, pn). (3.1)
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Additionally, Z̃(pt, pn) as the measured RSSI value between the actual location

of the target node pt and the anchor node pn. Then we define Backward RSSI

Error (BRE) of the estimated target node p̂t and the anchor node pn as the absolute

difference between these two values i.e.,

BRE(p̂t, pn) =
∣∣∣Z(p̂t, pn)− Z̃(pt, pn)

∣∣∣ . (3.2)

Obviously, if p̂t is close to pt, BRE(p̂t, pn) is close to zero. Thus, heuristically, if p̂t

is not too far away from pt, BRE(p̂t, pn) can show how close they are. Fig. 3.1

shows the relationship between pt, p̂t, pn and p̂t′ (its location is far away from

pt but Z(p̂t′ , pn) ∼ Z̃(pt, pn)). For p̂t, since it is quite close to pt, the value of

BRE(p̂t, pn) is highly related to the error of the estimation. However, for p̂t′ , the

value of BRE(p̂t′ , pn) is meaningless (even it is equal to zero) because p̂t′ and pt are

far away from each other.

Figure 3.1: The BRE values of different estimated target nodes.

Based on the above heuristic, we propose using Mean BRE (MBRE) to

heuristically evaluate the accuracy of the estimated location of the target node p̂t

by using a set of anchor nodes Γ and their measured RSSI values Z̃(Γ). We define

MBRE(p̂t,Γ, Z̃(Γ)) as the MBRE of the estimated location of the target node p̂t in
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Γ with Z̃(Γ), i.e.,

MBRE(p̂t,Γ, Z̃(Γ)) =
1

N(Γ)

∑
n

BRE(p̂t, p
(Γ)
n ). (3.3)

Let p̂
(X)
t and p̂

(Y )
t be the estimated locations of the target node by using two different

approaches X and Y respectively. If MBRE(p̂
(X)
t ,Γ, Z̃(Γ)) < MBRE(p̂

(Y )
t ,Γ, Z̃(Γ)),

it means the approach X gives a better estimation of the target node than the

approach Y based on the information provided by Γ and Z̃(Γ). MBRE is a good

heuristic because the MBRE of an estimated location will be small only when the

estimated location is not far away from the actual location; otherwise, at least

one anchor node will give a large value for its BRE and thus the overall MBRE

will also be large. Note that MBRE is still a heuristic because, occasionally, when

MBRE(p̂
(X)
t ,Γ, Z̃(Γ)) is close to zero, p̂

(X)
t may not be very close to pt. It happens

when the measurement error in Z̃(pt, p
(Γ)
n ) is compensated by the error in Z(p̂

(X)
t , p

(Γ)
n )

(some parameters used in Equation (3.1) are based on the measurement).

3.2 RSSI-based LoRa Localization with K-mean Clustering (RLL-KC)

In this subsection, we propose a new LoRa localization algorithm called RSSI-

based LoRa Localization with K-mean Clustering (RLL-KC). It uses K-mean

clustering to eliminate a “bad” anchor node and process the localization by using the

remaining of anchor nodes. K-mean clustering is an unsupervised learning to group

sample points (that are estimated locations of the target nodes in this research)

into different clusters [17]. It works iteratively to assign each sample point into K

clusters. At the beginning in this algorithm, we generate M estimated locations of

the target nodes by using LLS in M different sets of anchor nodes. Then, through

K-mean clustering, we group them into K clusters and locate the best cluster by

using MBRE. After that, we check the number of occurrences of each anchor node
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in all clusters except the best cluster (we call them “other clusters” elsewhere in the

thesis). We believe that the measured RSSI values of some anchor nodes are affected

by the noise and they should be found in “other clusters”. Furthermore, the number

of occurrences of an anchor node in “other clusters” should be related to how much

it is affected by the noise and we claim that an anchor node can be declared to be

“bad” if it has the largest number of occurrences. Finally, the “bad” anchor node is

removed from the set of anchor nodes and LLS is processed again to estimate the

target node. Through this procedure, the accuracy of the localization is expected to

be improved because the effect of the noise is reduced significantly. The description

of the algorithm is shown below:

• Step 1: Estimate M locations of the target node by using M different sets of

anchor nodes. Later we will use such locations to identify the “bad” anchor

node. We define AN and ANm as a set of all anchor nodes and a subset of

anchor nodes, respectively, such that

AN =
{
p

(AN)
1 , p

(AN)
2 , . . . , p

(AN)
N(AN)

}
, (3.4)

and

ANm =
{
p

(ANm)
1 , p

(ANm)
2 , . . . , p

(ANm)
R

}
, (3.5)

where N(ANm) = R (R is a constant for all m and R ≥ 3), ANm ⊂ AN for

all m and
⋃

m ANm = AN for m = 1, 2, . . . ,M . Thus, we have

p̂
(LLS,ANm,Z̃(ANm))
t = LLS

(
ANm, Z̃(ANm)

)
, (3.6)

and

P̂
(M)
t =

{
p̂

(LLS,ANm,Z̃(ANm))
t

}
(3.7)

for m = 1, 2, . . . ,M .
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• Step 2: Use K-mean clustering to group M locations into K(KC) clusters and

find the centroid of each cluster. We define C(KC) as a set of all clusters such

that

C(KC) =
{

C
(KC)
1 ,C

(KC)
2 , . . . ,C

(KC)

K(KC)

}
= KC

(
P̂

(M)
t

)
(3.8)

where C
(KC)
k is a set of p̂

(LLS,ANm,Z̃(ANm))
t generated by K-mean clustering

method (i.e., KC) for k = 1, 2, . . . , K(KC). Note that C
(KC)
k ⊂ P̂

(M)
t ,⋃

k C
(KC)
k = P̂

(M)
t and C

(KC)
j ∩C

(KC)
k = φ if j 6= k. Thus, we have

p(KC,k)
c = E

(
C

(KC)
k

)
(3.9)

where E is the expected mean and p
(KC,k)
c is the centroid of the kth cluster. It is

expected that the centroid of a cluster represents the cluster and its MBRE is

strongly related to the effect of the noise on the anchor nodes in such a cluster.

• Step 3: Find the best cluster by examining the MBRE of the center of each

cluster and locate the “bad” anchor node by checking the number of occurrences

of all anchor nodes in “other clusters”. We define that a cluster is the best if

its center has the smallest MBRE among all centers, i.e.,

p(KC,k∗)
c = min

k
MBRE

(
p(KC,k)
c ,AN, Z̃(AN)

)
. (3.10)

We assume that there is/are no “bad” anchor node(s) in the best cluster or the

number of occurrences of “bad” anchor nodes in this cluster is small. Thus,

the number of occurrences of “bad” anchor nodes in “other clusters” should be

larger. We define

O(pn) =
∑
k 6=k∗

O(k)(pn) (3.11)

where O(k)(pn) is the number of occurrences of the nth anchor node in the kth

cluster. We find an anchor node with the largest number of occurrences in
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“other clusters” and we claim that anchor node is the “bad” anchor node, i.e.,

O(pn∗) = max
n

O(pn) (3.12)

• Step 4: Estimate the location of the target node again but this time the “bad”

anchor node pn∗ is removed from the set of all anchor nodes, i.e.,

p̂
(KC,AN,Z̃(AN))
t = p̂

(LLS,AN∗,Z̃(AN∗))
t = LLS

(
AN∗, Z̃(AN∗)

)
(3.13)

where AN∗ = AN \ {pn∗}.

3.3 RSSI-based LoRa Localization with Iterative Elimination (RLL-IE)

In this subsection, we propose another LoRa localization algorithm called RSSI-

based LoRa localization with Iterative Elimination (RLL-IE) to eliminate more “bad”

anchor nodes by using RLL-KC iteratively. In RLL-KC, only one “bad” anchor node

is eliminated to improve the accuracy of the estimation. However, if there is more

than one “bad” anchor node, RLL-KC is not good enough to eliminate all of them.

To address this issue, RLL-IE applies RLL-KC iteratively to eliminate “bad” anchor

nodes until no more anchor nodes can be removed and thus this algorithm is good if

the effect of the noise is high for many anchor nodes. The description of RLL-IE is

shown below:

• Step 1: Process RLL-KC iteratively to get the new set of anchor nodes and

get the new estimated location of the target node until the number of anchor

nodes in each subset is three, i.e.,

(
p̂

(KC,AN[i+1],Z̃(AN[i+1]))
t ,AN[i + 1]

)
= RLL-KC

(
AN[i], Z̃(AN[i])

)
, (3.14)



24

where AN[i + 1] = AN[i] \ {pn∗} and AN[0] = AN. Note that R in AN[i]

is R[i]. Moreover, R[i + 1] = R[i] − 1. The setting of R[0] will be discussed

later in the Performance Investigation (Chapter 4). The above iteration will be

repeated until i = R[0]− j (it means R[i] = j) where 3 ≤ j ≤ N(Γ)− 1.

• Step 2: Select the best estimated location of the target node among all p̂
(AN[i])
t

by using MBRE, i.e.,

p̂
(KC,AN[i∗],Z̃(AN[i∗]))
t = min

i
MBRE

(
p̂

(KC,AN[i],Z̃(AN[i]))
t ,AN, Z̃(AN)

)
(3.15)

and

p̂
(IE,AN,Z̃(AN))
t = p̂

(KC,AN[i∗],Z̃(AN[i∗]))
t . (3.16)

3.4 RSSI-based LoRa Localization with Minimum MBRE (RLL-MM)

In this subsection, we propose a new LoRa localization algorithm called RSSI-

based LoRa localization with Minimum MBRE (RLL-MM) to select the best set of

anchor nodes based on MBRE. The idea is simple: we get M locations of the target

node by using M different sets of anchor nodes and use MBRE to find the best among

all of them.

• Step 1: Estimate M locations of the target node by using M different sets of

anchor nodes (Same as Step 1 in RLL-KC). Thus we have

p̂
(LLS,ANm,Z̃(ANm))
t = LLS

(
ANm, Z̃(ANm)

)
, (3.17)

and

P̂
(M)
t =

{
p̂

(LLS,ANm,Z̃(ANm))
t

}
(3.18)

for m = 1, 2, . . . ,M .
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• Step 2: Use MBRE to find the best among them, i.e.,

p̂
(LLS,ANm∗ ,Z̃(ANm∗ ))
t = min

m
MBRE

(
p̂

(LLS,ANm,Z̃(ANm))
t ,AN, Z̃(AN)

)
(3.19)

and

p̂
(MM,AN,Z̃(AN))
t = p̂

(LLS,ANm∗ ,Z̃(ANm∗ ))
t . (3.20)

3.5 RSSI-based LoRa Localization with Density-based Clustering

(RLL-DC)

In this subsection, we propose a new LoRa localization algorithm by using Density-

based spatial clustering of applications with noise (DBSCAN) to identify “good”

anchor nodes and process the localization using them. DBSCAN groups sample points

into different clusters such that clusters are dense regions in the data space separated

by low-density regions [25, 26]. Moreover, some outliers will be excluded from the

dense regions and they will not be clustered, which is different to what we have in

K-mean clustering. We assume that, in localization, the estimated locations of the

target nodes (by using “good” anchor nodes) should be similar and they should be

grouped into a cluster by using density-based clustering. Furthermore, we assume

that the number of occurrences of an anchor nodes in such a cluster indicates how

“good” an anchor node is. It means that the number of occurrences of an anchor

node is found in the cluster, the greater possibility that the anchor node is “good”.

Based on this heuristic, we select the best three anchor nodes from each cluster by

examining their number of occurrences, and then use them to estimate the location

of the target node. Finally, we use MBRE to get the best estimation among all of

them. This algorithm is good if the effect of the noise is strong for many anchor nodes

and it is difficult to identify “good” anchor nodes. The description of the algorithm

is shown below:
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• Step 1: Estimate M locations of the target node by using M different sets of

anchor nodes (Same as Step 1 in RLL-KC). Thus we have

p̂
(LLS,ANm,Z̃(ANm))
t = LLS

(
ANm, Z̃(ANm)

)
, (3.21)

and

P̂
(M)
t =

{
p̂

(LLS,ANm,Z̃(ANm))
t

}
(3.22)

for m = 1, 2, . . . ,M .

• Step 2: Use density-based clustering to group M locations into K(DC) clusters.

We define C(DC) as a set of all clusters such that

C(DC) =
{

C
(DC)
1 ,C

(DC)
2 , . . . ,C

(DC)

K(DC)

}
= DC

(
P̂

(M)
t

)
(3.23)

where C
(DC)
k is a set of p̂

(LLS,ANm,Z̃(ANm))
t generated by density-based clustering

method (i.e., DC) for k = 1, 2, . . . , K(DC). Note that C
(DC)
k ⊂ P̂

(M)
t ,⋃

k C
(DC)
k = P̂

(M)
t and C

(DC)
k ∩C

(DC)
j = φ if j 6= k.

• Step 3: Select the best three anchor nodes by examining the number of

occurrences, i.e.,

AN
(DC)
k =

{
p

(DC,k)
1 , p

(DC,k)
2 , p

(DC,k)
3

}
(3.24)

such that

O(k)(pi) ≥ O(k)(pj) (3.25)

where pi ∈ AN
(DC)
k and pj ∈ C(DC) \AN

(DC)
k .
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• Step 4: Estimate the locations of the target node by using the best three anchor

nodes in each cluster and select the best one by using MBRE, i.e.,

p̂
(LLS,AN

(DC)
k ,Z̃(AN

(DC)
k ))

t = LLS
(
AN

(DC)
k , Z̃(AN

(DC)
k )

)
(3.26)

and

p̂
(LLS,AN

(DC)
k∗ ,Z̃(AN

(DC)
k∗ ))

t = min
k
MBRE

(
p̂

(AN
(DC)
k )

t ,AN, Z̃(AN)

)
(3.27)

where p̂
(DC,AN,Z̃(AN))
t = p̂

(LLS,AN
(DC)
k∗ ,Z̃(AN

(DC)
k∗ ))

t .

3.6 Numerical Examples

To clearly describe our proposed algorithms clearly, here is a numerical example to

show how our proposed algorithms processed the given measured data. We consider

a target node at (52.00, 49.00) and the information of anchor nodes is shown in

Table 3.1. Note that α̃ and Z̃0 are 2.32 and -33.01dB respectively. To show the

effect of noise on the performance of localization algorithms, three anchor nodes b, c

and h are noisy nodes and their measured RSSI values are added by the noise (see

Table 3.1). For example, in anchor node b, the original measured RSSI value is -70.50

dB. Now we add the noise of 6.40 dB and thus the RSSI value used for localization is

-64.10 dB.

Table 3.1: The information of anchor nodes

Node name a b c d e f g h
Measured RSSI -71.00 -64.10 -85.03 -71.00 -71.50 -71.00 -70.50 -73.96
Noisy node? No Yes Yes No No No No Yes
Noise added - 6.40 -14.03 - - - - -2.86

In this scenarios, the estimated location of the target node using LLS is (50.31,
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-18.67). Its localization error (LE) and localization error ratio (LER) is 67.69 and 1.00

respectively (the definitions of LE and LER can be found in Equation (2.8) and (2.10)

respectively). The LE value is large, which means the performance of the localization

is greatly affected by the noise.

When RLL-KC is applied with K = 3, R = 3 and M = C8
3 = 56, 56 locations

are estimated and the information of three K-mean clusters is shown in Table 3.2. It

shows that Cluster 2 is the winner because its MBRE is the smallest. Then the number

of occurrences of each anchor node in Cluster 1 and 3 (the winner is excluded) and

node c is the winner because it has the highest number of occurrences (see Table 3.3).

Therefore, node c is removed in localization and the remaining nodes are used to

process the localization again. This time the estimated location of the target node

is (50.31, 56.53). The LE and LER of RLL-KC are 7.72 and 8.77 respectively. From

the result, we find that RLL-KC works properly because it can effectively remove a

noisy node. Moreover, its LER is large and it means the performance is improved

significantly when it compares with LLS.

Table 3.2: The information of K-mean clusters

Cluster 1 Cluster 2 Cluster 3
Number of locations inside the cluster 5 46 5
Centroid (-3.52, -462.85) (15.17, 29.47) (427.30, 1.67)
MBRE of the centroid 23.58 6.44 20.52

Table 3.3: The number of occurrences of each anchor node in Cluster 1 and 3

Node name a b c d e f g h
Number of occurrences 4 6 10 3 2 1 1 3

When RLL-IE is applied with K = 3, R[0] = 3 and M = 56, RLL-KC is applied

iteratively in the localization and the result can be found in Table 3.4. Through five
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iterations, five locations are found and the best estimation is (52.91, 49.12) because

its MBRE is the smallest. The anchor nodes used in the localization are e, f and

g. It means all noisy nodes are not selected and it shows that RLL-IE can remove

all noisy nodes properly. Moreover, the LE and LER of RLL-IE are 0.92 and 73.61

respectively. Thus, the performance of RLL-IE is better than RLL-KC.

Table 3.4: The information of all iterations in RLL-IE

Iteration Node to be removed Estimated location MBRE
1 c (50.31, 56.53) 3.771
2 a (50.64, 56.60) 3.782
3 h (58.31, 52.18) 4.027
4 b (53.77, 50.09) 3.772
5 d (52.91, 49.12) 3.734

When RLL-MM is applied with R = 3 and M = 56, 56 locations are found and

the location with the smallest MBRE (3.61) is (49.68, 48.51). It uses anchor nodes a,

d and g for localization. It means no noisy anchor nodes are selected for localization

and RLL-MM can select anchor nodes properly. The LE and LER of RLL-MM are

2.37 and 28.58 respectively. Thus, its performance is much better than LLS.

When RLL-DC is applied with ε = 15, minPts = 3, R = 3 and M = 56, the

number of outliers is 22 and there is only one cluster at the end. Inside the cluster,

anchor nodes d, e and f are the largest three number of occurrences. Thus they are

used for localization and the estimation location is (54.97, 50.00). The LE and LER

of RLL-DC are 3.14 and 21.58 respectively. It means no noisy nodes are selected and

RLL-DC works properly. Moreover, the performance of RLL-DC is much better than

LLS.
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3.7 Conclusions

This chapter described four proposed RSSI-based LoRa localization algorithms

and provided numerical examples to illustrate the operations of each algorithm.
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Chapter 4

PERFORMANCE INVESTIGATION

In this chapter, we investigate the performance of our proposed algorithms in

a simulation model and in real experiments including outdoor environments and a

large-scale indoor environments. Section 4.1 shows the design and implementation of

a RSSI-based LoRa localization system which is used to do real data measurement and

carry out real experiments. Section 4.2 describes the real data measurement by using

the RSSI-based LoRa localization system. Section 4.3 presents our simulation model

with real data. Section 4.4 compares the performance of our proposed localization

algorithms with LLS through our simulation model. Moreover, the effect of different

parameters on the performance of our algorithms will be described. Finally, the

performance comparison in real experiments can be found in this section.

4.1 Design and Implementation of a LoRa-Based Localization System

A RSSI-based LoRa localization system is a LoRa network measuring RSSI values

for localization. It is developed for real data measurement and localization. Fig. 4.1a

and Fig. 4.1b show the real diagram and the block diagram of an anchor node

respectively. In this anchor node, an Arduino microcontroller ATmega328p sends

and receives packets through a LoRa module HM-TRLR-D-TTL-433. Fig. 4.2a and

Fig. 4.2b show the real diagram and the block diagram of a target node. Here, a

Raspberry Pi 3 is used to send and receive packets through the same LoRa module.

At the beginning, the target node sends a packet to all anchor nodes. When an anchor

node receives a packet from the target node, it sends back an acknowledgement with
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its own node number and the measured RSSI value from the target node to the anchor

node. Note that all anchor nodes take turns to send back their acknowledgements so

that there will be no collisions among them.

(a) The outlook of an anchor node. (b) The block diagram of an anchor node.

Figure 4.1: Anchor Node

(a) The outlook of a target node. (b) The block diagram of a target node.

Figure 4.2: Target Node

4.2 Real Data Measurement

We carried out two experiments to investigate the relationship between measured

distances and their corresponding measured RSSI values. One target node and one



33

anchor node were used. For each measured distance (point), 40 readings were taken

and the time interval between two successive readings was three seconds. The first

experiment was carried out in Tai Po on 2 May 2016 (the location is shown in Fig. 4.3).

It was a sunny day with a few showers (average temperature 25.6 ◦C, average humidity

89%). Each measured point was located by a mobile app with GPS localization.

The relationship between measured distances and their corresponding measured RSSI

values shown in Fig. 4.4 shows that it roughly matches the path-loss propagation

model. Note that R2 is the coefficient of determination, which shows the error between

the best-fit line and the given points. In this figure, it is close to one, which means

the line fits the given points.

The second experiment was carried out in Kai Tak on 26 June 2017 (the location

is shown in Fig. 4.5). It was a sunny day with a few showers (average temperature

29.8 ◦C, average humidity 78%). All distances were measured using an infra-red

meter (model number: SW-M100, range: up to 100 m) with a measurement error

of 1.5 mm. The relationship between measured distances and their corresponding

RSSI values shown in Fig. 4.6 shows that it is also roughly matches the path-loss

propagation model and R2 is even close to one, which means the line fits to the given

points better. Due to the high accuracy of the measured data (an infra-med meter was

used in measurement), it was used in the simulation model (which will be described

in Section 4.3 below).

4.3 Simulation Model (with real data measurement)

We developed a simulation model with real data from the second experiment. In

the simulation model, all anchor nodes were evenly distributed on the circumference

of a circle with radius 50 m and the target node was randomly generated inside the

circle. For each measurement point, 20 readings were randomly selected from 40

readings (duplicated readings were allowed, provided that the measured distance in
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the simulation model matched the corresponding measured data in the real data).

An outlier filter was used to filter out some measured RSSI values which were too far

away from the measured mean [30]. Localizations were carried out 2000 times with

different locations of the target node.

To introduce a noisy environment, we randomly selected whether an anchor node

was noisy or not with a specified probability. If an anchor node was selected to be

a noisy node, its measured RSSI value was randomly added a floating point number

between -20 to 20. The specified probability is defined as the noise factor, NF.

Note that the performance investigation in the coming section is based on

simulation results from the simulation model using real data. We then will show the

performance investigation in real experiments with (a) noisy outdoor environments

and (b) a noisy large-scale indoor environment.

4.4 Performance Comparisons

In this section, we compare how all the proposed localization algorithms and LLS

performed in terms of their localization error (LE), localization error ratio (LER)

and normalized computational complexity (NCC) in a general scenario. Then we

will investigate how different parameters affect how different localization algorithms

performed in different environments. Finally, we show how the different localization

algorithms performed in some real experiments including outdoor environments and

a large-scale indoor environment.

4.4.1 Performance Comparisons of RSSI-Based LoRa Localization Algorithms

In this subsection, we compare how all localization algorithms performed in a

general scenario. To simulate the real environment, NF = 0 and 0.4 to represent the

environment with Gaussian noise only, and the environment with Gaussian noise and

also non-Gaussian noise sources such as blocking and multi-path. Note that the latter
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simulation is closer to the real environment rather than the former. The parameters

of each localization algorithm are summarized in Table 4.1 and the parameters are

optimal in our performance investigation.

Table 4.1: Parameter settings in our performance investigation

N(Γ) R R0 K
LLS 12 - - -
RLL-KC 12 4 - 3
RLL-MM 12 3 - -
RLL-IE 12 - 9 3
RLL-DC 12 3 - -

Note that RLL-DC has two parameters in density-based clustering. One is the

minimum number of sample points in a cluster. It is set to 5%, which is directly

proportional to the total number of estimated locations. This setting is related to the

maximum distance among sample points, ε (it was described in ??, Chapter 1). When

the number of sample points in a cluster is below the setting, it can either reduce the

minimum number of sample points or increase the maximum distance among sample

points to increase the number of sample points in a cluster. In our proposed algorithm,

the latter approach is selected because the number of occurrences of anchor nodes is

counted after clustering and it will be meaningless when the number of sample points

in a cluster is too small. The other parameter is the maximum distance among sample

points, ε. It is set to 15 m initially. If no clusters can be formed with this setting, it

will be extended 5 m and reprocess the clustering until at least one cluster is formed.

The above setting is a general policy if the number of sample points is not a constant

in different cases.

Table 4.2 and 4.3 show the performance comparison of four proposed localization

algorithms and LLS in terms of LE, LER and NCC. Note that we compare with

LLS only because it is the well known RSSI-based localization algorithm and there
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is no other existing RSSI-based LoRa localization algorithm for the comparison. In

Table 4.2, where there is Gaussian noise only, all proposed algorithms outperformed

LLS in terms of LE and LER except RLL-DC (it was very close to LLS). This means

our proposed algorithms can handle noise more efficiently than LLS, even when it

is not too noisy. In Table 4.3, when NF = 0.4 (which is a noisy environment), the

improvement was much larger and it shows that our proposed algorithms can address

the noise issue properly. Among all proposed algorithms, RLL-IE performed the best

among all the cases. In NCC, it is normalized by LLS. Note the computational time

of LLS was 4.31 ms (computer model: iMac Mid-2011, CPU: 2.8 GHz Intel Core i7).

These tables show that the NCC of all four proposed algorithms were much higher

than LLS, but their computational complexity is still low and thus still suitable for

locating the target node in real time. Finally, according to [19], the localization

error for general GPS applications is between 10 m to 70 m, which is similar to the

performance of our proposed localization algorithms.

Table 4.2: The performance comparison of all localization algorithms (NF = 0).

LLS RLL-KC RLL-MM RLL-IE RLL-DC
LE 23.99± 6.63 23.30± 0.49 19.64± 0.76 21.77± 0.98 25.14± 0.82
LER 1.00 1.03 1.22 1.10 0.95
NCC 1.00 43.81 14.37 97.78 15.22

Table 4.3: The performance comparison of all localization algorithms (NF = 0.4).

LLS RLL-KC RLL-MM RLL-IE RLL-DC
LE 213.76± 6.63 71.88± 0.49 30.82± 0.76 28.01± 0.98 31.10± 0.82
LER 1.00 2.97 6.94 7.63 6.87
NCC 1.00 43.81 14.37 97.78 15.22

Through the numerical data, we found that, in most cases, the 95% confidence

interval of each data point was very small so the size of a data point was larger than

that. Thus, for simplicity, we will not show the 95% confidence interval in the rest of
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this section.

4.4.2 The Effect of K, R and R[0] on RSSI-Based LoRa Localization Algorithms

In this subsection, we investigate the effect of the number of clusters K on the

performance of RLL-KC and RLL-IE. Moreover, the effect of the size of the subsets

of anchor nodes R on the performance of RLL-KC, RLL-MM and RLL-DC was

investigated. Note that to make use of each anchor node evenly, we distributed

anchor nodes in all different possible subsets that can be made from the whole set.

This means, for the set of anchor nodes is Γ, the total number of subsets is N(Γ)CR.

Finally, we also investigated the effect of R[0] on the performance of RLL-IE.

Fig. 4.7 shows the effect ofK on the performance of RLL-KC whereN(Γ) = 12 and

R = 3. For different values of NF, LE remained almost constant when K increases.

This is because the RLL-KC mechanism is independent of the number of clusters.

Note that this finding is consistent for different values of N(Γ) and R. Fig. 4.8 shows

the effect of K on the performance of RLL-IE where N(Γ) = 12 and R[0] = 11. For

different values of NF, when K increases, LE increases. This is because the number

of sample points in each cluster decreases iteratively. Thus, a large number of clusters

will get a smaller and smaller number of sample points when the number of iterations

increases. Therefore, there will be too small number of sample points in a cluster and

the advantage of clustering is significantly reduced, which degrades the performance

of RLL-IE. Note that this finding is consistent for different values of N(Γ) and when

the value of R[0] is not small. When the value of R[0] is small, the performance of

RLL-IE is similar to RLL-KC because the number of iterations in RLL-IE is small.

Fig. 4.9 shows the effect of R on the performance of RLL-KC where N(Γ) = 12

and K = 3. For different values of NF, LE remains almost constant when R increases.

This is because the RLL-KC mechanism is independent of the number of subsets of

anchor nodes. Note that this finding is consistent for different values of N(Γ) and K.

Fig. 4.10 shows the effect of R on the performance of RLL-MM where N(Γ) = 12.
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For different values of NF, LE remains almost constant when R is not too large. This

is because the effect of the number of the subsets of anchor nodes is insignificant to

the RLL-MM mechanism. However, when R is sufficiently large, LE is large. This is

because, when R is large, some noisy anchor nodes may be included in some subsets

of anchor nodes and cannot be excluded even in the best subset of anchor nodes,

especially when NF is high (it means there are too many noisy anchor nodes). Note

that this finding is consistent for different values of N(Γ).

Fig. 4.11 shows the effect of R on the performance of RLL-DC where N(Γ) = 12.

For different values of NF, LE remains almost constant when R is not too large. This

is because the effect of the number of the subsets of anchor nodes is insignificant to

the RLL-DC mechanism. However, when R is sufficiently large, LE is large. This is

because, when R is large, there are too many noisy anchor nodes in each subset of

anchor nodes and clustering cannot totally eliminate all of them in each cluster. Thus

the advantage of clustering is significantly reduced, which degrades the performance

of RLL-DC significantly. Note that this finding is consistent for different values of

N(Γ).

Fig. 4.12 shows the effect of R[0] on the performance of RLL-IE where N(Γ) = 12

and K = 3. For different values of NF, LE remains almost unchanged when R[0]

is not too small or large (close to the total number of anchor nodes). However,

the computational complexity is the highest when R[0] is close to N(Γ)/2 (refer to

Fig. 4.13). Thus, it is preferable to set R[0] = N(Γ) − 3. Note that this finding is

consistent for different values of N(Γ) and K.

4.4.3 The Effect of The Number of Anchor Nodes on RSSI-Based LoRa Localization

Algorithms

In this subsection, we investigate the effect of the number of anchor nodes N(Γ)

on the performance of different localization algorithms. Fig. 4.14, 4.15, 4.16, 4.17,

4.18 and 4.19 show the effect of N(Γ) on the performance of LLS, RLL-KC, RLL-IE,
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RLL-MM and RLL-DC respectively in terms of LE where K = 3 ,R = 3 and R[0] =

N(Γ)− 2. Note that, except RLL-MM, all other proposed localization algorithms are

using clustering and thus N(Γ) cannot be too small; otherwise, there are not enough

sample points for clustering and the performance will be unstable.

For different values of NF, the performance of a localization algorithm in terms of

LE and LER is generally better when the number of anchor nodes increases, except

for RLL-KC. This is because LLS can provide a better solution when more anchor

nodes are involved in the calculation. However, the improvement of LE is not very

great in LLS because the effect of noise is only reduced slightly. For our proposed

localization algorithms, they can significantly reduce the effect of the noise, and this

reduction is very significant when the number of anchor nodes is small. For RLL-

KC, since there is only one anchor node to be eliminated, when N(Γ) increases, the

ratio of noisy anchor nodes to the total number of anchor nodes increases slightly and

thus, the overall performance in terms of LE degrades slightly. Fig. 4.16 shows the

performance of RLL-KC when the number of noisy anchor nodes are fixed. When

N(Γ) increases, the performance of RLL-KC in terms of LE decrease, this means RLL-

KC work properly in such cases. Fig. 4.20 show the effect of N(Γ) on the performance

of different localization algorithms in terms of NCC. It is expected that the difference

between our proposed localization algorithms and LLS increases significantly when

N(Γ) increases, and the difference can be up to 200 or even higher. However, this

drawback is not important because the overall computational time is still small and

can be used in real-time applications. Note that this finding is consistent for different

values of K, R and R[0].

4.4.4 The Effect of Noise on RSSI-Based LoRa Localization Algorithms

In this subsection, we investigate the effect of noise in different localization

algorithms. Fig. 4.21 shows the effect of NF in different localization algorithms.

The performance of our proposed algorithms outperformed LLS significantly and
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the differences are greater when NF increases. This means our proposed algorithm

can effectively reduce the effect of noise much better than LLS. For RLL-KC, the

improvement is not significant when NF increases because it can eliminate one

noisy anchor node only. When NF is too large, the advantage of the elimination is

limited and thus also limits the improvement. Note that this finding is consistent for

different values of N(Γ), K, R and R[0].

4.4.5 Performance Comparisons of RSSI-Based LoRa Localization Algorithms in

Real Experiments (Indoor and Outdoor)

In this subsection, we investigate the performance of all localization algorithms

in outdoor environments and a large-scale indoor environment. The first experiment

was carried out in Kowloon Tong Sport Complex (outdoor environment) on 20 July

2017 (the location is shown in Fig. 4.22). It was a sunny day (average temperature

28.6 ◦C, average humidity 85%). All distances were measured using the infra-red

meter. Table 4.4 shows the performance of all localization algorithms in terms of LE

and LER and Table 4.5 shows the distribution of the anchor nodes. RLL-MM was

found to be the best among all, and all proposed localization algorithms significantly

outperformed LLS. Furthermore, the proposed localization algorithms performance

was similar to GPS.

Table 4.4: The performance comparison of all localization algorithms in the first
experiment.

LE
pt LLS RLL-KC RLL-IE RLL-MM RLL-DC

(22.00, 8.40) 29.40 43.35 14.52 14.52 26.03
(50.00, 22.20) 32.79 38.01 23.11 22.07 24.21
(66.30, 32.20) 33.03 34.71 34.09 34.09 48.33

Average 31.74 38.69 23.91 23.55 32.86
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Table 4.5: The coordinates of the anchor nodes in the first experiment.

X Y

p
(Γ)
1 0.00 0.00

p
(Γ)
2 0.00 64.00

p
(Γ)
3 50.00 0.00

p
(Γ)
4 50.00 64.00

p
(Γ)
5 110.00 0.50

p
(Γ)
6 110.00 64.50

The second experiment was carried out in Sun Yat-sen Memorial Park (outdoor

environment) on 8 December 2017 (the location is shown in Fig. 4.23). It was a sunny

day (average temperature 15.1 ◦C, average humidity 39%). All measured points were

located by a GPS receiver (Model number: Trimble R10 GNSS System, see Fig. 4.24)

with a measurement error of 8 mm. The specification of the GPS receiver can be

found in Table 4.6. This was used because of its high accuracy and also the range

of its measurement. The results are shown in Table 4.7 and Table 4.8 shows the

distribution of the anchor nodes. It was similar to the first experiment.

Table 4.6: The specification of the GPS receiver.

Horizontal 8 mm + 0.5 ppm RMS (with Network RTK)
Vertical 15 mm + 0.5 ppm RMS (with Network RTK)

Dimensions (W x H) 11.9 cm x 13.6 cm
Weight 1.12 kg

Operating times 5.0 hours (Cellular receive option)
Price USD $12500 [31]

The third experiment was carried out in Podium of The Hong Kong Polytechnic

University (a large-scale indoor environment) on 22 December 2017 (the outlook is

shown in Fig. 4.25). It was a sunny day (average temperature 16.8 ◦C, average

humidity 68%). Since the localization was in a large-scale indoor environment, the
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Table 4.7: The performance comparison of all localization algorithms in the second
experiment.

LE
pt LLS RLL-KC RLL-IE RLL-MM RLL-DC

(19.23, 38.89) 14.73 8.12 16.14 14.87 34.26
(44.93, 30.45) 6.73 4.92 9.93 8.05 29.48
(71.15, 37.89) 14.92 27.17 13.06 12.28 13.72
(71.98, 65.56) 35.04 10.04 8.94 8.92 4.20
(37.22, 70.23) 36.09 26.21 15.60 7.93 4.61
(27.04, 51.67) 16.65 19.31 16.87 19.08 18.25

Average 20.63 15.96 13.42 11.86 17.42

Table 4.8: The coordinates of the anchor nodes in the second experiment.

X Y

p
(Γ)
1 0.00 39.45

p
(Γ)
2 3.19 27.45

p
(Γ)
3 15.11 11.45

p
(Γ)
4 46.27 0.00

p
(Γ)
5 72.70 13.11

p
(Γ)
6 20.05 81.01

p
(Γ)
7 71.77 81.57

p
(Γ)
8 89.25 56.67

GPS meter could not be used so all distances were measured using the infra-red meter.

Table 4.10 shows the distribution of the anchor nodes and Table 4.9 shows the results

were as good as the experiments carried out in outdoor environments.

4.5 Conclusions

This chapter briefly described the design and implementation of a LoRa-based

localization system. We showed how to do real data measurements and build up a

simulation model using those real data measurements. We compared the performance
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Table 4.9: The performance comparison of all localization algorithms in the third
experiment.

LE
pt LLS RLL-KC RLL-IE RLL-MM RLL-DC

(8.19, 3.83) 40.38 49.04 41.92 12.62 12.62
(18.91, 7.82) 9.43 30.19 8.74 27.39 18.52
(33.57, 5.14) 308.53 715.52 224.20 1.84 1.84

Average 119.45 264.92 91.62 13.95 10.99

Table 4.10: The coordinates of the anchor nodes in the third experiment.

X Y

p
(Γ)
1 0.00 0.00

p
(Γ)
2 0.00 9.93

p
(Γ)
3 14.63 0.00

p
(Γ)
4 14.63 9.93

p
(Γ)
5 35.44 0.50

p
(Γ)
6 35.44 10.43

of our proposed algorithms with LLS algorithm through simulations. We also showed

the effect of different parameters on our proposed algorithms. Finally, we compared

the performance of our proposed algorithms with LLS algorithms again through real

indoor and outdoor experiments.
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Figure 4.3: The location of Tai Po in Google map.

Figure 4.4: The relationship between the measured distance and its measured RSSI
in Tai Po.



45

Figure 4.5: The location of Kai Tak in Google map.

Figure 4.6: The relationship between the measured distance and its measured RSSI
in Kai Tak.
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Figure 4.7: The effect of K on the performance of RLL-KC.

Figure 4.8: The effect of K on the performance of RLL-IE.
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Figure 4.9: The effect of R on the performance of RLL-KC.

Figure 4.10: The effect of R on the performance of RLL-MM.
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Figure 4.11: The effect of R on the performance of RLL-DC.

Figure 4.12: The effect of R[0] on the performance of RLL-IE.
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Figure 4.13: The effect of R[0] on the NCC of RLL-IE when N(Γ) = 12.

Figure 4.14: The effect of the number of anchor nodes on the performance of LLS.
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Figure 4.15: The effect of the number of anchor nodes on the performance of RLL-KC.

Figure 4.16: The effect of the number of anchor nodes on the performance of RLL-KC
when fixed number of noisy anchor nodes.
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Figure 4.17: The effect of the number of anchor nodes on the performance of RLL-IE.

Figure 4.18: The effect of the number of anchor nodes on the performance of RLL-
MM.
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Figure 4.19: The effect of the number of anchor nodes on the performance of RLL-DC.

Figure 4.20: The performance comparison of different algorithms in term of NCC.
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Figure 4.21: The LER of all proposed algorithms with different values of NF.

Figure 4.22: The location of the first experiment in Google map.

Figure 4.23: The location of the second experiment in Google map.
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Figure 4.24: The outlook of the GPS Receiver.
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Figure 4.25: The environment of the third experiment.
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Chapter 5

CONCLUSIONS AND FUTURE WORK

5.1 Conclusions

Localization is a very important research topic and it has been used in many

different applications. Given the popularity of localization, we studied the problem

of localization for outdoor environments.

We formulated the localization problem for outdoor environments and studied the

limitations of existing satellite-based localization systems to implement the optimal

solution. Based on the limitations and the development of LoRa technology, we

proposed using Receiver Signal Strength Indicator (RSSI) to develop some localization

algorithms in LoRa networks.

To the best of our knowledge,

• We are among the first working on localization using LoRa technology;

• We are the first to develop RSSI-based localization algorithms in LoRa networks,

and

• We are the first to handle blocking and multi-path (non-Gaussian noise) for

localization in LoRa networks.

We propose the following RSSI-based localization algorithms to handle blocking

and multi-path (non-Gaussian noise) in LoRa networks:

• RSSI-based LoRa Localization with K-mean Clustering (RLL-KC): This makes

use of K-mean clustering to heuristically eliminate a noisy anchor node from
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the set of anchor nodes and then reprocess the localization. This methodology

can significantly reduce the effect of noise.

• RSSI-based LoRa Localization with Iterative Elimination (RLL-IE): This

applies RLL-KC iteratively to eliminate anchor nodes until three anchor nodes

remain to process the localization. This methodology can significantly reduce

the effect of noise if there are more than one noisy anchor node.

• RSSI-based LoRa Localization with Minimum MBRE (RLL-MM): This uses of

the calculated RSSI values to heuristically select the best subset of anchor nodes

among all to process the localization. This methodology can effectively select

appropriate anchor nodes for localization to avoid the effect of noise.

• RSSI-based LoRa Localization with Density-based Clustering (RLL-DC): This

uses density-based clustering to heuristically select the best subset of anchor

nodes among all to process the localization. This methodology can effectively

select appropriate anchor nodes in localization when there are many noisy

anchor nodes.

The performance of all localization algorithms was investigated using a simulation

model with real-data measurement and real experiments with our developed LoRa

localization system. Based on the performance investigation, we conclude that the

performance of the proposed localization algorithms is similar to the most popular

outdoor localization system (GPS) in terms of localization error and much better

than the traditional RSSI-based localization algorithm, Linear Least-Squares (LLS)

position estimation model. Moreover, through the real LoRa localization systems, we

found that the proposed localization algorithms work properly in both outdoor and

large-scale indoor environments.
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5.2 Future Work

This research focused on applying LoRa technology to develop localization

algorithms for outdoor and large-scale indoor environments. To extend the current

research in other directions, the following paths should be considered as possible

further research:

• At the beginning of this research study, LoRa was the only technology to

support long range and low power wireless communication networks. Now,

we have Ultra Narrow Band and other technologies exist to support these kinds

of networks. Thus, it is possible to investigate the possibility of applying our

proposed localization algorithms in such new technologies.

• In this research, we focused on one target node only not only for simplicity,

because it was also important to focus on improving the accuracy of localization

rather than handling more than one target node. The study of accuracy has

now been completed and we may study how to apply our proposed algorithms

for many target nodes.

• The value of the path-loss exponent and the reference measured RSSI value is

assumed to be the same for all anchor nodes. However, they may be different,

especially if their locations are quite far away from each other. Thus, it

is possible to obtain further improvements if such values can be measured

individually.
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