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Abstract

Machine Learning (ML) has driven advances in many applications in recent years.

Nowadays, it is common to see industrial-strength machine learning jobs that

involve billions of model parameters, petabytes of training data, and weeks of

training. Good efficiency, i.e., fast completion time of running a specific ML

job, therefore, is a key feature of a successful ML system. While the completion

time of a long-running ML job is determined by the time required to reach

model convergence, practically that is largely influenced by the values of various

system settings. In this thesis, we present techniques towards building self-tuning

parameter servers. Parameter Server (PS) is a de-facto system architecture for

large-scale machine learning; and by self-tuning we mean while a long-running

ML job is iteratively training the expert-suggested model, the system is also

iteratively learning which setting is more efficient for that job and applies it

online. We have implemented our three techniques, namely, (1) online ML job

optimization framework, (2) online ML job progress estimation, and (3) online

ML system reconfiguration, on top of TensorFlow. Experiments show that our

techniques can reduce the completion times of long-running TensorFlow jobs from

1.7× to 5.1×.
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Chapter 1

Introduction

Machine Learning (ML) has driven advances in many applications in recent

years [2, 19, 67]. At the core of many ML jobs is an iterative-convergent process

(Figure 1.1) — given an expert-suggested model, the model parameters are itera-

tively refined by computing the refinements based on the training data. Recently,

the Parameter Server (PS) architecture [1, 18, 21, 46, 60, 79] has emerged as the

de-facto system architecture to support large-scale distributed machine learn-

ing. The PS architecture advocates the separation of working units as “servers”

and “workers”, where the servers collectively maintain the model state and the

workers duly “pull” the latest version of the model from the servers, scan their

own part of training data to compute the model refinements, and “push” the

model updates back to the servers for aggregation. The PS architecture has the

beauty to eschew the network communications between the workers so that it

can scale-out to both big model and big data.

With the PS architecture, nowadays industrial-strength machine learning

1
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Figure 1.1. Iterative-convergent process

applications may involve petabytes of training data [1], billions of parameters [21],

clusters of machines [84], thousands of iterations [64], and weeks of training

[46]. Good efficiency, i.e., fast completion time of running a specific ML job,

is therefore one of the key features of a successful ML system. Generally, the

completion time of a long-running machine learning job is determined by the

time required to reach model convergence. Practically, however, the completion

time is largely influenced by the values of the various system knobs such as

the server-worker ratio (i.e., how many hardware threads are dedicated to the

servers and workers), the device placement (i.e., which operation shall be shipped

to the GPU for processing and which shall stay in the CPU), and the parallelism

degree (e.g., the model replication factor, the model partitioning scheme). Today,

unfortunately, the burden falls on the users who submit the ML jobs to specify

the knob values.
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Unearthing the right set of knob values that achieve optimal completion

time has way surpassed human abilities. Part of what makes that so enigmatic

is that the response surfaces of ML jobs are highly complex. Figure 1.2 shows

a response surface of a Convolutional Neural Network job on CIFAR-10 dataset

[40] running on TensorFlow [1], a PS-style ML system. The two system knobs

involved are: tf.train.ClusterSpec::worker and intra op parallelism threads, which

respectively vary the server-worker ratio and the thread affinity of operations

(i.e., the mapping between TensorFlow operations and hardware threads). We

can observe that the response surface is complex and nonmonotonic, and the

optimal lies at where human can’t easily find. What adds to the challenge is

that, the completion time of a ML job, unlike traditional data processing, is a

complex interplay between statistical efficiency (how many iterations are needed

until convergence to a given tolerance) and hardware efficiency (how efficiently
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those iterations are carried out) [83]. Consider the server-worker ratio as an

example. On the one hand, more workers would increase the hardware efficiency

by having a higher degree of data parallelism. On the other hand, that might

hurt the statistical efficiency when servers accept asynchronous updates from

workers, since more concurrent workers update the global model would make the

model more inconsistent, causing it more iterations to convergence. Figure 1.3

evidences such a case. It shows that varying just one system setting (different

server-worker ratio) would already yield a 2.5× difference in statistical efficiency.

Configuring distributed ML systems to reduce the long-running execution

time of ML jobs currently requires system expertise – something many ML users

may lack. Even for system experts, the dependencies between the knobs (e.g,

changing one knob may nullify the benefits of another) makes the whole task

nontrivial if that is not downright impossible. Furthermore, this manual tun-

ing task must be repeated whenever the expert-suggested model or hardware

resources changes.
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In this thesis we present techniques towards building self-tuning parame-

ter servers. By self-tuning, we mean when a long-running ML job is iteratively

training the expert-suggested model, the system is also iteratively learning which

setting is more efficient for that job and dynamically applies it. Our goal is to

free ML users from the system details and progressively unearth and apply bet-

ter and better system settings for a job as it proceeds. In our field, online

self-tuning tools only exist for physical database design [12], where various physi-

cal structures like indexes are dynamically added or removed when the workload

change under the same system setting [72]. It has been shown that tuning sys-

tem configuration requires its own performance model, since the influences of

system knobs cannot be captured by the abstract cost-model of the query op-

timizer [5, 23]. Auto-tuning a database (DB) system configuration is still an

active research [5, 9, 11, 22, 23, 38, 41, 42, 57, 70, 71, 76, 82] and so far two of them

can (almost) completely keep human out of the loop: iTuned [23] and Otter-

Tune [5]. One remarkable difference between tuning DB systems and tuning ML

systems is that the former could hardly afford online tuning while the latter can.

Specifically, in the quest of the best configuration, iTuned [23] and OtterTune [5]

establish a tuning session to execute the target workload on a sandbox/standby

environment using different candidate system settings X and collect their corre-

sponding execution metrics Y (e.g., running time) as the training examples. The

tuning sessions cannot be done on a live environment because a bad candidate

setting would immediately hurt the throughput and latency. ML programs, in

contrast, generally run up to thousands of iterations. Therefore, it is perfectly

fine to try some different settings (including some bad ones, as the negative

examples) in their early iterations — as long as the completion time of the long-
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running job can be shorten in toto.

To our knowledge, this is the first work to discuss about live tuning ML jobs

towards shorter completion times. The principled contributions of this thesis are

as follows:

1. Online Job Optimization Framework In online tuning, we always

hope to unearth the optimal setting as soon as possible (so as to apply

that in the next iteration immediately) while minimizing the number of

iterations to unearth it. Therefore, an online job optimization framework

should make a decision between trying a potentially better system setting

or applying a known good setting at the beginning of each iteration. The

framework must learn, meaning the quality of its suggestion should im-

prove along the iterations by collecting training examples. Furthermore,

the framework must learn quick and with confidence, so that it can start

giving suggestion with confidence once some training examples are col-

lected. The framework shall also be noise resilience. Specifically, once

the job has started, what we want is no longer as simple as “what is the

estimated completion time if I start this job using setting X?”. Instead,

what we want is “after executing all these n iterations using m different

system settings, now what is the latest estimated remaining completion time

if I switch to setting X ′ starting from the next iteration?”. Time estimates

have noise and the framework shall be resilient to that. Last, the frame-

work should be system agnostic, so it can be easily adopted to different

system implementations (e.g., TensorFlow [1], Angel [35,36] , Petuum [79]).

Summarizing the above, our first contribution is an online job optimization
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framework based on Bayesian Optimization (BO) [10,55,69], which is able

to address all the above requirements in one go.

2. Online Progress Estimation One key input to the online job opti-

mization framework is the estimated remaining completion time of an in-

flight ML job. That is essentially an ML job progress estimation problem.

Progress estimation (for long-running analytical queries) has been a chal-

lenging problem in DB systems [17, 44, 45, 47, 56] and this thesis would

be the first to study this issue on ML systems. The novelty here is sta-

tistical progress estimation (i.e., how many more iterations converge

after executing that many). While there are studies about convergence rate

(e.g., [49, 64, 66]), they are theoretical bounds based on an offline setting.

Our contribution here is to turn those theoretical bounds into live

estimates for feeding the online job optimization framework.

3. Online Reconfiguration None of the above would be meaningful unless

there is a way to reconfigure the system to a new setting online. Online

reconfiguration is not system agnostic but in this thesis we discuss different

approaches to achieve that. The discussions together cover the mainstream

ML system implementations that are based on the PS architecture.

4. Experimentation on TensorFlow As an initial effort towards the goal

of online ML job tuning, we have implemented our techniques on top of

TensorFlow [1], an open-source PS-style ML library/system. Experiments

show that our techniques in practice can reduce the long-running comple-

tion times of TensorFlow jobs by 1.7×-5.1×.
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This thesis results from a joint research project with Dr. Tang Bo, Dr. Eric

Lo, Mr. Andy Shen, Mr. PengFei Zhang, Mr. XuXuan Zhou. I am the main

student of this project. I am supervised by Dr. Tang Bo and Dr. Eric Lo. Mr.

Andy Shen, Mr. PengFei Zhang and Mr. XuXuan Zhou helped in preparing and

running the experiments.

Next, we put down the preliminary and background for this thesis (Chapter

2), followed by our main contributions (Chapter 3). We give a review of related

work afterwards (Chapter 4) and conclude this thesis with a vision that go beyond

self-tuning — building self-improving ML systems (Chapter 5).



Chapter 2

Background and Preliminary

2.1 Iterative-Convergent ML Algorithms

ML jobs come in many forms, such as logistic regression and deep neural

networks. Nonetheless, almost all seek a set of parameters (values) to a global

model A that best summarizes or explains the training data D as measured by

an explicit objective function such as likelihood or risk. Such jobs are usually

solved by iterative-convergent algorithms and can be abstracted as the following

additive operation:

Ai = Ai−1 + α∆(Ai−1, D)

where, Ai is the state of the model parameters at iteration i and the update

function ∆ computes the parameter updates based on the data D ⊆ D, which

are added to form the new model state of the next iteration based on a learning

9



10 2.1. ITERATIVE-CONVERGENT ML ALGORITHMS

Model Shard 1 Model Shard 2 Model Shard 3

Server 1 Server 2 Server 3

Model

Data shard/
cache

Worker 1

Training Data

Data shard/
cache

Worker     3

Data shard/
cache

Worker 2

Data shard/
cache

Worker 4

Data shard/
cache

Worker 5
push pull

Model 
replica
/cache

Distributed 
File System

Figure 2.1. Parameter server architecture: full model replication/caching

rate α. This operation iterates itself until A converges, i.e., stops changing or

the objective function returns a value smaller than a threshold ε. Recent works

(e.g., [53, 65, 80]) have shown that many industrial-strength tasks require more

than 106 iterations or months to reach convergence.

Gradient Descent (GD) is arguably the most popular family of iterative-

convergent optimization algorithms. GD is applicable to most of the supervised,

semi-supervised, and unsupervised ML problems. By its name, GD is a class

of first-order methods whose update function ∆ is based on computing gradi-

ents from the data. Batch GD (BGD), Stochastic GD (SGD), Mini Batch GD

(MGD), SVRG++ [7], PSGD [86] are some example GD family members. In

these algorithms, a pass over the entire dataset is called an epoch.
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2.2 Parameter Server Architecture

Recently, it is not uncommon to see models with billions of parameters

[21, 46] and training using billions of data examples [1]. To support learning

at that scale, the Parameter Server (PS) architecture [1, 18, 21, 46, 60, 79] has

become the de facto standard to distribute the workload across clusters of ma-

chines (e.g., Figure 2.1). In it, the model parameters are stored and distributed

in “servers”. Workers “pull” (part of) the latest model from the server(s), per-

form local computation like calculating stochastic gradient by accessing their

part of training data, and then “push” the updates back to the server(s) whose

parameters need to be updated. Servers update the global model by aggregat-

ing the local updates from workers (e.g., averaging the stochastic gradients from

workers). As opposed to traditional MPI message-passing and MapReduce-like

frameworks where pairwise communications between workers are needed in order
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to exchange each other’s parameter updates, the PS architecture has the beauty

of only requiring communications between workers and servers, thereby mitigat-

ing the network bottleneck. In PS architecture, the server-worker ratio is a key

knob.

Another knob in PS-style ML systems is the consistency protocol, i.e., how

to synchronize the model between servers and workers:

– Bulk Synchronous Parallel (BSP). Systems like GraphX [25] and MLlib [52]

enforce a global barrier after each iteration, and thus guarantees that all

updates from the previous iteration can be seen by all workers in the cur-

rent iteration. Under BSP, distributed machine learning follows the same

execution logic as sequential algorithm on a single machine, making the

proof of convergence straightforward. However, the hardware efficiency of

BSP systems are prone to the straggler problem. That is, when some strag-

glers are significantly slower than other machines due to data skewness, all

workers cannot proceed to the next iteration until all stragglers are done.

– Asynchronous Parallel (ASP). Systems like DistBelief [21], Hogwild! [64,84]

and TensorFlow [1] completely remove the synchronization barrier where

workers proceed without waiting for each other, making ASP systems to

have a higher hardware efficiency than BSP systems in general. However,

the statistical efficiency of ASP systems are prone to the straggler problem

– they might lose their convergence guarantee in the presence of stragglers

[85]. Under ASP (or SSP below), a worker finishes a push of update to the

server is regarded as the end of one iteration.

– Stale Synchronous Parallel (SSP). Some systems (e.g., [35, 74]) exploit
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the SSP [32] strategy in which a worker is allowed to proceed to the next

iteration as long as it does not exceed the slowest one by more than s iter-

ations. SSP systems sit between ASP systems (s = ∞) and BSP systems

(where s = 0). As such, they explicitly expose yet another knob, s, for

users to tune.

2.3 Parallelism in Distributed Learning

PS-style ML systems have different levels of parallelisms.

– Data parallelism parallelizes a workload by assigning the data partitions

(shards) to different workers. Standard data partitioning knob values in-

clude range partitioning and hash partitioning.

– Model parallelism is a unique in ML systems. Under the PS architecture,

the servers and workers could have separate model parallelism strategies.

On the server side, the model is usually partitioned using standard parti-

tioning schemes (e.g., hash partitioning). On the worker side, the model

can be replicated, partitioned, or both. Figure 2.1 shows a case where the

full model is replicated on each worker whereas the model is partitioned

into three shards on the server side to balance the model push/pull loads

from the workers [21]. Figure 2.2 shows another case, where the full model

is replicated on each “worker group”, and within each group the full model

is partitioned across all workers of that group [18, 80]. For that case, the

worker group size g is a knob. g = 1 means full replication – each group

has only 1 worker and each gets a full model replica to work on. g = n
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Figure 2.3. Thread affinity on 2 NUMA machines: 4 servers 12 workers

means full partitioning and no replication – all n available workers are in

the same group and each gets a partition of the model to work on. For the

case in Figure 2.2, g = 4.

– Hardware parallelism refers to the type of parallelism defined by the ma-

chine architecture and hardware multiplicity. For example, TensorFlow has

a “device placement” knob to specify which operation shall be executed on

which GPU/CPU. Furthermore, it is important to set the “thread affinity”

knob so as to affix the worker/server placement to the hardware threads.

Figure 2.3 shows two different thread affinity designs based on the same

cluster with the same worker-server ratio. It is easy to imagine that the

same ML job executed on the two would have different completion times

because of the non-uniform memory access (NUMA) nature of modern

servers.
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Towards Self-Tuning

Parameter Servers

3.1 Online Job Optimization Framework

Figure 3.1 shows our proposed framework to carry out online ML job op-

timization. In this thesis, we endeavor to devise off-the-shelf techniques that

could be integrated with as many existing ML systems as possible. Therefore,

the framework aims to reuse the ML system front-end so that ML users do not

need to learn a new API but can enjoy the completion time speedup brought by

auto-tuning.

On receiving an ML job J from the front-end, the job will be instrumented

as J ′ before sending to the ML system back-end so that it would emit various

per-iteration metrics (e.g., execution time, loss) to a repository during its ex-

ecution. Before starting an iteration, the Tuning Manager will (1) update a

15
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Figure 3.1. Online job optimization framework

statistical model based on the newly collected metrics, (2) recommend a new

configuration of system setting X ′, and (3) reconfigure the system to setting X ′.

Practically, the Tuning Manager might not return a new recommendation after

every iteration but execute a certain number of iterations for each setting in

order to understand its statistics efficiency (e.g., the live convergence rate).

3.1.1 Problem Formulation

Given an ML job J , one key goal of the tuning manager is to find the optimal

or near-optimal system setting X∗ that minimizes the remaining completion

time. Let X = 〈c1 = v1, . . . , cd = vd〉 be a system setting, where each ci is a

configurable system parameter with value vi. We use T (〈X, lj〉) to denote the

remaining completion time of the job if we switch to setting X where the model

has reached a loss down to lj . 〈X, lj〉 is simply a (d+ 1)-dimensional vector that

includes both the system setting values and the loss of the model.

Then, the problem is, given a model whose loss is lj , find the X that mini-

mizes T (〈X, lj〉). Knowing T (〈X, lj〉) ahead would be infeasible. Therefore, we

employ Bayesian Optimization (BO) [10, 55, 69] to search for an approximation
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solution with significantly smaller cost. In what follows, we drop X and lj if the

context is clear and represent T (〈X, lj〉) as T .

We summarized all used notations in Table 3.1.

Notation Meaning

X system setting

X∗ optimal or near-optimal system setting

li the loss of the first iteration of using setting Xi

〈X, lj〉 (d + 1)-dimensional vector that includes both the system
setting values and the loss of the model

T (〈X, lj〉) the remaining completion time of the job if we switch to
setting X where the model has reached a loss down to lj

tji the execution time of j-th iteration

lji the loss of iteration j

Yi the estimated remaining completion time at setting Xi

〈j,Xi, t
j
i , l

j
i 〉 collected execution metrics

〈Xi, li, Yi〉 training data of Bayesian Optimization (BO)

wj model parameters after j-th iteration

w∗ the optimal model parameters

Table 3.1. Notation table

3.1.2 Bayesian Optimization

Bayesian Optimization (BO) is a strategy for optimizing a black-box ob-

jective function that is unknown beforehand but observable through conducting

experiments, like our T . By modeling T as a Gaussian Process [63], BO can

return an estimate of T given any X and l. The estimate and its confidence

interval would progressively improve with the number of observations.

BO has the ability to suggest the next setting using a pre-defined acquisition

function that also gets updated with more observations. There are many choices

of acquisition function such as (i) Probability of Improvement (PI) [69], which
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picks the next setting that can maximize the probability of improving the current

best; (ii) Expected Improvement (EI) [63], which picks the next setting that can

maximize the expected improvement over the current best; (iii) Upper Confidence

Bound (UCB) [20], which picks the one that has the smallest lower bound in

its certainty region. Different acquisition functions have different strategies to

balance between exploring T (so that it tends to suggest a setting in an unknown

region of the response surface) and exploiting the knowledge so far (so that it

tends to suggest a setting that lies in a known high performance region). In

this thesis, we choose EI because it has shown to be more robust than PI, and

unlike UCB, it is parameter-free. Using BO with EI has the ability to learn the

objective function quickly and always return the expected optimal setting.

BO itself is noise resilient. Specifically, what we can collect from experiments

is actually T ′:

T ′ = T + e (3.1)

where e is a Gaussian noise with zero mean, i.e., e ∼ N(0, σ2). Since T ′, T , and e

are Gaussian, we can infer T and its confidence interval [6]. As we will discuss in

Section 3.2, the observation noise comes from the fact T ′ is not a direct measure-

ment but a product between (i) per-iteration execution time (hardware efficiency)

and (ii) estimated number of iterations left (statistical progress). Although (i)

could be directly observed, (ii) has to be based on turning a theoretical bound

into an estimate based on the current progress (Section 3.2).

There are also some other reasons that we choose BO. First, BO has an
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advantage of being non-parametric, meaning it does not impose any limit on

T , making our techniques useful for a variety of ML systems and platforms

(system agnostic). Furthermore, it can deal with non-linear response surface but

require far fewer samples (quick learner with confidence) than others with similar

power like deep network. Lastly, BO has a good track record on tuning database

systems [5,23].

In the following, we briefly describe how to model T as a Gaussian Process

(GP). For details about GP, we refer readers to [63]. In a nutshell, GP models

T (〈X, lj〉) by a mean function m(·) and a covariance kernel function k(·, ·):

m(〈Xi, li〉) = E[T (〈Xi, li〉)]

m(〈Xj , lj〉) = E[T (〈Xj , lj〉)]

k(〈Xi, li〉, 〈Xj , lj〉) = E[(T (〈Xi, li〉)−m(〈Xi, li〉))

(T (〈Xj , lj〉)−m(〈Xj , lj〉))]

where the kernel function makes sure T (〈Xi, li〉) and T (〈Xj , lj〉) have large co-

variance if 〈Xi, li〉 and 〈Xj , lj〉 are similar and have small covariance otherwise.

In this work, we adopt Matérn covariance [54] as the kernel function because it

does not require strong smoothness.

There is a closed-form for the EI acquisition function from [37]. Let t be

the minimum value of T observed from the current best setting so far. For

each candidate setting X and a model with loss l, we can compute its expected

improvement of using X (over the current best known setting) as:
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EI(〈X, l〉) =

 (t−m(〈X, l〉))Φ(Z) + σ(〈X, l〉)φ(Z) if σ(Xi) > 0

0 if σ(Xi) = 0

σ(〈X, l〉) =
√
k(〈X, l〉, 〈X, l〉), Z = t−m(〈X,l〉)

σ(〈X,l〉) , and Φ and φ are the CDF and

PDF of standard normal, respectively.

3.1.3 Using BO in Online Tuning

We propose to divide the execution of an ML job into two phases: initial-

ization and online tuning.

Initialization Phase The initialization phase refers to the early iterations of

the job. Its goal is to quickly bring in a small set of representative settings

and their execution metrics to set up the BO. Initially, the job starts the first a

iterations using the setting X0, which is the default or the one given by the user.

Iterations after that will select the one with the highest expected improvement

EI, from an initial orthogonal sample S [81] of candidate settings from the

setting space. Orthogonal sampling is chosen over random sampling because the

latter is often ineffective when only a few samples are collected from a fairly high

dimensional space. So, assume the initial sample size is m and each setting runs

a iterations, the first a+m · a iterations belong to the initialization phase.

Figure 3.2a illustrates the execution metrics that would be inserted into the

repository after trying m different settings, with a = 5 iterations. Each record in

the collected execution metrics is a quadruple 〈j,Xi, t
j
i , l

j
i 〉, with Xi indicates that
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〈j,Xi, t
j
i , l

j
i 〉

〈0, X0, t
0
0, l

0
0〉

. . .
〈4, X0, t

4
0, l

4
0〉

〈5, X1, t
5
1, l

5
1〉

. . .
〈9, X1, t

9
1, l

9
1〉

. . .
〈n,Xm, t

n
m, l

n
m〉

〈Xi, li, Yi〉
〈X0, l0, Y0〉
〈X1, l1, Y1〉
〈X2, l2, Y2〉

. . .
〈Xm, lm, Ym〉

(a) collected execution metrics (b) training data

Figure 3.2. Execution metrics and training data

iteration j was executed using setting Xi, t
j
i indicates the execution time of that

iteration, and lji indicates the loss of the model after that iteration. Hereafter, we

also refer lji as “the loss of iteration j”, which is:

lji = f(wj)− f(w∗) (3.2)

where f is the learning function specified in the expert-suggested model (e.g., the

labeling function, in classification), w∗ is the optimal model parameter (while w∗

is unknown, f(w∗) is known from the ground truth, e.g., the labels of the training

data), and wj is the updated model parameter after this iteration j.

The loss of one iteration alone is insufficient to judge whether a setting has

good statistical efficiency. Furthermore, even a lousy setting could improve the

loss a lot in early iterations whereas an optimal setting could hardly improve the

loss if it is applied in late iterations. Consequently, the execution metrics would

be preprocessed into triples 〈Xi, li, Yi〉, where li is the loss of the first iteration of

using setting Xi, i.e., li = liai (e.g., l00, l51 in Figure 3.2a), and Yi is the estimated

remaining completion time assuming that the remaining iterations will use Xi
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and resume from where the model has reached a loss down to li. We set liai as

li, but not or any other values like l
(i+1)a−1
i (i.e., the loss of the last iteration of

using setting Xi; e.g., l40, l91 in Figure 3.2a), because BO is going to predict what

setting it shall use if it picks up the job from a model whose loss is liai . Figure

3.2b shows the training data after preprocessing.

The initialization phase takes a total of n = a+m · a iterations and it ends

with feeding all training data to the BO (i.e., to learn σ, parameter values of the

kernel function, etc.). After that is the online tuning phase.

Online Tuning Phase In this phase, a new set of orthogonal sample S will be

generated at the beginning of every a iterations. The set of candidate settings

at the beginning of those iterations would then be S ∪ X, where X is the set

of settings that has been selected by BO and executed so far. Then, the next

recommended setting X ′ is the one with the highest EI :

X ′ = arg maxX∈S∪X EI (〈X, lj〉)

Note that the sample size S in the online tuning phase can be way larger

than the size of the initial sample S because the EIs in this phase are obtained

through calculation but not actual execution. Furthermore, depending on the

reconfiguration cost Rcost (Section 3.3), a reconfiguration only happens when

EI (〈X ′, lj〉) − Rcost > 0. In other words, if a reconfiguration costs more than

it will potentially save, that reconfiguration would not take place. Overall, the

online tuning phase goes on until the job finishes.

Values of a and m We end this section by discussing how to set the values of a
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andm. Our major purpose is to avoid our techniques being parametric if possible.

The main usage of a is to deduce the statistical progress (convergence rate). So,

we set a, the number of iterations executed for each setting, be the number of

workers so as to assume that each worker has already pushed the update to

the server at least once, by default. We discuss how that default value can be

overridden based on the application’s semantic in Section 3.3. Nonetheless, we

remark that no systems can reach 100% parameter-free. For example, OtterTune,

iTuned, and our approach also at least need to specify m, the initial sample size.

While the initial sample size used in Ottertune is unclear, iTuned evidences that

a very small sample size is enough. In this thesis, we adopt m = 20. In Chapter

5, we put down interesting directions about how to possibly eliminate this very

last knob by transfer learning.

3.2 Online Progress Estimation

One key input to the online job optimization framework is the estimated

remaining completion time Yi, assuming that the j-th iteration has just finished,

the current model has a loss of lj , and the remaining iterations will continue to

use setting Xi.

Estimating Yi has to base on both the collected quadruples 〈j,Xi, t
j
i , l

j
i 〉 and

statistical progress estimation techniques. More specifically, Yi can be estimated

as:

Yi = t̄i × rj
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which is a product between (i) per-iteration execution time t̄i (hardware effi-

ciency) and (ii) estimated number of iterations left rj (statistical progress). t̄i

could be directly computed as the average of the recorded iteration times of using

that setting Xi, e.g., t̄1 can be computed as (t51 + t61 + · · ·+ t91)/5 in Figure 3.2a.

In this section, we present two approaches to obtain rj , the remaining number

of iterations required to reach model convergence.

3.2.1 Stateless Progress Estimation

The machine learning community has well studied the convergence proper-

ties of various machine learning algorithms [51, 58, 64, 66]. For instance, if the

learning function f is strongly convex and L-smooth1, then the convergence rate

of serial SGD is O(1ε ) [58], where ε is the user-specific convergence threshold.

More specifically, referring to Eq. 3.2, if lji ≤ ε, then the model is regarded as

converged. In other words, let k be the total number of iterations required to

reach a loss ε, then k ≥ H1
ε , where H1 is the hidden constant in O(1ε ).

So far, all convergence analysis are based on an offline setting: (1) the

learning always starts from an initial model whose parameter w0 which are

all 0’s in theoretical analysis [66]; and (2) the system setting never changes in

the course of the job. A recent work [39] has leveraged the above to predict

the actual value of k by establishing an offline tuning session like iTuned and

OtterTune. First, the losses of some iterations of an ML job are collected, e.g.,

〈0, l0〉, 〈1, l1〉, 〈2, l2〉, · · · . Then those 〈j, lj〉 pairs are fitted to a function j = H1

lj

1 A convex function f is L-smooth when ||∇f(wa)−∇f(wb)|| ≤ L||wa−wb||, ∀ wa,wb ∈ Rn,
where || · || denotes the Euclidean norm and ∇f(w) denotes the gradient of function f : Rd → R
at w.



CHAPTER 3. TOWARDS SELF-TUNING PARAMETER SERVERS 25

to deduce H1. Finally, k, the number of iterations that a new ML job required

to converge to a loss ε is derived as k = H1
ε .

We can extend the approach above to online predict rj . For example, if we

also focus on SGD, then we (i) use the convergence rate of parallel SGD instead

of that of serial SGD and (ii) use only the losses collected during the iterations

related to the current setting of interest, Xi, to do the fitting. Specifically, the

convergence rate of parallel SGD can be represented by the function

j =
H2

lji
log

d

lji
(3.3)

where d is any constant greater than Ld0, with d0 = ||w0 − w∗||2 and L is the

Lipschitz constant [64]. Since w∗ is unknown until the training is done, Ld0

becomes a hidden constant d that has to be greater than lji , or else the log inside

the fitting function becomes negative. Recall from Eq. 3.2 that lji can be arbitrary

large. So the off-the-shelf safest way is to set d as the maximum value in domain.

Although correct, we regard this approach only as a baseline because the

resulting estimates would not be that reliable — (i) the large d would dominate

the fitting function even after the log and (ii) d is static in a way that would not

get tighten even with the update of the model state. More specifically, d is static

because it is stateless — it is always L times the constant distance between the

initial model w0 and the optimal model w∗ (c.f. d0 = ||w0−w∗||2). That explains

why we name this approach a stateless approach. In Section 3.2.2 up next, we

present a stateful approach that takes the latest model state into account so that

the value d keeps tighten as the model approaches convergence, resulting in far

more accurate estimations.
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As a summary, rj is estimated by: (i) fitting the function j = H2

lji
log d

lji

using lji from iterations of using Xi and determine the value of H2. Referring to

Figure 3.2a as an example, after the j=9-th iteration, we can fit 〈5, l51〉 to 〈9, l91〉

to determine the constant H2 specifically for setting X1. (ii) Substitute ljiwith

the value ε to the fitting function and regard the result as k, i.e., k = H2
ε log d

ε .

(iii) Since k is an estimated value about the total number of iterations required

but in fact j iterations have been elapsed, we set rj = k − j.

3.2.2 Stateful Progress Estimation

Our goal now is to derive a better value of d for Eq. 3.3 to satisfy two

requirements:

– (R1) d

lji
> 1; otherwise log d

lji
is negative.

– (R2) d is tighter than Ld0; hopefully, gets tighten with the model updates.

In the following, we show that we can satisfy both (R1) and (R2) by setting

d = li, where li is the observed loss of the first iteration of using setting Xi (c.f.

Section 3.1.3):

1. lji = f(wj)− f(w∗) by Eq. 3.2

2. f(wj)− f(w∗) ≤ L
2 ||w

j −w∗||2 by [64], which upper bound the loss.

3. E[||wj − w∗||2] ≤ E[||w0 − w∗||2] by [64], which expects the model

parameter wj of any executed iteration is closer to the optimal w∗ than the

initial model w0.
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4. Take expectation on both sides of (2), and then combine that with (3), we

have:

E[f(wj)− f(w∗)] ≤ L

2
E[||wj − w∗||2] ≤ L

2
E[||w0 − w∗||2] =

L

2
d0 ≤ Ld0

5. Take expectation on both sides of (1), and then combine that with (4), we

have:

E[lji ] = E[f(wj)− f(w∗)] ≤ Ld0, ∀j = ia+ z, ∀z ∈ [1, a)

6. Now, consider another view of (2):

E[f(wj)− f(w∗)] ≥ E[f(wj+z)− f(w∗)], ∀z > 0

then we can regard:

E[li] ≥ E[lji ], ∀j = ia+ z, ∀z ∈ [1, a)

which follows [58] to assume the loss of the first iteration of using setting

Xi is expected to be larger than the loss of the subsequent iterations and

more importantly:

E[li]

E[lji ]
≥ 1

So, during online tuning, we can set d = li, it satisfies (R1) by (6) and
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satisfies (R2) by (5). As a result, the fitting function now becomes:

j =
H2

lji
log

li

lji
(3.4)

Referring to Figure 3.2a as an example again and assume l51 to l91 are 0.9,

0.8, 0.7, 0.6, 0.5 respectively. Then, after the j=9-th iteration, we fit 〈5, 0.9〉 to

〈9, 0.5〉 to determine the constant H2 using li = 0.9.

We call this approach a stateful approach because the estimation of k now

takes into account the model state li instead of the constant initial state. Figure

3.3a visualizes the importance of turning the fitting function from stateless (using

d in the log) to stateful (using li in the log), where the online prediction of k

could yield a significant difference.

lo
ss

iterations0 j



dk
i

k

Figure 3.3. Statistical progress estimation: stateful vs. stateless
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3.3 Online Reconfiguration

Online reconfiguration changes the system setting in the course of an MJ

job. Under the PS architecture, the following physical changes could be triggered

by a reconfiguration:

– (Type I) Data Relocation: Reconfigurations like turning a worker node to

a server node and moving data from CPU to GPU within a worker would

involve data relocation. Here, we further bifurcate data relocation into:

– (Type I-a) Training Data Relocation

– (Type I-b) Model Data Relocation

– (Type II) System Setting Reconfiguration: For example, in TensorFlow,

there is a knob to turn on or off the function inlining optimization. This

kind of knobs would not trigger any data relocation.

In terms of online reconfiguration facilities, most ML systems already have

one that can be re-used by us — the checkpointing and recovery feature (e.g., the

save & restore in TensorFlow). In most circumstances, that feature is collectively

implemented by four techniques:

1. Checkpointing (CKP): This saves the model state (e.g, the model param-

eter wj , the current iteration number j) to a persistent storage. Usually,

this would not save any system settings (e.g., whether function inlining is

on or off) because those values are stored separately in a system config-

uration/property file/in-memory data structure. Moreover, checkpointing
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does not involve the training data because there is a master copy of the

training data in the shared storage (e.g., HDFS).

2. System Setting Recovery (SSR): This is built-in as part of the recovery

process, in which the system is reinitialized based on the setting specified

in the configuration/property file/data structure.

3. Model Data Recovery (MDR): This is the other part of the build-in

recovery process, in which the model state is restored to the servers based

on the system setting.

4. Training Data Recovery (TDR): Because the training data is read only

and stored in the shared storage. Therefore, on recovery, the workers would

simply fetch the missing data from the shared storage directly.

Existing ML systems implement their checkpointing and recovery process

as a CKP and a full SSR+MDR+TDR, respectively. For online reconfiguration

purpose, we can however implement that more efficiently by mix-and-match those

techniques. One such reconfiguration scheme is as follows:

Reconfiguration Scheme 1 :

– For Type II reconfiguration only, change the system configuration file and

invoke SSR.

– For Type I-a reconfiguration only, just invoke TDR.

– For Type I-b reconfiguration only, invoke CKP+MDR.

– For any combination of the above, invoke the union of their actions.
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The advantages of this scheme is its readiness — almost all open-source

ML systems that we have examined, including TensorFlow [1] , Petuum [79], An-

gel [36], PS-lite [46] can support this online reconfiguration scheme with minimal

effort. One issue of this scheme, however, is its save and restore overhead for

some reconfiguration types. Nonetheless, that is seldom a big issue in nowadays

setting because many industrial-strength ML jobs issue checkpoints regularly

anyway. For example, the default checkpoint frequency of TensorFlow is 10 min-

utes 2. More frequent checkpoints could be found from use cases like real-time

model serving (e.g., [28]) and continuous training (e.g., [8]). In those cases, one

can simply set the reconfiguration frequency as the application’s checkpointing

frequency so that the online reconfiguration overlaps with the inevitable check-

pointing cost. That is, they can override the default value of a, the number

of iterations between two settings, based on their requirements on the model

freshness.

In the following, we present another reconfiguration technique, namely, On-

Demand-Model-Replicatoin, specifically design for Type I-b reconfiguration.

On-Demand-Model-Relocation (ODMR) In our experience of applying

our techniques on TensorFlow, a lion share of reconfiguration cost attributes to

Type I-b, i.e., the cost of relocating some model parameters from one node to

another node (e.g., when a recommendation suggests to increase the number

of servers). Consequently, we design a technique, namely, On-Demand-Model-

Relocation, that can achieve Type I-b model data relocation at almost no cost.

The idea of ODMR is to carry out parameter relocation reactively. Con-

2https://www.tensorflow.org/api_docs/python/tf/train/Supervisor

https://www.tensorflow.org/api_docs/python/tf/train/Supervisor
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cretely, on receiving a Type I-b request, the system only invokes SSR to reflect

the decision of moving a parameter from a source to a destination. The actual

parameter movement takes place only when a parameter is pulled from the source

server and pushes back to the destination server. Suppose there are two servers S1

and S2 and they originally manage parameters {w1, . . . , w6} and {w7, . . . , w12},

respectively. Now, assume a reconfiguration suggests to add one more server

S3 so that the three servers, S1, S2, and S3 manage parameters {w1, . . . , w4},

{w7, . . . , w10}, and {w5, w6, w11, w12}, respectively. So, when a worker requests a

parameter that is supposed to be relocated, e.g., w12, we simply let the worker to

pull from the old destination S2. After the workers have computed the updates,

they push both their original values and the updates to the new destination S3.

The reasons of pushing the original value are that (1) the destination S3 does not

have the original value o, so sending the updates u alone is not enough and (2)

the original value “flags” the servers that this push is special and to avoid possi-

bly repeated counting — the first time the server receives the message 〈o, u1〉 it

should create a new parameter with value o+u1, but the second time it receives

a message 〈o, u2〉, it should act like receiving a normal push with u2.

The ODMR approach has the merit of carrying out Type I-b relocation at

zero cost. Unfortunately it is invasive — it requires modifications to the under-

lying ML systems to support this. Systems that support ODMR however should

implement it because of its efficiency. The following reconfiguration scheme sum-

marizes the use of ODMR for different cases:

Reconfiguration Scheme 2 :

– For Type II reconfiguration only, change the system configuration file and
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invoke SSR.

– For Type I-a reconfiguration only, just invoke TDR.

– For Type I-b reconfiguration only, then invoke ODMR.

– For any combination of the above, invoke the union of their actions.

We did a small survey on the source-code of TensorFlow, Petuum, Angel, and

PS-lite to check their “friendliness” with respect to incorporating ODMR/Scheme

2, we found out that:

System Friendliness with Scheme 2

Angel Yes, with minimal effort

Petuum Yes, with some effort

PS-lite Yes, with some effort

TensorFlow No, almost needs to turn on its head

Angel is most ready to use Scheme 2 off-the-shelf because it not only has

an explicit push/pull API, it also exposes user-defined functions called psFunc

for developers to customize the push and pull functions. With that, one can

implement Scheme 2 on Angel non-invasively. Petuum and PS-lite can also use

Scheme 2 because they also have explicit push/pull API. However they do not

expose facilities like psFunc as in Angel. Implementing Scheme 2 on TensorFlow

would turn on its head because TensorFlow was deliberately architected to make

the push and pull API implicit and many system settings are immutable except

through the system save-and-restore facility [1]. Nonetheless, TensorFlow has the

largest community among the four ML systems that we have studied. Therefore,
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as the initial effort towards the vision of self-tuning ML systems, we have decided

to build our first prototype on TensorFlow. Implementing our techniques on

others is our future work.

3.4 Prototype Implementation

We implemented our techniques on top of TensorFlow v1.3 (TF). The imple-

mentation includes a user-level library written in Python 2.7 in order to abstract

out the system setting of a TensorFlow program. We implemented the Tuning

Manager and the repository using Python.

In details, TensorFlow has a front-end written in Python and a back-end

written in C++.

Currently TensorFlow exposes all system settings through the class construc-

tors and class attributes of the core classes. Table 3.2 (left) shows how ML users

specify those settings within the program. We have implemented a Python mod-

ule SelfTF so that users no longer need to specify the system settings anymore.

Table 3.2 (right) shows the corresponding TensorFlow with SelfTF installed.

We modified TensorFlow’s back-end (in C++) so that it can support recon-

figuration scheme 1. We refer this prototype implementation as SelfTF in this

section. Currently, SelfTF can only support SGD.

We end this section by recalling the need to estimate the reconfiguration

cost Rcost for the online tuning phase (Section 3.1). With the discussion above,

it becomes clear that Rcost depends on the scheme and the type of reconfigu-

ration technique. Nonetheless, empirically we observe that the cost variance of
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TensorFlow SelfTF

# Manually define the configuration of the
TensorFlow training server

cluster = tf.train.ClusterSpec({"ps":
parameter_servers_list, "worker":
workers_list})

server_config = tf.ConfigProto(
inter_op_parallelism_threads=8,
intra_op_parallelism_threads=8,
....

)

server = tf.train.Server(
cluster,
job_name=FLAGS.job_name,
task_index=FLAGS.task_index,
config=server_config)

# Configuration is managed by SelfTF

server =
SelfTF.create_training_server())

# Graph operation device placement by
TensorFlow

with tf.device(tf.train.
replica_device_setter(

worker_device="/job:worker/
task:%d" % FLAGS.
task_index,

cluster=cluster)):

# Graph operation device placement by
SelfTF

with tf.device(
SelfTF.device_placement()):

# TensorFlow graph definition
# Define a variable
tf.get_variable(
partitioner=

tf.fixed_size_partitioner(10)
)

# Other operations
tf.add(...)

# End of graph definition

# TensorFlow graph definition
# Define a variable
tf.get_variable(
partitioner=

SelfTF.get_variable_partitioner()
)

# Other operations
tf.add(...)

# End of graph definition

Table 3.2. Example of SelfTF module
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each technique (e.g., MDR) is fairly stable and thus we can simply deduce the

individual costs from the execution metrics collected during the initialization

phase.

3.5 Experimental Evaluation

3.5.1 Experiment Setup

Machine Learning Models and Datasets We evaluate SelfTF with three

widely used machine learning models: (i) l2 regularized Logistic Regression

(LogR), (ii) Support Vector Machine (SVM), and (iii) Convolutional Neural Net-

work (CNN). For CNN, we used a convolutional neural network with five layers.

The first convolutional layer filters the 24×24 input image with 64 kernels of size

5 × 5. The second convolutional layer takes as input the (response-normalized

and pooled) output of the first convolutional layer and filters it with 64 kernels

of size 5× 5. The third and the fourth layer are fully-connected layers with 394

and 192 neurons, respectively. The last layer is a 10-way softmax output layer.

This CNN model has also been used in [18,43].

We used CIFAR-10 as [40] the training data for CNN and a malicious URL

dataset [48] as the training data for both LogR and SVM models. Table 3.3

shows the characteristics of the datasets we used.

Dataset ML model(s) # of records # of features Size

CIFAR-10 CNN 60,000 1,024 160M
URL LogR, SVM 2,396,130 3,231,961 4G

Table 3.3. Training datasets
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Metrics Following [35], we used the variance of the objective values of the last

five iterations to determine whether SGD steadily converges. The convergence

thresholds ε for LogR, SVM, and CNN are 0.07, 0.07, and 0.5, respectively.

We report the completion time as the wall-clock time of a machine learning

job. The completion time includes the time used for data loading and result

outputting. Furthermore, we decompose the completion time as the statistical

efficiency and hardware efficiency.

Computing Cluster We performed all the experiments on a cluster of 36

identical commodity servers, connected by Ethernet. The network bandwidth is

1Gbps. The computing nodes run a 64-bit Centos 7.3, with the training datasets

on HDFS 2.6.0. Each node is Intel Xeon E5-2620 system with 8 cores CPU

running at 2.1 GHz, 64GB of memory, and 800GB SSD.

Comparison In the experiments, we implemented a brute-force solution that

exhausts the setting space for 60 days and report:

1. Worst: the worst completion time among all examined settings

2. Average: the average completion time among all examined settings.

3. Optimal: the best completion time among all examined settings.

We especially remark the brute-force solution is only for comparison but

impractical. For example, Optimal is impractical because nobody would run the

same job multiple times to identify the best system settings. We also remark that
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Figure 3.4. End-to-end completion time comparison
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TensorFlow, although popular, is more like a software library than a system —

currently users need to specify most system parameters (e.g., the worker-server

ratio) and there are no default values for those. Therefore, while Worst and

Optimal are unlikely to happen, Average could more or less reflect the real cases.

3.5.2 Overall Performance Evaluation

Figure 3.4 compare the completion time of SelfTF on CNN, LogR, and SVM.

The major observations are:

1. SelfTF has a performance on a par with Optimal, meaning SelfTF has the

ability to unearth a near-optimal setting during its on-job-training.

2. SelfTF has about 1.7× to 2.2× speedup when compared with Average,

meaning SelfTF saves ML users much time on average.

3. SelfTF is about 4.1× to 5.1× faster than Worst, which shows that an ML

user should never try her luck when determining the setting but adopt

SelfTF whenever possible.

3.5.3 Convergence Analysis

We next study how SelfTF internally behaves within an ML job. Figure 3.5

show that the convergence rate of SelfTF with respect to the job training time.

In the figure, we include the convergence rate of one random setting in Average

for comparison and we label that as TF. We also indicate the point where SelfTF

switches from its initialization phase to the online tuning phase (with a vertical

dotted line).
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Figure 3.5. Model convergence rate vs. job training time

From the figure, we observe that SelfTF might have a slower convergence

rate during the initialization phase (for CNN and LogR) because it was trying

different settings and some of those might include bad ones. Nonetheless, we

know that is worth because that lets SelfTF unearth a near-optimal setting and

save significant running time afterwards. The case in CNN is more apparent —

the convergence rate improves significantly once online tuning phase has started.
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Figure 3.6. Model convergence rate vs. statistical efficiency

3.5.4 Statistical Efficiency versus Hardware Efficiency

We have been emphasizing that the completion time of an MJ job is a

complex interplay between statistical efficiency and hardware efficiency and a

setting good at one might be a bad setting overall. Figure 3.6 evidences that. In

particular in CNN and LogR, SelfTF has chosen settings that need slightly more

iterations to convergence but the table below shows that those settings actually

have better hardware efficiency. Of course, we iterate that is actually a correct
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decision because SelfTF outperforms TF in end-to-end completion time.

SelfTF TF

# of time per # of time per

iterations iteration iterations iteration

CNN 16,590 0.05 14,504 0.11

LogR 7,924 0.32 5,360 0.83

SVM 5,063 0.30 5,802 0.59

3.5.5 Reconfiguration Overhead

The table below shows the percentage of time a SelfTF job spent on reconfig-

uration. It shows that our reconfiguration scheme for TensorFlow has not incurred

any significant overhead to the jobs, not to mention that those reconfiguration

overheads indeed cover some TensorFlow’s checkpointing cost.

Job % of time on reconfiguration

CNN 12.7%

LogR 4.3%

SVM 9.1%

3.5.6 Stateful vs. Stateless Progress Estimation

Lastly, we compare the power between the stateless approach and the state-

ful approach in estimating the statistical progress by showing the completion time

differences between them. We use completion time instead of accuracy/error in

this experiment because the latter would need running SelfTF on each setting

completely till convergence for each reconfiguration point — that simply
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does not worth the time to collect those numbers if reporting the completion

time between the two approaches can tell us the efficiency differences. Figure 3.7

shows the experimental results. It clearly shows that a stateful approach is al-

ways better than a stateless approach by the completion time difference.
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Figure 3.7. Estimation techniques among different models
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Chapter 4

Related Work

Self-tuning database systems has been an active research topic for almost

two decades [15, 16, 34, 77]. Nonetheless, most of them focused on choosing the

best logical or physical design (e.g., index) of a database (e.g., [3,4,26]). Tuning

system configuration is a different challenge because the influences of system

knobs cannot be captured by the internal cost-model of the query optimizer [5,

23]. Existing works mostly adopt a feedback-driven approach to adjust the knobs

[5, 9, 11, 22, 23, 38, 41, 42, 57, 70, 71, 76, 82]. So far, however, only iTuned [23] and

OtterTune [5] can (almost) completely keep the human out of the loop (e.g., don’t

need to specify which knob to be tuned). The idea of self-tuning actually goes

beyond database systems. There are projects about tuning MapReduce system

configurations [29,31] and selecting the best (e.g., cheapest) cloud containers for

a specific workload [6, 30, 33]. To our best knowledge, none of them focus on

online tuning an in-flight ML job. Furthermore, most existing works dedicate

a specific tuning session to collect execution metrics and train the performance
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model; the query results obtained in the tuning session are however disposed. In

this work, the execution metrics are collected while the ML job is making real

progress – there is no waste of resources.

The (short) history of PS architecture began with systems that were specifi-

cally designed for LDA topic modeling [68] and deep network [18,21]. Afterwards,

general-purpose ML systems also adopt the PS architecture [46, 79]. Compared

with auto-tuning DB systems, auto-tuning ML systems is in infancy. In [80],

an offline tuner specifically designed for Adam [18], a close-source ML system,

was presented. The work manually established an analytical cost-model based

on Adam’s architecture and design. Latest works [39] and [59] discusses the au-

tomatic selection of different GD algorithms by manually creating an analytical

cost-model and the automatic placement of operators on CPU/GPU using re-

inforcement learning, respectively. Our scope is way broader than only those.

More importantly, we target online tuning, i.e., a job is executed using better

and better system settings as it proceeds. In contrast, [39] targets offline tun-

ing — first decide on which GD algorithm to use and never change that even

though a job may last for hours or weeks. In [62], experiments based on a BSP

PS system show that changing the cluster resources online could influence the

completion time of ML jobs, which supports the arguments of this thesis. In

machine learning, auto hyper-parameter tuning (e.g., tuning the number of the

hidden layers in a deep neural network) that finds the best model is a grand

challenge [27]. Currently, most ML users follow a trial-and-error process to find

their “right” model: (i) pick an initial setting for the hyper-parameters, and then

train the model for a fixed amount of time (e.g., days); (ii) if the final accuracy

is not desirable, then choose another set of hyper-parameter values and repeat
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the process, until the model has reached the user’s expectation. Under this trial-

and-error cycle, what we propose in this thesis would significantly reduce the

time of each trial, thereby expediting the ideal model seeking process.

Performance modeling and progress estimation are interesting problems in

their own right. For example, Ernest [73] trains a performance model for ma-

chine learning applications. However, even that latest work has only put the

estimation of statistical efficiency as a future work. Progress indicator is an en-

lightening feature in analytical systems because that lets users know when will

they obtain the results [17, 44, 45, 47, 56]. In this thesis, we have pioneered the

first progress indicator for ML systems through giving initial solutions to the

statistical progress estimation problem.

Our work bear a resemblance to query reoptimization for long-running queries

[50,78]. Nonetheless, the contexts are entirely different because query reoptimiza-

tion focuses on switching execution strategies of individual operators under the

same system setting while we focus on switching to another system setting in

the midst of an iterative job. There has been some discussions about live recon-

figuration in cloud databases (e.g., [24]) and in-memory transactional systems

(e.g., [75]). Our On-Demand-Model-Relocation (ODMR) technique is inspired

by the on-demand data migration method of the former but we customize that

for model data relocation under the PS architecture. There are also works to

reduce the costs of checkpointing and system suspend-and-resume (e.g., [13,14]).

Those works are orthogonal to us and any advance in that area could inspire

improvement on our reconfiguration techniques.
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Chapter 5

Conclusion and Future Work

In this thesis, we make a case for building an online tuner for ML systems.

We show that the performances of machine learning (ML) systems, like database

(DB) systems, are also subjected to the values of many system parameters. How-

ever, unlike DB systems, ML systems can afford online on-job training and tuning

because of the long-running nature of ML. To this end, we propose an online job

optimization framework that is suitable to all ML systems. We also develop

initial solutions to solve the online statistical progress estimation problem. We

discuss an array of existing and new techniques to support online reconfiguration

on existing ML systems. As an initial effort to showcase our techniques, we have

implemented a prototype on top of TensorFlow. Experiments show that various

ML tasks gain speedup by a factor of 1.7× to 5.1×.

The area of self-tuning ML systems is still in infancy. Our next step is to

extend our idea to other ML systems (e.g., Angel [36]), optimization algorithms

(e.g., SVRG++ [7]), and on platforms with heterogenous machines (e.g., [35]).
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We will also study the use of transfer learning [61] to eliminate the initialization

phase. Specifically, when the framework receives a new ML job J , it shall search

the repository and locate a previous job Ĵ that is most similar to J . Then it shall

transfer all candidate settings XĴ that Ĵ had ever picked to be J ’s candidate

settings. OtterTune [5] has also leveraged a similar idea when facing new DB

workloads. By using this transfer learning idea, we might eliminate the whole

initialization phase and proceed to online tuning phase directly. We expect the

effectiveness of this idea would increase with the number of jobs optimized by

the framework, thereby achieving a vision of self-improving ML systems.
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