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Abstract

Passive Global Navigation Satellite System (GNSS)-based Synthetic Aperture

Radar (SAR), known as GNSS-SAR, is a currently developing passive radar sens-

ing system. As the system works in passive mode, GNSS-SAR is much cheaper

with a much smaller size, thus it is more flexible to be installed under many ap-

plication scenarios. However because of the restriction of GNSS signal bands, the

resolution of GNSS-SAR is lower than conventional SAR. Also, the weak reflected

GNSS signals is another limitation for the application of GNSS-SAR. Due to the

fact that GNSS signals are low Equivalent Isotropically Radiated Power (EIRP)

sources, the signal strength after reflection will be very weak.

In this study, a new GNSS-SAR imaging algorithm is proposed to improve

object detectability under weak reflected signals. Both theoretical analysis and

experimental study show that the proposed algorithm can result in obviously en-

hanced imaging detectability. For instance, using GPS C/A code signal receiver,

the proposed algorithm can detect the object with the signal strength as low as

−160 dBm, while the conventional algorithm cannot. Meanwhile, computation

with the proposed imaging algorithm is significantly more efficient than with con-

ventional GNSS-SAR imaging algorithm.

To enhance range resolution, two new range compression algorithms are pro-
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posed to reduce the compressed ambiguity of main-lobe due to chip rate of the

respective pseudo-random noise (PRN) code, respectively. In first proposed al-

gorithm (see Chapter 4), range compression is carried out by correlating a re-

flected GNSS intermediate frequency (IF) signal with a synchronized direct GNSS

base-band signal at range domain, where the main lobe ambiguity of the com-

pressed pulse is narrowed down. Thereafter, spectrum equalization technique

is applied to the compressed results for suppressing side lobes to obtain a final

range-compressed signal. In the second proposed algorithm (see Chapter 5), the

main-lobe ambiguity of range compressed signal is deduced by applying Diff2 peak

extraction method. Both simulation and field experimental results demonstrate

that the proposed range compression algorithms contribute to the resolution en-

hancement very significantly. For example, on the basis of GPS C/A code receiver

platform with the IF value 4 MHz and sampling rate 16 MHz, the first proposed

algorithm can improve the best attainable range resolution to 40 m level, while

the second proposed algorithm can enhance the best attainable range resolution

to 36 m level, compared to the best attainable range resolution 171 m provided

by conventional range compression algorithm. In contrast with many current

GNSS-SAR research works, the major novelty of the proposed range compres-

sion algorithms is that range compressed pulse ambiguity caused by PRN code

correlation function has been addressed successfully.

Key Words: Global Navigation Satellite System, Synthetic Aperture Radar,

GNSS-SAR, object detection performance, weak reflected signals, range resolution
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Chapter 1

Introduction

In recent decade, a novel developing passive radar imaging system – Passive Global

Navigation Satellite System (GNSS) based Synthetic Aperture Radar (SAR),

GNSS-SAR, has been attracted many research interests in the GNSS community.

In contrast with the conventional SAR system, signals from Global Navigation

Satellite Systems (GNSSs) such as the global positioning system (GPS), Galileo,

GLONASS or Beidou are applied for SAR image formation. As the advantages of

ready-to-use signal (no SAR transmitter is required), GNSS-SAR has a less cost

budget and the system is more flexible to be installed for the various application

scenarios. However, currently, object detection performance for such technique is

limited by the two main problems – weak signal strength and low range resolu-

tion. Thus to address the two main problems is very crucial for promoting the

applications of GNSS-SAR.

This chapter begins with the introduction of background of the research work,
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followed by the research motivation, objective and contribution. At the final

section of this Chapter, the structure of this thesis is given.

1.1 Research Background

The reflectometry technique – radar, which is the abbreviation of Radio Detec-

tion and Ranging, has been developing since the Second Word War period, and

mainly used for object detection and classification [1, 2, 3, 4, 6]. In general, radar

system contains the two types – Real Aperture Radar (RAR) [4] and Synthetic

Aperture Radar (SAR) [1, 2, 4]. The major difference between RAR and SAR is

that RAR uses a fixed short antenna for acquiring data, while SAR uses a long

stationary antenna or a short antenna with moving platform for acquiring data

[1, 2, 4]. Therefore SAR can provide a higher resolution than RAR. In radar

system, magnitude information (obtained from radar images) and phase infor-

mation (obtained from radar data tracking) are the two main parameters that

extracted for the purpose of remote sensing investigations. Using magnitude and

phase information, till now, radar technique has been implemented under a wide

range remote sensing studies such as civil and military reconnaissance, forest cov-

erage monitoring, surface deformation monitoring, etc. However because both

transmitter and receiver need to be specifically designed and constructed, con-

ventional active radar reflectometry system has a high cost budget and limited

flexibility for the installation under various surveillance scenario. To deal with
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this issue, passive reflectometry technique [6, 23, 31] was proposed and has been

developing. In general, passive reflectometry system works under the mode that

a passive receiver uses echo signals of other source as transmission of opportunity

from reflecting surface. As no transmission module is used, passive reflectometry

system is more cost effective for the construction under various implementation

scenarios. Moreover the passive reflectometry receiver can be relatively safe con-

cealed when performing reconnaissance, as the system only collects data, no one

can detect it [23]. Currently the signals such as digital audio or TV signals [7, 8],

FM signal [9], mobile communication signals [10, 11, 13] and global navigation

satellite system (GNSS) signal [14, 20, 23, 92] have been demonstrated for pas-

sive surveillance purpose. Among them, the usage of GNSS signals is one of the

most popular, which is known as GNSS reflectometry (GNSS-R). This is because

as GNSS signals are global coverage and rarely fail to transmit, all day and all

weather monitoring can be possible [23]. The concept GNSS-R was firstly pro-

posed in [15]. Generally, traditional GNSS-R technique includes the two main

categories – non-geometrical and geometrical methods. The measurement of non-

geometrical method is based on the received signal power or signal to noise ratio

(SNR), while the measurement of geometrical method is based on code delay

between direct and reflected GNSS signals. Till current, various applications of

traditional GNSS-R technique have been developing. The respective applications

can be seen in sea state monitoring [16], biomass monitoring [17], soil moisture

monitoring [18] and snow depth estimation [19], etc. To form radar images for

3



object detection and identification, recently, based on the concept of radar as

aforementioned, traditional GNSS-R technique was further extended to GNSS

radar technique. Similar to active radars, passive GNSS based radars also con-

tain passive GNSS-based RAR and passive GNSS-based SAR (GNSS-SAR). This

thesis particularly concentrates on GNSS-SAR technique, where SAR imaging al-

gorithms for object detection are specifically investigated. As GNSS signals are

low Equivalent Isotropically Radiated Power (EIRP) sources that not originally

designed for remote sensing purpose, in GNSS-SAR surveillance, weak reflected

GNSS signals and low range resolution are the two main problems. The detailed

interpretations of the problems can be seen as follows:

• Weak reflected signals is mainly caused by the power budget of GNSS satel-

lite, distance between GNSS satellite and earth surface, object reflectivity as

well as the scattering path from object to GNSS-SAR receiver [12, 93, 69].

For instance, the transmission power of GNSS satellite is 50 w; the distance

between satellites and earth is with the order of magnitude 107 m [23, 24, 97].

Thus GNSS power flux density near the earth surface is extremely low at

the level around −130 dBm [101]. The situation will become even worse

for reflected GNSS signals for SAR purpose. The case that reflected signal

strength as weak as −160 dBm can happen. With such low power den-

sity, GNSS-SAR images can be very noisy and it will be difficult to identify

objects in the images.
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• Low range resolution is another main problem that restricts the current

implementation of GNSS-SAR technique [69]. Due to the low range res-

olution, if the two or more targets are placed in a closer range distance,

they may not be able to be separated on the corresponding GNSS-SAR

image. GNSS signal bandwidth and bi-static angle for sensing determine

the range resolution level [23, 31]. With a fixed bi-static angle, GNSS sig-

nals bandwidth is the only factor that determines range resolution [23, 31].

Under this circumstance, if shape factors of a wave form are not consid-

ered, the best attainable range resolution identically equals the recipro-

cal of doubled signal bandwidth value. And for GNSS signals, the band-

width value is equal to the pseudo-random noise (PRN) code chip rate

[23, 31]. Since the chip rates of GPS C/A code signal, GLONASS sig-

nal, GPS P code signal and Beidou signal, joint Galileo E5 signal are 1.023

MHz, 5.11 MHz, 10.23 MHz and 50 MHz, respectively, the respective best

range resolutions can be obtained at the levels 150 m, 30 m, 15 m and 3 m

[29, 36, 37, 66, 67, 68, 23, 31, 44, 33, 49, 32, 53, 54, 55, 71, 98].

1.2 Recent Development in GNSS-SAR Research

Conventionally, GNSS-SAR imaging procedure contains two separated compres-

sions i.e. range compression and azimuth compression [23, 31]. Based on the

conventional algorithm, in recent years, the feasibility of GNSS-SAR has been
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demonstrated by different research groups[29, 30, 32, 33, 35, 40, 41, 43, 44, 92],

using various system configurations. Long dwell time on the target for providing

an increased coherent duration for azimuth compression is commonly used for

dealing with weak reflected signal problem.

For resolution study, under the conventional imaging algorithm, with a fixed

bi-static angle, currently many works prefer to use the GNSS signals with a higher

PRN code chip rate, as the matter of fact that a higher range resolution can be

achieved. For example, the current best range resolution is achieved at 3 m level

in the works [54, 55] that uses joint Galileo E5 signal with a code chip rate 51.115

MHz. At the same time, azimuth resolution is determined by carrier phase history,

using the dwell time 5 min, azimuth resolution can be achieved at the level 3 to 4

meter [56, 96, 97, 98]. Because of this, the works [56, 96, 97, 98] improve spatial

resolution based on azimuth resolutions diversity. In specific, GNSS-SAR signals

are acquired through different azimuth direction for forming a group of bi-static

images, where each bi-static images are generated by conventional imaging algo-

rithm. Thereafter to exploit spatial diversity, multi-static image fusion approach

is applied to the group of bi-static images.

In terms of applications, the works [38, 48, 93] demonstrated GNSS-SAR imple-

mentations in surface change monitoring by comparing the correlation coefficient

of two SAR images. At the same time, the works [57, 58, 59] applied GNSS-SAR

techniques in maritime monitoring based on delay Doppler mapping (DDM).

However, the current research still has the following problems:
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• Although weak reflected signal negatively impacts GNSS-SAR imaging, few

related works have discussed the method to address it. Increasing the inte-

gration length is a common method improve signal strength [24, 25, 21, 94,

95] for improving the detectability, however this process can add significant

increment of the computational burdens for GNSS-SAR. This is because the

integration is carried out on the basis of signal correlation processing when

performing range and azimuth compressions.

• For resolution improvement, as aforementioned, range resolution is limited

by the ranging code chip rate of the utilized GNSS signals under a fixed

bi-static observation angle. Even though multi-image fusion approach using

GNSS-SAR images that generated from different azimuth direction can pro-

mote spatial resolution than single azimuth direction case [56, 96, 97, 98],

the approach still do nothing about range compressed pulse ambiguity region

caused by the PRN code correlation function that due to the respective code

chip rate. Meanwhile another shortcoming of the approaches [56, 96, 97, 98]

is that the methods are time consumptive because they are applied based

on the multiple full preliminary GNSS-SAR images.

1.3 Research Motivation and Objectives

This research is mainly motivated by the main problems in GNSS-SAR and the

drawbacks in the respective current research. The main aim of this thesis is to
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improve object detection performance for GNSS-SAR. To achieve the main aim,

the following objectives are contained:

• Improving signal detectability and reducing computational complexity for

GNSS-SAR imaging simultaneously by combining addition and correlation

scheme for azimuth processing.

• Improving range resolution by addressing range compressed pulse main-lobe

ambiguity caused by PRN code correlation function.

1.4 Thesis Contributions

Working towards the objectives, the main contributions of this thesis are listed as

follows.

• Based on the point that joint coherent and non-coherent integration can

better improve SNR than either single coherent or single non-coherent in-

tegration [21], we propose a new imaging algorithm to improve the image

quality for GNSS-SAR under weak reflected signals, where imaging qual-

ity is quantified by compressed signal strength and the respective detection

probability. In the proposed algorithm, each pre-determined azimuth reso-

lution cell is further divided into multiple non-overlapped mini-slots. Then

to both enhance imaging signal detectability for object identification and

reduce the computational times, the azimuthally distributed range com-

pressed of migration correction within each mini-slot are added together for
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azimuth compression. Theoretical analysis and experimental results both

indicate that the proposed algorithm is apparently less strict in its signal

strength requirements with a given object detection probability, and can

show significantly greater detectability under the typical weak reflected sig-

nal scenario, compared to the conventional GNSS-SAR imaging algorithm.

Using a GPS C/A code signal receiver as an example, the objects with a

reflected signal strength −160 dBm can still be imaged under the proposed

algorithm, but the conventional algorithm cannot. At the same time, the

proposed algorithm is obviously more time efficient than the conventional

GNSS-SAR imaging algorithm.

• Novel range compression algorithms are proposed on the basis of reducing

range compressed ambiguity of the main-lobe. In one of the proposed algo-

rithms (see Chapter 4), reflected GNSS intermediate frequency (IF) signals

are employed to correlation with synchronized direct base-band signal for

range compression, in which, the main-lobe ambiguity is deducted. The

side-lobes are suppressed by spectrum equalization method. For the other

proposed algorithm (see Chapter 5), to narrow down range compressed am-

biguity, Diff2 scheme [105] for correlation peak extractions under multi-path

scenario is applied on range compressed signals. Both simulation and field

experimental results have successfully demonstrated that the proposed algo-

rithms can significantly improve range resolution for GNSS-SAR. In specific,

for GPS C/A code signal receiver, the range resolution can be improved to
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40 m from 171 m with the IF value 4 MHz; with Diff2 scheme, under the

range sampling frequency 1.6 × 107 Hz, range resolution is enhanced to 36

m level. In summary, the proposed range compression algorithms have ad-

dressed range compressed ambiguity issue caused by GNSS signal, and this is

the major innovation compared to many current GNSS-SAR related works.

Apart from the main contributions, we implement GNSS-SAR under several

environmental sensing scenarios by combining all the proposed algorithms in this

thesis. Radar sensing distance and maritime ship identification with ocean back-

ground interference are specifically studied. The field results show that with such

a low cost GNSS software defined receiver, targets of the field of vision (FOV)

around 2 km can be clearly identified on GNSS-SAR image. Meanwhile, the ca-

pability of GNSS-SAR to perform maritime ship identification under ocean back-

ground scattering is verified. In summary, the results from the application study

show that when compared with conventional imaging algorithm, comprehensively

combining the proposed algorithms are better for the GNSS-SAR applications.

1.5 Thesis Outline

The thesis is organized as follows.

In Chapter 2, we introduce the system, signal model and imaging procedure

of GNSS-SAR. Meanwhile we review the current development of such technique,

and point out the associated problems.
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The proposed GNSS-SAR imaging algorithm for enhancing image quality un-

der weak reflected signals is given and analyzed in Chapter 3. Both simulations

and field experiments are carried out to validate the proposed algorithm.

In Chapter 4, the proposed novel range compression algorithm using reflected

GNSS IF signals for imaging is given and analyzed. The relevant theoretical

derivation, simulation and field experimental results are provided.

Another new range compression algorithm on the basis of applying Diff2 peak

extraction scheme on range compressed signals in shown in Chapter 5. The sim-

ulation and experimental confirmations are given in the same chapter.

Chapter 6 implements GNSS-SAR into several environmental sensing scenarios

as examples. Radar sensing distance and maritime ship identification under ocean

background scattering are investigated.

Chapter 7 concludes the thesis and presents the future development.
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Chapter 2

Principle of GNSS-SAR

In this chapter, at the beginning, the concept of SAR, the GNSS-SAR system and

signal model are introduced, respectively. Thereafter, the general step of imaging

is provided, and the associated main problems – weak reflected signals and low

range resolutions are analyzed, and the associated disadvantages are pointed out.

2.1 Concept of SAR

In general, most active SAR transmitters transmit the radio signal in the form

of chirp signal [22] for surveillance purpose, and SAR receiver collect radio echo

signals from the objects through a moving platform with a certain trace [1, 2, 4].

The trace can be either direct moving trace or angular moving trace. The overall

diagram of SAR can be seen in Fig. 2.1.

In Fig. 2.1, it can be seen that to form a SAR image, data are collected through
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Fig. 2.1: The overall diagram of SAR system.

two dimensions. The dimension that perpendicular to the moving trace is known

as range domain, while the dimension that parallel to the moving trace is known

as azimuth domain. For SAR receiver, generally it can be categorized into three

modes – mono-static mode, bi-static mode and multi-static mode. The respective

schematic diagrams can be seen as Fig. 2.2. For mono-static SAR receiver, both

transmitter and receiver are located in the same platform. For bi-static SAR

receiver, the transmitter and receiver are located on separated platforms, and

only one receiver is employed for receiving signals from the transmitter. As for

multi-static SAR, multiple separated transmitters and multiple receivers (two or

more) can be used for transmitting and receiving signals. In SAR system, with a

sufficient received echo signal strength, by carrying out the separated compressions

in both range and azimuth domains, a fine pulse response of a scattering point for
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Fig. 2.2: The SAR receiver mode: (a) mono-static SAR, (b) bi-static SAR, (c)
Multi-static SAR.
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Fig. 2.3: The overall schematic diagram of GNSS-SAR.

object identification can be obtained.

The current applications of SAR can be summarized as oceanography (wave

spectra, wind speed, velocity of ocean currents), glaciology (snow wetness, snow

water equivalent, glacier monitoring), agriculture (crop classification and monitor-

ing, soil moisture), geology (terrain discrimination, subsurface imaging), forestry

(forest height, biomass, deforestation), deformation monitoring (volcano, Earth-

quake and subsidence monitoring with differential interferometry), environment

monitoring (oil spills, flooding, urban growth, global change) etc [5].

2.2 GNSS-SAR System and Signal Model

Based on the concept of SAR, a new SAR system known as GNSS-SAR was

proposed. The overall schematic diagram of GNSS-SAR is shown in Fig. 2.3.
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In Fig. 2.3, it can be seen that generally GNSS-SAR consists the following

segments.

• GNSS satellite(s): source of opportunity for transmitting GNSS signals,

• glisten area: the interested region for remote sensing observation,

• direct and surveillance receiving antennas: collect direct and reflected signals

respectively, and generally direct antenna is faced to sky while surveillance

antenna is faced to the glisten area.

2.2.1 GNSS Signals

GNSS, the short form of Global Navigation Satellite System, is known as satellite-

based system with a global coverage that transmits signals for navigation and

positioning [24, 23, 25, 31]. Currently GNSS contains GPS, GLONASS, Galileo

and Chinese Beidou systems, respectively.

• GPS [24, 25, 75] was developed by Unite States in 1970 s, and it is the

first global positioning satellite system for offering in both civil and military

purpose. The system contains 24 satellites. The system is operated in code

division multiple access (CDMA) [81, 82, 83, 84] mode with binary phase

shift keying (BPSK) modulation [80, 81]. All the satellites transmit within

the same frequency band. Different Pseudo-random Noise (PRN) codes [70]

are employed to distinguish different satellites. Two kinds of PRN codes i.e.
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coarse acquisition (C/A) code and Precision (P) code are used, in which,

C/A code is for civil service while P code is for military service.

• GLONASS [23, 26] was developed by Russia in 1976. Till now, the system

contains 24 satellites. Like GPS, the PRN codes P code and C/A code are

employed in GLONASS system. However different from GPS, P code and

C/A code are the same for all satellites, frequency division multiple access

(FDMA) [81] scheme is used to distinguish each satellite.

• In recent decade, European Union developed a new GNSS system – Galileo

system [27]. Since 2008, Galileo system has been commercially operated.

The full constellation of the system is planed to be completed by 2020. The

same as GPS, in Galileo system, all the satellites are modulated in the same

frequency band. Unlike GPS and GLONASS, Galileo system PRN codes

are contained by primary code and secondary code. Primary code is the

same for all satellites but secondary code varies from satellite to satellite.

Quadrature phase shift keying (QPSK) [81] is utilized for modulating the

transmission signals.

• Beidou [28] is a newly developing GNSS satellite by Chinese scientists. Till

now 15 satellites are in the sky. The full system is hopefully be developed by

the year 2020. Thirty five satellites will be consisted in the fully developed

system. The same as GPS, CDMA scheme is adopted in Beidou system as

well. Two kinds of PRN codes are used to distinguish each satellite. The
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TABLE 2.1: Parameter values of GPS and GLONASS satellites

GNSS GPS GLONASS

Channel L1, L2 and L5 L1 and L2
Operating frequency L1 = 1575.42 MHz L1 = 1602 + n× 0.5625 MHz

L2 = 1227.6 MHz L2 = 1246 + n× 0.4375 MHz
L5 = 1176.45 MHz

Chip rate (M/s or MHz) C/A code: 1.023 C/A code: 0.511
P code: 10.23 P code: 5.11

Orbit altitude (km) 22200 19130

TABLE 2.2: Parameter values of Galileo and Beidou satellites

GNSS Galileo Beidou

Channel E5a, E5b, E6 B1, B2, B5 and B6
Operating frequency E5a = 1176.45 MHz B2 = 1561.098 MHz

E5b = 1207.14 MHz B5 = 1207.14 MHz
E6 = 1278.75 MHz B6 = 1268.52 MHz

B1 = 1575.42 MHz
Chip rate (M/s or MHz) E5 signal: 20.460 B2 and B5b-I signals: 2.046

E5b-Q and E6 signals: 10.23
Orbit altitude (km) 23222 21150

localization accuracy for Beidou system is 10 meter.

Parameter values of the aforementioned GNSS satellites are summarized in

TABLE 2.1 and TABLE 2.2 [24, 23, 25, 31, 26, 27, 28].

At each GNSS satellite, the generation procedure of GNSS signal can be model

as Fig. 2.4.

Based on Fig. 2.4, the general model transmitted signal per channel each

satellite can be mathematically expressed as follows

s (n) = A · C (n) ·D (n) · sin (2πfc · n) (2.1)

18



Fig. 2.4: The flow diagram of generating GNSS signal [24].

or

s (n) = A · C (n) ·D (n) · cos (2πfc · n) (2.2)

where A represents transmitted magnitude, C (·) represents PRN code, D (·) rep-

resents navigation message, fc represents transmission frequency and n represents

the number of transmitted sample. Specifically, taking GPS as an example, the

transmitted signal at each satellite can be expressed as [24, 76]

sg (n) =
√

2PC/A · C/A(n) ·D (n) · cos (2πfL1 · n)

+
√
2PPL1 · P (n) ·D (n) · sin (2πfL1n)

+
√
2PPL2 · P (n) ·D (n) · sin (2πfL2 · n)

(2.3)
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Fig. 2.5: The flow diagram of gold code generation [24].

where C/A represents C/A code, P (·) represents P code, fL1 represents L1 fre-

quency band, fL2 represents L2 frequency band, PC/A and PP represents power of

C/A code signal and P code signal, respectively.

For PRN code in GNSS signals, using GPS C/A code signal as an instance,

the code is generated based on Gold sequence [78, 79], which generation procedure

[24, 77] is shown in Fig. 2.5

As it can be seen that gold code sequence is generated by two shift registers.

The correlation properties of PRN code using GPS C/A code as an instance is

shown in Fig. 2.6.

In Fig. 2.6, it can be seen that PRN code has approximated no cross correla-

tion. Also PRN code has approximated no auto-correlation except for zero tag.
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Fig. 2.6: The correlation property of GPS C/A code: (a) cross correlation, (b)
auto-correlation.

Because of the no cross correlation property, in GPS, Galileo and Beidou systems,

different PRN code sequence are used for distinguishing different satellites.

2.2.2 Passive SAR Receiver

For passive SAR such as GNSS-SAR, since the signals should be from other sources

of opportunity, the receiver can only work in the mode bi-static SAR or multi-

static SAR. However if the receiver locates at the same horizontal axis as the

target, the system can be considered as quasi mono-static [23, 36], where the

bi-static observation angle can be regard as zero.

At software defined passive GNSS-SAR receiver, direct and surveillance an-

tennas are employed for receiving direct and reflected GNSS signals, respectively,

where the movement of the surveillance antenna is performed for aperture synthe-
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sis [23, 33, 54]. For achieving time synchronization, both direct and surveillance

channels are connected to the GNSS receiver with the same clock for receiving sig-

nals. The received direct and reflected GNSS signals are quadrature demodulated

to base-band (normally demodulated to intermediate frequency (IF) at front end

for the storage, and then further demodulated to base-band for post processing),

digitally sampled and save into two domains i.e. range domain and azimuth do-

main [23, 31], respectively. Assume after digitizing, the received signals have Nt

samples in range time domain and Mu samples in azimuth time domain, then the

signal from direct channel can be expressed as

sd (t, u) = Ad (t, u)C [t− τ (u)]D [t− τ (u)]

×exp (j (2π · fd (u) t+ φd (u))) + nd (t, u)

(2.4)

where Ad(·) represents the received signal amplitude, C(·) represents GNSS signal

PRN code; D(·) represents navigation message; u denotes azimuth time domain,

which length is limited by the duration for performing synthetic aperture; t de-

notes range time domain, which length is constrained by PRN code period; τ(·)

denotes range delay per azimuth bin (azimuth coordinate), where each azimuth

bin is identically the equivalent pulse repetition time that represented by one PRN

code period; fd(·), φd(·) denotes Doppler rate and carrier phase; nd(·) represents

background noise of direct signal. The parameters fd(·), φd(·) can be considered as

unchanged within the same azimuth position, and D (·) is considered as a constant

within the same range domain.
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The signal received at surveillance channel of reflecting point at the corre-

sponding range coordinate (range position) l per azimuth bin can be considered

as a delayed version of that at direct channel (2.4), which can be expressed as

sr (t, u) =











































Al
r (t, u)C

[

t− τ (u)− τ lR (u)
]

·D
[

t− τ (u)− τ lR (u)
]

×exp (j (2π · fd (u) t+ φr (u))) + nr (t, u) presence of reflected GNSS signals

nr (t, u) absence of reflected GNSS signals

(2.5)

where Al
r (·) denotes reflected magnitude, τ lR denotes delay of the scattering point

at range position l, φl
r represent reflected carrier phase; nr (·) represents the noise

of reflected signal. The parameters fd, φr can be considered as unchanged within

the same azimuth position as well. The received reflected signal of the targeted

area is an accumulation of each single reflection point with different signal strength

Al
r and delayed values τ lR in both range and azimuth domains, which can be

expressed as

sR (t, u) =
∑∑

sr (t, u) . (2.6)

The length of an azimuth bin equals to one PRN code period; Received Doppler

frequency of direct and reflected GNSS signals can be regarded as approximately

the same for non moving objects.

Before performing imaging, direct signal synchronization [39] based acquisition

and tracking procedure is performed for constructing imaging matched filter [45].
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During this stage, the local replica for matched filtering purpose is constructed at

range domain for each azimuth bin based on the synchronized parameters τ (·),

fd (·) and φd (·). Since signal synchronization is a mature technique in GNSS-

SAR and not the concentration in this thesis, the detailed description is omitted

correspondingly. The synchronized local replica is formed into the same size as

digitized direct signal as well. Denote the symbol sm f (·) as the local replica for

matched filtering purpose for GNSS-SAR imaging, the corresponding expression

can be seen as follows

sm f (t, u) = Ad (t, u)C [t− τ (u)]D [t− τ (u)]

×exp (j (2πfd (u) t+ φd (u))) .

(2.7)

2.3 GNSS-SAR Imaging Processing

2.3.1 Imaging Procedure

Back projection approach is a widely used conventional method for SAR imaging

[23, 37], where two separated compression i.e. range compression and azimuth

compression are contained. Assume the digitized range domain is upper bounded

by Nt samples and azimuth domain is upper bounded by Mu samples, the overall

view of GNSS-SAR image formation procedure are introduced and analyzed as

follows:

1). Forming azimuth cells based on the expected azimuth resolution. Theoreti-

cally in general, the azimuth signal samples received from the same reflecting
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Fig. 2.7: The illustration of azimuth cell partition.

point are partitioned into the same cell. The illustration of the step can be

seen in Fig. 2.7.

2). Range compression is performed by correlating reflected GNSS signal with

direct GNSS signal at range domain, the result can be mathematically ex-

pressed as

T r (Ns − 1, u) =
1

Ns

Ns
2
∑

k=−Ns
2

sr (t, u) s
∗
m f (t− k, u) (2.8)

where ∗ represents conjugate, k denotes the each range sample (represents

each range position) for performing compression per azimuth bin, Ns (Ns ≤

Nt) denotes total range sample quantity selected for range compression and

25



T r (Ns − 1, u) denotes range compressed signal per azimuth bin.

3). Range migration correction is performed, which can be referred in [23, 31,

33]. The details of range migration correction are not focused in this thesis,

thus it is omitted. Denote ∆R (u) as real range history per azimuth bin, then

the correction factor can be formed as exp
(

j 2π
λ
∆R (u)

)

, where λ represents

the signal wavelength. The migration procedure at range time domain per

azimuth bin is performed as follow

T c (Ns − 1, u) = T (Ns − 1, u)× exp

(

j
2π

λ
∆R (u)

)

. (2.9)

4). Azimuth compression within each resolution cell is performed by sliding

correlating the azimuth signal with the azimuth matched filter segment in

the current azimuth cell per range bin. The azimuth signal is identically

range compressed signal samples along the moving trace of receiver, and

azimuth matched filter segment is the template of azimuth signal in the

current azimuth cell. The range bin is defined as the unit of range position

within a PRN code period. Denote i as the number of partitioned azimuth

resolution cells, T c
mi

(·) as the matched filter signal in the current azimuth

cell, k2 as the number of azimuth samples for compression and Ms (1 <

Ms < Mu) as the total azimuth sample quantity within the single azimuth

cell. The azimuth compressed result matrix in the current resolution cell,

denoted as I i(Ns−1)×(Ms−1), can then be expressed as follows
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I i(Ns−1)×(Ms−1) =
1

Ms

Ms
2
∑

k2=−Ms
2

T c
mi

(Ns − 1, u) (T c (Ns − 1, u− k2))
∗ . (2.10)

5). The total number of partitioned azimuth resolution cell during aperture

synthesizing can be derived as Mu −Ms. The final GNSS-SAR image, de-

noted as Im, is generated based on merging azimuth compressed result each

azimuth cell and getting the absolute value, which can be seen as follows

Im =
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(2.11)

where |·| denotes the symbol of absolute value. For obtaining final GNSS-

SAR image Im, there exists the numbers of operations Mu − Ms during

merging.
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Taking GNSS-SAR receiver based on GPS C/A code signal as an example, the

unit of Ms and Mu are mini-second. For straight moving receiver, if the receiver

moving speed is Vt, the length azimuth resolution cell along the moving trace can

be expressed as Vt ·Ms×10−3 m, and the length for performing aperture synthetic

along the moving trace can be expressed as Vt ·Mu × 10−3 m; for angular moving

receiver, if the receiver angular speed is ωt rad/s, then at the range distance r m,

the length of azimuth resolution cell along the moving trace can be expressed as

ωt · r ·Ms × 10−3 m, and the length for performing aperture synthetic along the

moving trace can be expressed as ωt · r ·Mu × 10−3 m.

2.3.2 Performance Analyses

Signal Detectability for Object Identification:

In each azimuth cell, the reflected signal strength comes from the same range

delay with the same material is considered as the same. Within an azimuth cell,

denoting the received reflected signal mean value at GNSS receiver radio frequency

(RF) front end per range delay as Ak
s , the mean value of matched filter signal (2.7)

is As and noise energy at GNSS receiver RF front end as σ2, then after performing

(2.9), the compressed signal mean value per range delay in each range domain can

be derived as AsA
k
s , and the noise energy per range position can be derived as

A2
s · σ2. After performing azimuth compression within the Ms samples duration,

The compressed signal mean per range delay in each azimuth cell can be derived

as A2
s

(

Ak
s

)2
, and the noise energy per range position in each azimuth cell can be
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derived as 1
Ms

A4
s · σ4. In the absence of a reflected signal, the static distribution

of (2.9) and (2.10) are zero mean with the same variance of the presence of the

reflected signal according to the derivation. For study the object detectability for

each azimuth cell, the following binary hypothesis [103] problem can be formed as

I i(Ns−1)×(Ms−1)

H1

≷
H0

ǫ (2.12)

where ǫ represents signal detection threshold, H1 represents presence of com-

pressed signals and H0 represents absence of compressed signals. Because the

samples for performing compression are sufficiently large, according to central

limit theory [104], the static distribution of (2.10) can be considered as a Gaus-

sian process. Therefore, the false alarm probability per range position with respect

to the hypothesis (2.12) can be expressed as

Pf = Q

(

ǫ

A2
sσ

2
×
√

Ms

)

(2.13)

and detected probability per range position with respect to the hypothesis (2.12)

can be derived as

Pd = Q

(

ǫ−A2
s

(

Ak
s

)2

A2
sσ

2
×
√

Ms

)

(2.14)

where Q (·) represents the cumulative probability density function of the Gaussian

process. If the threshold of Pf is determined at the level P ◦
f , the receiver operating

curve (ROC) [104] expression of Pd with respect to P ◦
f is derived as

Pd = Q

(

Q−1
(

P ◦
f

)

−
(

Ak
s

)2

σ2
×
√

Ms

)

. (2.15)
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(2.15) represents the detectability of the conventional GNSS-SAR imaging al-

gorithm for each scattering point, where the term
√
Ms represents the gain of

signal strength after performing imaging, the term
(

Ak
s

)2
represents the reflected

signal strength per range delay at GNSS receiver RF front end and the term

(Ak
s)

2

σ2 represents the respected signal-to-noise ratio (SNR). The noise power σ2

at GNSS receiver RF front end can be expressed as σ2 = kBTF , where k rep-

resents the Boltzmann constant 1.38 × 10−23, B represents signal bandwidth, T

represents environment temperature, F represents noise factor and F = 1 + T
290K

[23]. Using as an example the GPS C/A code receiver developed by ip-solutions

(http://www.ip-solutions.jp) and the environmental temperature T = 300K, we

can have B = 1.023 × 106Hz, F ≈ 2.03. Thus it can be derived that the noise

power σ2 is approximated −130 dBm. The total gain before imaging, which in-

cludes antenna gain and RF gain, is approximately 20dB. Taking reflected signal

value −160dBm, the typical weak signal case at earth surface [102] for the study,

then we can have
(

Ak
s

)2
= −140 dBm. Assume P ◦

f is constrained no larger than

0.1 and Ms = 60000 azimuth samples, which corresponds to 1 min, substituting

all the relevant values into (2.15), we can have that Pd ≈ 0.18, which represents

an unfavorable image quality. Furthermore based on (2.15), if we increase Ms

value, which means to increase azimuth coherent correlation length, the value Pd

will increase as well, however at the meantime, the numbers of computations are

increased.
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Range Resolution:

In this thesis, range resolution is analyzed based on the ambiguity of the com-

pressed pulse. A more detailed expression of range compressed signal with respect

to the noise absence term each scattered point in a range time domain can be ex-

pressed as

sr ⊛ s∗m f

= Al
r · Λ

(

t− τ (u)− τ lR (u)
)

× exp (j (φr (u)− φd (u)))

(2.16)

where Λ (·) indicates triangle function and its duration is determined by the PRN

code chip rate of the GNSS signal. In (2.16), because the Doppler frequencies of

sr and sm f respectively are similar, the frequency component after performing

range correlation for the compression can be approximated as zero. Assuming the

chip rate of PRN code C (·) is B, then the frequency value of the triangle function

Λ (·) is B. Thus the main lobe of pulse duration of the triangle function Λ (·)

can be derived as 0.586 · 1
B
, where 0.586 represents shape factor of waveform [23].

Because the terms Al
r and exp (j (φr (u)− φd (u))) are constants with respect to

range compressed delay τ lR, the duration of (2.16) is only determined by the term

Λ (·). Thus, the attainable range resolution with respect to pulse Λ (·) duration

can be expressed as [23, 31, 56, 54, 55]

δR1 = 0.586 · c

cos (β/2) · B (2.17)
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where c denotes the speed of light, β represents bi-static angle, δR1 represents

the achievable range resolution by the conventional algorithm and the value 0.586

represents the shape factor of a waveform. According to (2.17), it can be seen that

for the conventional range compression algorithm in the GNSS-SAR, if bi-static

angle is given prior, the range resolution is limited by signal code chip rate, and

the best range resolution can be achieved at the level 0.586 · c
B

when β = 0. For

instance, for GPS C/A code signal receiver, the value B = 1.023 MHz, thus the

best range resolution can only be obtained at the level 171 m.

2.4 Summary

In this chapter, initially, the concept GNSS-SAR is introduced. The signal model

of GNSS-SAR transmitter and receiver is given. Thereafter, the steps of conven-

tional imaging algorithm are analyzed. The respective drawbacks are pointed out

through the analyses.
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Chapter 3

Imaging Enhancement under

Weak Reflected Signals

3.1 Introduction

In this chapter, the compressed signal strength and the respective detectability

are used to quantify the imaging quality. A new imaging algorithm is proposed.

The main idea of the proposed imaging algorithm is to use joint coherent and

non-coherent integration for azimuth compression processing in each azimuth cell

to further improve signal detectability than single coherent or non-coherent inte-

gration. In the proposed algorithm, each pre-determined azimuth resolution cell

is further divided into multiple non overlapped mini slots. Within each mini-slot,

before azimuth compression, an addition scheme based on azimuthally distributed

range compressed signal with migration correction is performed for both enhanc-
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ing imaging signal detectability and reducing computational burden. Theoretical

analysis and experimental results both indicate that the proposed algorithm can

provide a greater imaging gain in signal strength and the respective detectabil-

ity. At the same time, the proposed algorithm is obviously more time efficient

than the conventional GNSS-SAR imaging algorithm. Specifically, using GPS

C/A code receiver platform, the experiments show that the proposed algorithm

can still detect the signal with the strength −160 dBm, while the conventional

algorithm cannot. Also, the proposed algorithm increases computational speed 6

times higher than conventional imaging algorithm [60, 64].

The rest of this chapter is organized as follows. The proposed GNSS-SAR

imaging algorithm under weak reflected signals is introduced in section 3.2. The

main properties of the new imaging algorithm, compared to conventional GNSS-

SAR imaging algorithm, is derived in the same section as well. Experimental study

is carried out in section 3.3 to verify the proposed algorithm. Final concluding

remarks are shown in section 3.4.

3.2 Signal Detectability of The Proposed Imag-

ing Algorithm

In this chapter, a novel enhanced GNSS-SAR imaging algorithm is proposed for

improvement of image quality of weak reflected signals. Different from the con-

ventional imaging algorithm, in the proposed algorithm, a joint coherent and
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Fig. 3.1: Multiple mini-slot with ms samples duration division.

non-coherent scheme is used for azimuth compression each azimuth cell to further

improve signal detectability. Working towards the main idea, the essential steps

are summarized as follows.

• Further partition each azimuth cell into consecutive mini-slots as shown in

Fig. 3.1.

• Adding together range compressed signals distributed in each mini-slot.

• Azimuth correlation for compression in each azimuth cell is based on the

azimuth signal template after performing the addition scheme in each mini-

slot.

After performing the step in the second bullet, since the signal samples for

azimuth correlation processing is reduced, the numbers of computation is reduced.
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This indicates a higher computational speed can be achieved. The detailed steps

of the proposed algorithm are introduced and analyzed as follows.

Before imaging, azimuth resolution cells are firstly partitioned withMs samples

duration as Fig. 2.7. However different from the conventional algorithm, each

partitioned azimuth cell in Fig. 2.7 is then further divided into multiple non

overlapped consecutive mini-slots. The signals received from approximated the

same azimuth position, assumed to be bounded by ms (1 < ms < Ms) azimuth

samples duration, are contained under the same mini-slot. Therefore the length

of each mini-slot is ms azimuth samples. The adjacent code periods can be added

into the same azimuth position is because the respective receiver displacement

is very small, compared to the length of an azimuth cell. For instance, if the

azimuth cell is partitioned at the level 1 m, the displacement of SAR receiver

within centimetres level is not significant, which can be regarded as the same

azimuth position.

Range compression and range migration correction are then performed in the

same manner as the conventional GNSS-SAR imaging algorithm, and the range

compressed signal of the proposed algorithm is the same as (2.9).

An addition scheme within each mini-slot of ms samples duration is applied

on the azimuthally distributed range compressed signal (2.9). The signal after the

accumulation per mini-slot can be expressed as follows

T rp (Ns − 1, ⌊u/ms⌋) =
1

ms

ms−1
∑

l1=0

(T c (Ns − 1, ⌊u/l1⌋)) (3.1)
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where l1 represents the sample in the ms mini slot, ⌊·⌋ represents the floor func-

tion and T rp (Ns − 1, ⌊u/ms⌋) represents the signal on the basis of accumulating

range compressed energy in the proposed algorithm. Within an azimuth cell, if a

reflected GNSS signal is present, the mean of (3.1) per range delay can be derived

as AsA
k
s , and the corresponding noise power can be derived as 1

ms
A2

s · σ2. When

absence of signal, the static mean of (3.1) will be zero with the same noise power.

Because multiple mini-slots within the resolution cell are partitioned, the sam-

ples quantity for completing the azimuth compression is converted into Ms/ms.

And azimuth matched filter is generated based on the azimuthal template of (3.1)

per azimuth cell. Denote i2 as the number of azimuth cell in this section and

T
rp
mi2

(·) as azimuth matched filter signal in the current azimuth cell, then after

performing azimuth compression for each azimuth cell, the compressed result can

be expressed as

T
ap
i2

((Ns − 1)× (⌊Ms/ms⌋ − 1))

= 1
⌊Ms/ms⌋

∑⌊Ms/ms⌋/2
l2=−⌊Ms/ms⌋/2

T
rp
mi2

(Ns − 1, ⌊u/ms⌋)

× (T rp (Ns − 1, ⌊u/ms⌋ − l2))
∗

(3.2)

where l2 represents the sample in the azimuth resolution cell for performing com-

pression of the transformed sample quantity Ms/ms, and l2 = ⌊u/ms⌋; T
ap
i2

(·)

represents the azimuth compressed signal matrix per azimuth cell of the proposed

algorithm. When a reflected GNSS signal is present, the static signal mean of

(3.2) per range delay in an azimuth cell can be derived as A2
s

(

Ak
s

)2
and the cor-
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responding noise power can be derived as 1
Ms/ms

(

1
ms

A2
s · σ2

)2

. When absence of

signal, the static mean of (3.2) will be zero as well.

To obtain the final GNSS-SAR image, the compressed signal each azimuth cell

is merged in the same manner as in (2.11). However, the numbers of operations

performed during addition process changes into Mu−Ms

ms
.

In total, the overall view of the proposed algorithm are shown in Algorithm

3.1.

Algorithm 3.1 Steps of the proposed GNSS-SAR imaging algorithm of weak
reflected signals

1: Partitioning azimuth resolution cell with the length Ms samples duration.
2: Within each azimuth resolution cell, partitioning Ms into non overlapped mul-

tiple mini-slots. Each mini slot has the lengthms (ms < Ms) azimuth samples.
3: Performing range compression by using Ns range samples as (2.8) per azimuth

bin.
4: Range migration correction based on (2.9).
5: Accumulating the azimuthally distributed range compressed signal (2.9)

within each ms mini slot by the 1
ms

∑ms−1
l1=0 (·) adder per azimuth cell as (3.1).

6: The azimuth samples quantity per azimuth resolution cell is transformed into
Ms/ms after performing Step 5.

7: Azimuth compression per azimuth cell with the Ms/ms samples as (3.2).
8: Merging the azimuth compressed signals per azimuth resolution cell.
9: Outputting final GNSS-SAR image.

In terms of object detectability for each azimuth position of the proposed

algorithm, similarly the binary hypothesis problem is also formulated as

T ap ((Ns − 1)× (⌊Ms/ms⌋ − 1))
H1

≷
H0

ǫp (3.3)

where ǫp represents the signal detection threshold per azimuth cell of the proposed

algorithm. Still based on central limit theory, the false alarm probability of the
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hypothesis (3.3) can be derived as

Pfp = Q

(

ǫp
A2

s · σ2
×
√

Ms ·ms

)

(3.4)

detected probability of the hypothesis (3.3) can be derived as

Pdp = Q

(

ǫp − A2
s ·
(

Ak
s

)2

A2
s · σ2

×
√

Ms ·ms

)

. (3.5)

Assuming that Pfp is also constrained at the level P ◦
f , the ROC expression of the

detected probability Pdp with respect to P ◦
f can be expressed as follows

Pdp = Q

(

Q−1
(

P ◦
f

)

−
(

Ak
s

)2

σ2
×
√

Ms ·ms

)

. (3.6)

(3.6) represents the detectability of the proposed algorithm, in which, the term

√
Ms ·ms represents gain in signal strength. Compared with the conventional

imaging algorithm, it can be seen that the proposed algorithm can give an en-

hanced gain in signal at the level
√
ms. And because ms > 1, the value in (3.6) is

larger than that of (2.15). Assume that ms is determined as 100 azimuth samples

duration (obtained by trials and error test and smaller than the Ms value), again

using as an example the GPS C/A code signal receiver developed by ip-solutions

with the aforementioned parameter values in section 2.3 of chapter 2, when the

corresponding values are substituted into (3.6), the detected probability Pdp can

be achieved at a level no less than 0.9. The proposed algorithm can thus pro-
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vide significantly greater detectability than the conventional GNSS-SAR imaging

algorithm under weak reflected signals.

Next, we compare the computational complexity of the proposed imaging algo-

rithm with conventional imaging algorithm. For conventional GNSS-SAR imaging

algorithm, there has (Ns)
2×Mu times of computations throughout range compres-

sion state, Ms ×Mu ×Ns times of computation throughout azimuth compression

state per azimuth resolution cell and Mu−Ms times of computation when merging

the compressed results each azimuth cell. Therefore the overall complexity during

imaging procedure is derived as

O (Ns ×Mu × (Ns + (Mu −Ms)×Ms)) . (3.7)

For the proposed algorithm, there has
(

(Ns)
2 +Ns

)

×Mu times of computation

throughout range signal correlation processing, 1
m2

s
× Ms × Mu × Ns times of

computation in obtaining the compressed result per azimuth resolution cell and

(Mu −Ms) /ms times of computation when merging the compressed result each

azimuth cell. Thus the overall complexity during imaging procedure is derived as

O
(

Ns ×Mu ×
(

Ns + 1 +
1

m3
s

× (Mu −Ms)×Ms

))

. (3.8)
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Comparing (3.8) with (3.7), it can be that the computation complexity for (3.8)

is deducted by the level

O
(

Ns ×Mu ×
((

1− 1

m3
s

)

× (Mu −Ms)×Ms − 1

))

. (3.9)

The properties of the proposed algorithm are summarized as follows.

Property 3.1: The proposed algorithm can provide a higher gain in sig-

nal strength after performing image formation so that the image detectability

increased significantly.

Property 3.2: The proposed GNSS-SAR imaging algorithm has a signifi-

cantly lower computational complexity than the conventional GNSS-SAR imaging

algorithm.

3.3 Experimental Evaluation

Experiments were carried out to evaluate the performance of the proposed imaging

algorithm. A dual channel GPS C/A code software defined receiver was used for

the experiment to record direct and reflected GNSS signals respectively as an

example. The receiver is ground-based model. The parameter values at receiver

end for the experiment are given in TABLE 3.1.

Based on TABLE 3.1 and the aforementioned exampled Ms and ms values

(which obtained by trials and errors tests) in section 2.3 in chapter 2 and section

3.2 in this chapter for imaging processing, at first, we can have that the theoretical

41



TABLE 3.1: Field experimental parameter values

Parameters Types or Values

Utilized signal GPS C/A code signal
Operating frequency 1575.42 MHz (L1 band)
Transmission power 50 w

Code period 1 ms
Signal bandwidth B 1.023 MHz

Duration for synthetic aperture formation 2 min
Sampling frequency 1.6369× 107Hz

Total number of range samples
in each code period Nt 16369 samples

Number of range samples Ns for
performing range compression 12800 samples

Total number of samples in azimuth domain
each range bin Mu 120000 samples

Antenna gain + RF gain 20 dB
Boltzmann constant k 1.38× 10−23

Experimental temperature 300K
Distance between satellite

and earth surface 22, 200 km
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noise factor F = 1 + T
290K

≈ 2.03 and the noise power for the implemented GNSS

RF end is σ2 = kBTF ≈ −130 dBm. Then a simulation of ROC expression with

regard to detection probability of both conventional and the proposed imaging

algorithm is carried out. The typical GNSS signal strengths −130 dBm, −140

dBm, −160 dBm and −165 dBm are considered, respectively, where −160 dBm

represents the typical weak GNSS signal case that received by the receiver. The

simulation results obtained by Monte Carlo method [61] are shown as in Fig. 3.2.

In Fig. 3.2, it can be seen that with the same level of reflected signal strength

and false alarm threshold, the proposed imaging algorithm outer performs the con-

ventional one in detectability, particularly under the typical weak signal strength

cases. With the same feasible detection probability larger than 0.9 and false alarm

threshold 0.1, the proposed algorithm can cope a weaker signal case by the level

around 10 dB weaker in general than that of the conventional imaging algorithm.

This also indicates that the proposed algorithm can provide a higher imaging gain

with regard to signal strength. Meanwhile, the numbers of computations of both

conventional GNSS-SAR imaging algorithm and the proposed algorithm based on

the parameter values are given accordingly in TABLE 3.2

Based on TABLE 3.2, it can be seen that the proposed algorithm has a signif-

icantly less computational complexity than the conventional algorithm, in which,

the numbers of computations is deducted by the level 105.

To further test the image quality can be potentially provided by the proposed
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Fig. 3.2: (a) Detectability with respect to the reflected signal strength −130
dBm; (b) Detectability with respect to the reflected signal strength −140 dBm;
(c) Detectability with respect to the reflected signal strength −160 dBm; (d)
Detectability with respect to the reflected signal strength −165 dBm.
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TABLE 3.2: Computational complexity based on the parameter values

Algorithms Numbers of computations

Conventional imaging algorithm O (4.18× 1018)
The proposed imaging algorithm O (3.75× 1013)

algorithm, based on the parameter values listed in TABLE 3.1, two field case

studies were carried out, respectively. The equipment for the field study are

shown as Fig. 3.3.

In Fig. 3.3(e), direct and reflected GPS signals were collected through two sep-

arated antenna i.e. direct antenna and surveillance antenna, respectively, where

the direct antenna is right hand circular polarization (RHCP) and faced to the sky;

the surveillance antenna is left hand circular polarization (LHCP) and faced to the

targeted glisten region. The appearance of direct and surveillance antennas and

their respective models can be seen in Fig. 3.3(a) to (d), respectively. To achieve

time synchronization, both signals from direct antenna and surveillance antenna

are save by the same software defined GPS receiver radio frequency (RF) front

end as shown in Fig. 3.3(f), simultaneously, in which, the signal saving processing

is controlled by the specific software (see Fig. 3.3(g)) on laptop computer through

a USB line. The RF front end is the model ET09/C developed and produced by

ip-solutions (http://www.ip-solutions.jp). The direct signal synchronization and

SAR imaging stages were carried out in post processing manner on MATLAB

platform. The overall data flow diagram of the field experiment is summarized in

Fig. 3.4.
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Fig. 3.3: GNSS-SAR equipment at receiver end: (a) Direct antenna; (b) The
model of direct antenna; (c) Surveillance antenna; (d) The model of surveillance
antenna; (e) The geometric position of direct and surveillance antenna; (f) The
software defined GPS receiver front end; (g) The computer software for the receiver
front end data collection.
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Fig. 3.4: Diagram of data flow of the field experiment.

3.3.1 Case Study 3.1

The current experiment is a closer range distance case, which aims to examine

whether the proposed algorithm can provide a increased gain of signal strength

on GNSS-SAR image when the theoretical detection probability is feasible for the

both algorithms. The geometric positions of direct and surveillance antennas is

the same as Fig. 3.3(a). The rotational movement of the rotator (see Fig. 3.3(a))

is used to provide an uniform circular movement of the surveillance antenna for

forming synthetic aperture. The optical image for the experiment is shown in Fig.

3.5.

The targeted objects, two reflection broads and one terrace, are circled in Fig.

3.5, which are relatively strong scattering targets. From the left to the right, the

azimuth distances between the first reflection broad and the terrace, and between
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Reflector Board Reflector Board

terrace

Fig. 3.5: Optical image for case study 3.1.

the terrace and the second reflection broad are 1.5 m and 1.8 m, respectively. The

range distances between the three objects and the radar antenna are around 3

m. Aperture synthetic duration is 2 minutes and azimuth angular distance for

radar antenna movement is around 120◦. Based on the set up and TABLE 3.1,

according to radar theory [101], it can be derived that the reflected signal strength

at surveillance antenna is around −130 dBm. Combining the factors that noise

power at RF front end is around σ2 = kBT
(

1 + T
290K

)

= −130 dBm and RF

gain is 20 dB, we can theoretically estimate that the received SNR for the current

experiment is around 25 dB level.

In this experiment, based on radar back-scattering model [101], the satellite

GPS PRN 27 is chosen as transmission of opportunity, as it is in the geometric

position that direct signal interference can be maximally eliminated at surveillance

antenna. The parameters ms and Ms remain the same as the aforementioned

values in section 2.3 in chapter 2 and section 3.2 in this chapter. Based on the set-
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Fig. 3.6: (a) GNSS-SAR image based on conventional GNSS-SAR imaging algo-
rithm in case study 3.1, (b) GNSS-SAR image based on the proposed algorithm
in case study 3.1 (color scale: pixel intensities sweep from the smallest value to
the largest value)

up, according to Fig. 3.2(a), the detection probability for both the conventional

and the proposed algorithms is feasible at the level higher than 0.95 for the case

study, where the false alarm threshold is constrained by 0.1. The signal strength

gain of the proposed algorithm is supposed to be around 10 dB higher than the

conventional one in theoretical. The obtained GNSS-SAR images with respect to

both conventional GNSS-SAR imaging algorithm and the proposed algorithm are

shown in Fig. 3.6. For the ease of comparison, we normalized the image pixel

intensity based on the conventional imaging algorithm, while the image pixel

intensity based on the proposed imaging algorithm is zoomed out by the level of

the same normalization factor as that of the conventional imaging algorithm.

In Fig. 3.6, due to the fact that the theoretical detection probability is feasible,

the targets can be detected on both Fig. 3.6(a) and (b). The peak value in the
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color bars of Fig. 3.6 represents the peak pixel intensity of the related images.

According to the formula σ = kBTF , where F = 1 + T/290K, we can have

that the noise power at RF end can be considered as constant under the same

environmental temperature and signal bandwidth. Therefore the changes of peak

pixel intensity in Fig. 3.6(b) is caused by the imaging signal strength gain. And

because Fig. 3.6(b) is obtained on basis of zooming out by the normalization

factor of Fig. 3.6(a), the peak pixel intensity in Fig. 3.6(b) exactly represents the

enhanced signal strength the proposed imaging algorithm can provide, compared

to the conventional one. Based on Fig. 3.6(b), it can be seen that indeed the

proposed imaging algorithm can give a gain in signal strength at around 10 dB

level higher than the conventional one under the considered experimental set-up.

Decline in azimuth samples in Fig. 3.6(b) is because of the accumulation scheme

within each ms mini slot of 100 azimuth samples. The range ambiguity of Fig.

3.6 is due to the correlation property of GPS C/A code. In summary, the results

in Fig. 3.6 has demonstrated that with an expected theoretical detectability and

fixed azimuth cell size, the proposed algorithm is obviously less strict in received

reflected signal strength.

Based on the determined Ns, ms, Ms, Nt and Mu values in this experiment,

the computational complexity of conventional GNSS-SAR imaging algorithm and

the proposed algorithm with respect to numbers of computations are studied as

well, which result is similar as TABLE 3.2. Moreover, computational speed is

studied. Both proposed and conventional algorithm were carried out on the same
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TABLE 3.3: Algorithm Speed

Algorithms Speed

Conventional imaging algorithm 20867.157 s
The proposed imaging algorithm 3792.538 s

computer platform, the speed values are extracted based on programme running

time, which are shown in TABLE 3.3.

According to TABLE 3.3, the proposed algorithm is around 6 times faster than

conventional algorithm.

3.3.2 Case Study 3.2

This experiment focus on a further sensing range case than the subsection 3.3.1,

where the reflected signal at surveillance antenna will be weaker. The purpose

of this experiment is to test whether the proposed algorithm can give a higher

detectability with respect to a weaker signal strength. In this experiment, the

geometric positions of direct and surveillance antennas are still the same as Fig.

3.3(a), in which, the same as the subsection 3.3.1, aperture synthetic was achieved

by the circular trace of the surveillance antenna. Similarly, to maximally avoid the

direct signal interference at radar channel, on the basis of geometric position and

radar back-scattering model, the satellite GPS PRN 10 was chosen as transmission

of opportunity. The targets are two building blocks shown in Fig. 3.7(a) which

can be separated in both range and azimuth domains, are with a relatively far

range of several hundreds meters far from GNSS-SAR receiver. The geometry
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Fig. 3.7: (a) The photo of targets at receiver’s location; (b) The geometric loca-
tions of the targeted scenes and receiver based on Google map.

relationship of the targets and GNSS-SAR receiver is shown on Fig. 3.7(b).

Surface of Target 1 in this experiment is mainly covered by glass material;

surface of Target 2 is mainly covered by concrete material. The cross-sectional

area of Target 1 that faces to the GNSS-SAR receiver is around 300 to 400 m2,

while it is around 100 to 150 m2 for Target 2. In Fig. 3.7, through the measurement

on Google map, the distance between target 1 and GNSS-SAR receiver is around

168.44 m; the distance between target 2 to GNSS-SAR receiver is around 507.51

m. Thus range distance gap between target 1 and 2 is 339.07 m. The angular

distance duration is upper bounded at 45◦ for the target 1 and lower bounded of

60◦ for the target 2. The azimuthal angular distance gap between the two targets

is 15◦. The aperture synthetic duration is 2 minutes with an angular distance

length 90◦, and an angular velocity 0.75◦/s. Based on the target to receiver
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distances in this experiment, material reflectability and propagation degradation

[101], theoretically the reflected signal strength at surveillance antenna from the

Target 1 is approximated −140 dBm, and −160 dBm from the Target 2.

In this experiment, the parameter values Ms and ms are kept the same as the

subsection 3.3.1, and the rest of parameter values are the same as in TABLE 3.1

as well. Assume the false alarm is constrained by 0.1, then based on the set-up in

this subsection, the theoretical detection probability for target 1 will be around

0.8 level under the conventional imaging algorithm, while it will be higher than

0.9 under the proposed imaging algorithm. For target 2, the theoretical detection

probability will fall into around 0.2 for the conventional imaging algorithm, while

it will be still around 0.9 for the proposed one. The obtained respective GNSS-

SAR images are shown in Fig. 3.8, where the image obtained by the conventional

imaging algorithm is normalized in pixel intensities, and the one obtained by the

proposed imaging algorithm is zoomed out by the same level of the normalization

factor as the conventional algorithm.

In Fig. 3.8(b), it can be seen that using the proposed imaging algorithm, the

two block targets can be easily identified, as the theoretical detected probability

of the proposed algorithm is more than 90% for the target 1 and around 90%

for the target 2. Through measurement by using MATLAB software, it can be

denoted that the range samples difference between the center of the two illumi-

nated regions is 18 samples. Due to the fact at range distance domain of GPS

software defined receiver, the distance value between two range samples is 18 m.
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Fig. 3.8: (a) GNSS-SAR image by the conventional imaging algorithm in case
study 3.2; (b) GNSS-SAR image based on the proposed algorithm in case study
3.2 (color scale: pixel intensities sweep from the smallest value to the largest
value)

Therefore 18 range samples difference corresponds to 18m × 18 = 324 m range

distance value difference, which generally matched with the measured result on

Google map 339.07 m. In terms of azimuth direction, the gap between the two

illuminated scene is 247 samples. Due to the fact that the accumulation scheme by

the factor ms = 100 azimuth samples is adopted, the quantity of azimuth samples

is declined. Thus 247 azimuth samples corresponds 19.76 s. This also corresponds

to the azimuthal angular distance as 0.75◦/s × 19.76s = 14.82◦, which generally

matches with the measurement value 15◦ on Google map. In total, the geometric

position of detected targets on Fig. 3.8(b) can be matched with the field measured

results in general. The illuminated region in yellow and light blue between the two

illuminated regions in red on Fig. 3.8(b) is due to the scattering from the bridge
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and trees between Target 1 and Target 2. However in Fig. 3.8(a), using conven-

tional imaging algorithm, because noise is not sufficiently suppressed within the

azimuth cell size 60000 samples, the corresponding obtained GNSS-SAR image is

much noisier, particularly for target 2, compared to Fig. 3.8(b). Moreover, it is

very hard to identify the target 2 on Fig. 3.8(a), as the corresponding detection

probability is merely around 0.2 in theoretical. All in all, the results in Fig. 3.8

has verified that the proposed algorithm can provided a significantly enhanced

detectability with regard to the typical weaker signal strength circumstance than

the conventional GNSS-SAR imaging algorithm.

For computational complexity in this subsection, through investigations, the

numbers of computation value during imaging is similar as TABLE 3.2 as well,

while the computational speed is similar as TABLE 3.3.

Then we compare the performance between the proposed imaging algorithm

and the approach that increasing azimuth matched filtering length. In this remit,

based on conventional imaging algorithm, we increase the duration for synthetic

aperture formation to 5 minutes, and the matched filtering length for each azimuth

cell is increased to 4 minutes. The obtained GNSS-SAR image can be seen in Fig.

3.9(a), and the numbers of computational for generating Fig. 3.9(a), compared

to the proposed algorithm can be seen in TABLE 3.4, and the algorithm running

speed is shown in TABLE 3.5.

From Fig. 3.9, TABLE 3.4 and TABLE 3.5, we can see that although the

objects are illuminated on the GNSS-SAR image, the number of computations

55



R
a

n
g

e
 D

is
ta

n
c
e

 (
m

)

1260

1080

900

720

540

360

180

0

-180

-360

Azimuth Angular Distance (°)

120100806040200
0

0.5

1

1.5

2

2.5

3

3.5

4#

4.5

5

R
a

n
g

e
 D

is
ta

n
c
e

 (
m

)

1260

1080

900

720

540

360

180

0

-180

-360

Azimuth Angular Distance (°)

120100806040200
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

(a) (b)

Fig. 3.9: (a) GNSS-SAR image by the conventional imaging algorithm in case
study 3.2 with increased azimuth matched filtering length; (b) GNSS-SAR image
based on the proposed algorithm in case study 3.2 (color scale: pixel intensities
sweep from the smallest value to the largest value)

TABLE 3.4: Computational complexity based on the parameter values

Algorithms Numbers of computations

Conventional GNSS-SAR imaging algorithm
with the lengthened Ms value O (5.53× 1020)

The proposed imaging algorithm O (3.75× 1013)

TABLE 3.5: Algorithm speed

Algorithms Speed

Conventional imaging algorithm with
lengthened Mu and Ms values 38132.776 s

The proposed imaging algorithm 3792.538 s
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during image formation is significantly increased, this largely slows down the al-

gorithm speed as well.

In summary, the field experimental studies in the subsections 3.3.1 and 3.3.2

have demonstrated property 3.1 and property 3.2 in section 3.2.

3.4 Summary

This chapter proposes a new GNSS-SAR imaging algorithm under weak reflected

signals to improve image quality, in which, the image quality is quantified based

on compressed signal strength and the respective detectability. In the proposed

algorithm, based on each pre-determined azimuth resolution cell, multiple non-

overlapped mini slots are partitioned. Then before azimuth compression, the

azimuthally distributed range compressed signals of migration correction are co-

herently added within each partitioned mini slot to improve the signal detectabil-

ity and computational efficiency simultaneously. The results show that for ground

based receiver, compared to conventional GNSS-SAR imaging algorithm, with a

given detectability, the proposed algorithm can provided an obviously higher com-

pressed gain in signal strength; under the same weak reflected signal strength, the

proposed algorithm can give a significant higher detectability. Specifically, based

on the experiment in this paper, the proposed imaging algorithm can still clearly

detect the object when the received signal strength falls into −160 dBm, while

the conventional one cannot. Meanwhile, the proposed algorithm is apparently
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less time consumptive than the conventional GNSS-SAR imaging algorithm, in

which, the computational speed is improved around 6 times.

However the proposed algorithm also has some limitations. At first, if the

GNSS-SAR receiver is mounted in the space, which distance to earth surface is

at the static level 107 m, the received reflected signal strength can be far lower

than −160 dBm. In this case, the values of (3.6) and (2.15) will be almost the

same, which means that the proposed algorithm will not be that effective for the

space-based receiver. At second, the determination method of azimuth cell length

value Ms and mini-slot length value ms has not been specifically considered in this

research, as they are obtained through trials and errors tests. However the values

Ms and ms will also impact the image quality on the basis of azimuth resolution,

because they are closely related to the receiver motion speed and object moving

azimuth velocity (for moving object case). Therefore in our future work, firstly,

we would like to jointly design the receiver parameters and imaging algorithm for

space-based GNSS-SAR system to enhance object detection with a reflected signal

strength far more lower than −160 dBm. Secondly, we will work on a mechanism

to determine the suitable Ms value and ms value for maintaining both imaging

signal strength and azimuth resolution for the target detectability, a machine

learning based approach [108] would be helpful to be implemented.
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Chapter 4

Range Resolution Enhancement

Using Intermediate Frequency

Reflected Signals for Imaging

4.1 Introduction

In previous chapter, it can be seen that the objects formed by GNSS-SAR are with

certain levels of ambiguities in range time domain. This is mainly because of the

compressed pulse ambiguity caused by narrower bandwidths of baseband GNSS

surveillance signals. Therefore to develop a new algorithm for range resolution

enhancement by addressing signal ambiguity issue is very meaningful.

In this chapter, the main contribution is to propose a new range compression

algorithm for GNSS-SAR imaging signal processing to improve range-compressed
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resolution. In the proposed algorithm, within each azimuth bin, at first, the

received intermediate frequency (IF) reflected GNSS signals of different delays

are correlated with the synchronized direct baseband GNSS signal at the range

domain for each azimuth bin for performing range compression, which aims to

narrow down the main lobe duration of the compressed pulses. Then spectrum

equalization [54] is applied to suppress side lobes of the compressed result for

achieving the final range-compressed signal. The theoretical derivation, simulation

results and field experimental results show that the proposed range compression

algorithm can improve range resolution in the GNSS-SAR significantly, compared

to conventional range compression algorithm. To be more specific, based on GPS

C/A code signal receiver, the proposed algorithm can give the range resolution 40

m with IF value 4 MHz, while the best range resolution obtained by conventional

range compression approach is only 171 m. Compared to the approaches in [96, 97,

98, 56], the proposed range compression algorithm for enhancing range resolution

is more time efficient as there is no necessity for obtaining multiple full preliminary

GNSS-SAR images; and the proposed range compression algorithm can separate

targets within the original compressed ambiguity caused by GNSS ranging code.

In summary, the research in this chapter provides a new knowledge that range

resolution of GNSS-SAR can be adjusted based on IF values at receivers [63].

The rest of the chapter is organized as follows. Resolution of the proposed

range compression algorithm is analyzed in Section 4.2. The simulation tests are

provided in Section 4.3. Field experimental demonstration is provided in Section
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4.4. Section 4.5 discusses the associated issues of this research as well as future

developments. Section 4.6 provides the final concluding remark of the chapter.

4.2 Resolution of the Proposed Range Compres-

sion Algorithm

According to the analysis in chapter 2, it can be seen that one of the important

approach to improve range resolution is to narrow down the main lobe ambiguity

of the compressed pulse. According to [54] and [80], we can have that if a triangle

function Λ (·) is modulated by a waveform with a frequency component larger

than B, the main lobe will be significantly narrowed down. The auto-correlation

of baseband GNSS signal can be seen in Fig. 4.1(a) and Fig. 4.2(a), while the

correlation between IF and baseband GNSS signals are shown in Fig. 4.1(b).
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Fig. 4.1: (a) Auto-correlation of baseband GNSS signal; (b) Correlation between
IF and baseband GNSS signals (IF is assumed as 2 MHz)
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If spectrum equalization is performed on Fig. 4.1(b), then the respective result

can be seen in Fig. 4.2(b).
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Fig. 4.2: (a) Auto-correlation of baseband GNSS signal; (b) Correlation between
IF and baseband GNSS signals after spectrum equalization (IF is assumed as 2
MHz)

Based on Fig. 4.1 and Fig. 4.2, it can be seen that using GNSS IF signal

for performing correlation operation is very helpful for reducing the main-lobe

ambiguity caused by PRN code correlation function, and spectrum equalization

is another helpful tool for suppressing side-lobes. As for GNSS-SAR, range com-

pression is identically the correlation operation between reflected GNSS signal and

the respective local replica. Based on all these respects, in this chapter, we aim

to use GNSS IF reflected signal for performing range compression for enhancing

range resolution. Under the aim, a new range compression algorithm is proposed.

The detailed steps of the proposed range compression algorithm can be seen in

Fig. 4.3.

62



Direct Signal

  tffj  IFc2exp 

Received Direct 
IF Signal

 tfj  IF2exp 

Direct Baseband 
Signal Signal 

Synchronization

Signal 
Synchronization

Reflected Signal

  tffj  IFc2exp 

Received 
Reflected IF Signal

Intermediate Range 
Compressed Signal 

Spectrum 
Equalization

Range Compressed 
Signal

Synchronized Direct 
Baseband Signal *

Fig. 4.3: The flow diagram of the proposed range compression algorithm in Chap-
ter 4.

In Fig. 4.3, at GNSS RF front end, the signals (both direct and reflected) are

converted to the IF band at the front-end GNSS receiver as well by the waveform

component exp (−j2π · (fc − fIF) · t). However, in contrast to the conventional

range compression algorithms, at the post-processing stage, only direct signal is

converted to base-band for synchronization by the component exp (−j2π · fIF · t).

Range compression is performed by correlating the received reflected GNSS IF

signal with the synchronized direct GNSS baseband signal sm f in the range do-

main per azimuth bin. The noise absence term of the reflected GNSS IF signal

per scattering point, denoted as sr 2 (·) , can be expressed as follows:
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sr 2 (t, u) = Al
r (t, u)C

[

t− τ (u)− τ lR (u)
]

×D
[

t− τ (u)− τ lR (u)
]

×exp (j (2π (fIF + fd (u)) · t+ φr (u)))

+nr (t, u)

(4.1)

and the noise absence term with respect to intermediate range-compressed result

(i.e., the noise absence result after performing sr 2 ⊛ s∗m f ) can be expressed as

follows:

sr 2 ⊛ s∗m f

= Al
r · Λ

(

t− τ (u)− τ lR (u)
)

×exp (j (2πfIF · t+ (φr (u)− φd (u)))) .

(4.2)

In (4.2), the triangle function Λ (·) is modulated by the waveform with fIF fre-

quency component. Thus the main lobe duration of (4.2) is jointly determined by

the triangle function Λ (·) and the waveform component. According to [80], the

frequency of the signal (4.2) is derived as fIF +B.

Based on the intermediate range-compressed result (4.2), to suppress the com-

pressed side lobes, spectrum equalization [54] is performed. When applying spec-

trum equalization technique in this paper, the detailed procedure in the module

‘spectrum equalization’ in Fig. 4.3 can be further presented as Fig. 4.4.

As we can see in Fig. 4.4, Fourier transform of intermediate range-compressed

signal as (4.2) is conducted. The noise absence Fourier transformed result each
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Fig. 4.4: The flow diagram of ‘spectrum equalization’ module of the proposed
range compression algorithm in Chapter 4.

scattering point is expressed as follows

F
[

sr 2 ⊛ s∗m f

]

=
∫

Ts
2

−Ts
2

Al
r · Λ

(

t− τ (u)− τ lR (u)
)

×exp (j (2πfIF · t+ (φr (u)− φd (u))))

×exp (−jω · t) dt

= Al
r · exp (j (φr (u)− φd (u)))

×sinc2 (2π · fIF − ω)

(4.3)

where Ts denotes the considered duration for performing range compression, which

length is limited by one PRN code period; ω denotes the frequency range of

the triangle function Λ (·) in (4.2) with an interval of [−2π · B, 2π · B] and F [·]

represents Fourier transform. Meanwhile, the spectrum equalization window is
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designed, which is based on the reciprocal of the spectrum with respect to the

correlation between the synchronized direct IF signal smIF
and the synchronized

direct base-band signal sm f . In Fig. 4.4, the synchronized direct IF signal smIF

is given as follows:

smIF
(t, u) = C [t− τ (u)]D [t− τ (u)]

×exp (j (2π (fIF + fd (u)) · t+ φd (u)))

(4.4)

the correlated result between smIF
and sm f is given as:

smIF
⊛ s∗m f

= Λ (t− τ (u))× exp (j2πfIF · t)
(4.5)

and the spectrum of the correlated result is identical to the Fourier transform of

(4.5), which can be expressed as

F
[

smIF
⊛ s∗m f

]

= sinc2 (2π · fIF − ω) . (4.6)

Then the equalization window is designed as follows

W =















1

F[smIF
⊛s∗

m f ]
= 1

sinc2(2π·fIF−ω)
, when frequency ǫ [fIF − B, fIF +B]

0, Otherwise

. (4.7)
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The key step of spectrum equalization is performed as follows:

F
[

sr 2 ⊛ s∗m f

]

×W

=















Al
r · exp (j (φr (u)− φd (u))) , when frequency ǫ [fIF − B, fIF +B]

0, otherwise

.

(4.8)

The equalized result is a rectangular function at frequency domain, where the

rising edge appears at the frequency fIF − B and the falling edge appears at the

frequency fIF + B. Due to the fact that spectrum equalization is conducted at

frequency domain, side lobes of the reflected signals at different range positions

can be suppressed simultaneously.

To obtain the final range-compressed signal each scattering point, inverse

Fourier transform based on the spectrum equalized result shown in (4.8) with

respect to τ lR is conducted, which result is expressed as follows

F−1
{

F
[

sr 2 ⊛ s∗m f

]

×W
}

= 1
2π

· Al
r · exp (j (φr (u)− φd (u)))× 1

j·(t−τ(u)−τ l
R
(u))

×
{

2 · sin
(

2π · fIF ·
(

t− τ (u)− τ lR (u)
))

×sin
(

−2π · B ·
(

t− τ (u)− τ lR (u)
))

+j · sin
(

2π · (fIF +B) ·
(

t− τ (u)− τ lR (u)
))

+ j · sin
(

2π · (B − fIF) ·
(

t− τ (u)− τ lR (u)
))}

(4.9)

where F−1 represents inverse Fourier transform. The detailed derivation of (4.9)
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can be seen in Appendix A. To extract the sharpest pulse duration component,

the frequency components lower than fIF + B in (4.9) are filtered out. Then the

final range-compressed signal module per scattering point in Fig. 4.3 and Fig. 4.4

with regard to noise absence term is expressed as follows

Rc proposed

= Al
r · exp (j (φr (u)− φd (u)))× (fIF +B)

×sinc
(

2π · (fIF +B) ·
(

t− τ (u)− τ lR (u)
))

(4.10)

where Rc proposed represents the final range compressed signal of the proposed

range compression algorithm. The detailed derivation of (4.10) can be seen in

Appendix A as well. In (4.10), it can be seen that sinc (·) function is only the

term with respect to range delay τ lR for both real and imaginary parts. Therefore

the compressed pulse duration is determined by the main lobe of sinc (·) function,

and can be derived as 1
fIF+B

. Compared to (5.1), the main lobe of (4.10) is

reduced by the factor 1 + fIF
B
. And the attainable range resolution with regard to

the compressed pulse is 0.586 of the sinc (·) function main lobe duration, which

can be expressed as:

δR2 = 0.586 · c

cos (β/2) · (fIF +B)
(4.11)

where δR2 denotes the range resolution obtained by the proposed algorithm. It can

be seen that (4.11) is 1
1+fIF/B

times superior than the range resolution (2.17) pro-
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vided by the conventional range compression algorithm. Meanwhile, from (4.10),

we can see that the reflected phase information φl
r − φd is still preserved.

For selecting the IF value in the proposed algorithm, sampling frequency of

the employed GNSS receiver should be taken into consideration. Denoting the

sampling frequency of the GNSS receiver as fs, according to sampling theory [110],

the condition fIF +B ≤ 1
2
fs should be satisfied. To make the proposed algorithm

effective, the condition fIF + B > B should be satisfied at the same time as well.

Therefore, the determination of fIF value should satisfy the following constraint:

0 < fIF ≤ 1

2
fs − B. (4.12)

Finally, azimuth compression is conducted for forming the full GNSS-SAR

image based on (4.10) with different differential phase value φl
r (u)− φd (u) in the

azimuth domain [23, 33].

4.3 The Simulation Experiment

To test the proposed algorithm for enhancing range resolution, simulations of the

GNSS-SAR based on the standard GPS C/A code signal software defined receiver

configuration are carried out in this section as an example. We consider that

the objects and GNSS-SAR receiver located in the same horizontal coordinate.

Therefore, the bi-static angle β can be considered as zero [23, 36]. Based on the

mode, range resolutions of the conventional algorithm and the proposed algorithm
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TABLE 4.1: The parameter values for Chapter 4

Parameters Values

Signals type GPS C/A code signal
Signal wavelength 0.19m (L1 band)

PRN code chip rate B 1.023 MHz
Signal transmission frequency fc 1575.42MHz (L1 band)

Signal transmission speed c 3× 108m/s
The length of

each code period 1 ms
Sampling frequency 16.368 MHz

Experimental temperature T 300 K
Boltzmann constant k 1.38× 10−23

Antenna + RF gains 20 dB

are expressed as follows, respectively,

δ
′

R1
= 0.586 · c

B
(4.13)

and

δ
′

R2
= 0.586 · c

(fIF +B)
. (4.14)

The parameter values of the considered GPS C/A code receiver are given in

TABLE 4.1.

Based on the sampling frequency value in TABLE 4.1 and the constraint (4.12),

two different IF frequencies fIF1 = 2.092 MHz and fIF2 = 5.115 MHz are employed

in the simulation tests. Theoretically based on (4.13), range resolution for the

conventional algorithm can be achieved at the level of 171 m. For the proposed

algorithm, based on (4.14), range resolution can be obtained at the levels of 56 m
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Fig. 4.5: The simulation scenario.

and 28 m with fIF1 and fIF2 , respectively in theoretical.

To verify the proposed range compression algorithm, a simulation test is carried

out. The purpose for the simulation is to test whether the proposed algorithm

can separate objects with a range distance difference less than 171 m, using the

parameters in TABLE 4.1. The simulation experiment is set out as shown in Fig.

4.5. In the simulation test, a moving receiver case and a short-range geometry is

considered.

In Fig. 4.5, four strong reflection objects with length of 400 m and width of 18

m are arranged with 200 m along the azimuth direction and 108 m with the range

direction. The reflectabilities of the strong reflection objects are higher than 90%,

while no reflections from the background. The direct and surveillance antennas

are moving along the azimuth direction by a vehicle with a constant speed to
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perform synthetic aperture. The GPS data are simulated using parameters listed

in Table 4.1. The channels of both direct and surveillance antenna are assumed

to be additive white Gaussian Noise (AWGN) channel. The received direct and

reflected signals for the simulation are generated based on the models (2.4) and

(2.5), respectively. Based on the set ups in Fig. 4.5, the GNSS-SAR images (both

2-D and 3-D view) generated by both conventional range compression algorithm

and the proposed range compression algorithm in this chapter are given in Fig.

4.6. Similarly, we normalized the image obtained by the conventional algorithm,

while the images obtained by the proposed algorithm are zoomed out the at the

level of the normalization factor.

As can be seen in Fig. 4.6(b), (c) (Fig. 4.6 (e), (f)), due to the fact that the

proposed range compression algorithm can offer a superior range resolution, the

four scattering areas in Fig. 4.5 can be well separated. Through the comparisons,

Fig. 4.6(c) (Fig. 4.6(f)) has a less range ambiguity because a higher IF value

is employed at the GPS receiver. In Fig. 4.6(a) (Fig. 4.6(d)), the two scatters

located at different range positions cannot be separated on the GNSS-SAR image

with the conventional range compression algorithms, as the resolution of this

algorithm is around 171 m according to (4.13) with the code ambiguity restraint

B = 1.023 MHz.

In summary, the simulation results in this section have demonstrated that the

proposed range compression algorithm can provide a superior range resolution to

the conventional range compression algorithm.

72



Range Distance (m)

-36 0 36 72 108 144 180 216 252 288

A
zi

m
u
th

 D
is

ta
n
ce

 (
m

)

0

200

400

600

800

1000

1200

1400

1600

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Range Distance (m)
-36 0 36 72 108 144 180 216

A
zi

m
u

th
 D

is
ta

n
ce

 (
m

)

0

200

400

600

800

1000

1200

1400

1600 0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

(a) (b)

Range Distance (m)

-36 0 36 72 108 144 180 216

A
zi

m
u
th

 D
is

ta
n
ce

 (
m

)

0

200

400

600

800

1000

1200

1400

1600
0

0.04

0.08

0.12

0.16

0.2

(c) (d)

(e) (f)

Fig. 4.6: (a) GNSS-SAR image generated by the conventional range compression
algorithm; (b) GNSS-SAR image generated by the proposed range compression al-
gorithm with fIF1 = 2.092MHz; (c) GNSS-SAR image generated by the proposed
range compression algorithm with fIF2 = 5.115MHz; (d) Three-dimensional im-
age of (a); (e) Three-dimensional image of (b); (f) Three-dimensional image of (c)
(color scale: pixel intensities in the images sweep from the smallest value to the
largest value).
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4.4 Field Experimental Verification

To further demonstrate the proposed range compression algorithm, a field exper-

iment is carried out to evaluate the range compressed ambiguity correspondingly.

The employed GNSS software defined receiver RF front end is the mode GPS

ET09/C, developed and produced by ip-solutions (http://www.ip-solutions.jp),

shown in Fig. 3.3(b), where the IF value determined by the manufacture is 4

MHz. The geometric positions of direct and surveillance antennas are given the

same as Fig. 3.3(a), where the synthetic aperture for SAR imaging is achieved

by the angular movement of the surveillance antenna. The utilized GNSS signal

as source of opportunity is still GPS C/A code signal. Based on the geometric

position for maximally prevent direct signal interference, the satellite PRN 15 is

chosen for SAR imaging. The rest of parameters for the field experiment is the

same as TABLE 4.1. The data flow is similar as Fig. 3.4, where the main differ-

ence in the section is that the output at surveillance channel of RF front end is

reflected IF signal.

The experiment was carried out at Victoria Harbour, Hong Kong. The optical

image for the field experiment can be seen in Fig. 4.7.

In Fig. 4.7, the targets are two strong reflection boards with a surface area 0.2

m2. One is located at the range position 6 m, and the other is located at the range

position 70 m, relative to the receiver’s location (noted as 0 m in Fig. 4.7). We

continue to use the circular movement trace of the surveillance antenna for form-
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Fig. 4.7: The optical image of the field experiment in Chapter 4.

ing synthetic aperture, which duration is 100◦ angular distance. Along the moving

trace, the board at 70 m range position is earlier being covered by surveillance

antenna region than the one at 6 m range position. Based on the experimen-

tal set-up, the obtained GNSS-SAR images with respect to both conventional

range compression algorithm and the proposed range compression algorithm in

this chapter are illustrated in Fig. 4.8(a) and (b), respectively. Fig. 4.8(a) is

normalized, Fig. 4.8(b) is zoomed out by the level as the normalization factor of

Fig. 4.8(a).

Compare Fig. 4.8 (b) to (a), it can be seen that apparently, two objects at dif-

ferent range positions can be distinguished using the proposed range compression

algorithm (see Fig. 4.8(b)), through a coarse measurement on Fig. 4.8(b), indeed,

range distance between the centers of the two illuminated regions is around 70

m. However in Fig. 4.8(a), with the conventional range compression algorithm,

due to the narrow bandwidth of base-band GPS C/A code signal, the best range
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Fig. 4.8: (a) GNSS-SAR image based on field experimental data with regard to
the conventional range compression algorithm; (b) GNSS-SAR image based on
field experimental data with regard to the proposed range compression algorithm
(color scale: pixel intensities in the images sweep from the smallest value to the
largest value).

resolution, which obtained on the basis of code correlation function, can be only

achieved at the level 171 m. Therefore it is hard to distinguish two objects at

different range positions in Fig. 4.8(a).

In conclusion, the property of the proposed algorithm is confirmed by the field

experimental results as well.

Furthermore through tests, the proposed range compression algorithm is also

applicable for the GNSS-SAR receiver based on the other GNSS signals of op-

portunity. In the standard GNSS receivers, the IF value is typically higher than

baseband frequency (which equals the PRN code chip rate) of the correspond-

ing compatible signal. Therefore, a superior range resolution should be achieved

by employing the proposed range compression algorithm. However, because the
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GNSS receivers differ in the PRN code types and IF values for signal reception,

the achievable range resolutions by the proposed algorithm will varies among the

receivers.

4.5 Discussion

4.5.1 Discussion on the Associated Issues

Based on the theoretical derivation, simulation experiment and field experiment,

it has been demonstrated that the proposed range compression algorithm en-

hances range resolution significantly more than the conventional range compres-

sion algorithm during the GNSS-SAR imaging procedure. For instance, in joint

Galileo E5 signal receiver-based GNSS-SARs (where the original range resolu-

tion is 3 m [54, 55]), the range resolution can be potentially obtained at a level

less than 1 m using the proposed range compression algorithm. For the bistatic

GNSS-SAR where range and azimuth direction are not orthogonal [67, 42], al-

though imaging performance will be largely impacted by other factors, such as

the angle between range and azimuth direction, besides range and azimuth reso-

lution indicators, using the proposed range compression algorithm for obtaining

superior range resolution value can still help in achieving higher quality images.

However, according to Fig. 4.1, Fig. 4.2, Fig. 4.6 and Fig. 4.8, it can be seen

that the magnitude or the scene illumination level decreases with respect to fIF

values. This is because when performing spectrum equalization, signal-to-noise
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ratio (SNR) will be decreased with respect to the selected cutoff frequency [54],

which is the main associated problem of the proposed range compression algo-

rithm compared to multi-static image processing [44, 56]. Since the mathematical

expression of SNR loss caused by spectrum equalization is introduced in [54, 55],

it is omitted at here. According to the corresponding mathematical expression

in [54, 55], it can be seen that by performing spectrum equalization, SNR will

decrease at approximated the same amount as the ratio between the selected cut-

off frequency and the preliminary frequency. Considering in this chapter, this

equally means that the signal strength will decrease with the approximated the

same amount of the increment in range resolution. The phenomenon can be seen

in both simulation and field experimental results. Assume Ne is required range

sample for performing the sensing within the expected range distance on the basis

of accepted signal strength level, combining (4.12), the further constraint of fIF

value can be derived as follows

fIF ≤ min

[

1

2
fs − B,B ×

(

Nt

Ne

− 1

)]

(4.15)

Since GNSSs are low-equivalent isotropically radiated power (EIRP) sources, losses

in SNR cannot be so easily tolerated. However, using lengthened integration when

performing azimuth compression or coherently accumulating the range compressed

signals within mini-azimuth slot as the algorithm in Chapter 3 before performing

spectrum equalization can help to mitigate SNR losses. And in some specific oper-
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ative scenarios such as the permanent monitoring of bridges or mines by employing

a close receiver, the losses in SNR can be acceptable.

Taking into account another associated issue, time consumption, we study it

based on judging the load with regard to the number of operations. For multi-

static image processing [44, 56] for improving resolution, we can easily see that the

method is more time consuming than the proposed algorithm because it is applied

based on generating multiple full preliminary GNSS-SAR images. Also, the avail-

ability of a multiple perspective exploiting multiple transmitter is not intended for

the range resolution improvement, but provides the capability of exploiting spa-

tial diversity in different ways. Therefore we do not compare the works [44, 56]

with this chapter in detail. Comparing the proposed range compression algorithm

with a conventional range compression algorithm, the former has a higher com-

putational load due to the fact that spectrum equalization is used. To quantify

the computational load, the corresponding analysis is provided as follows. As-

sume for received GNSS signal (both direct and reflected), there are Nt samples

at the range domain, Mu samples at the azimuth domain, Ns samples are used for

range compression and Ms samples for azimuth resolution cell length. For GNSS-

SAR imaging based on the conventional range compression algorithm, there is

O (Ns ×Nt ×Mu) number of operations throughout the range compression state,

O (Ms ×Mu ×Ns) number of operations for azimuth compression per resolution

cell and O ((Mu −Ms)×Ms ×Mu ×Ns) number of operations throughput whole

azimuth compression state. Thus, the accumulated number of operations during
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imaging is:

O (Ns ×Nt ×Mu + (Mu −Ms)×Ms ×Mu ×Ns) . (4.16)

For GNSS-SAR imaging based on the proposed range compression algorithm,

for range processing of each azimuth bin, there additionally exists O (Ns ×Nt)

number of operations for performing (4.5), O (Ns · log (Ns)) number of operations

for performing (4.3), (4.6) and (4.10) respectively, as well as O (Ns) number of op-

erations for performing (4.8). Fourier transform does not change the sample quan-

tity. The numbers of operations for designing a spectrum equalization window is

very small, which can be neglected when compared with imaging computations.

For azimuth processing, the numbers of operations are the same as GNSS-SAR

imaging based on the conventional range compression algorithm. Therefore the

accumulated number of operations during imaging can be derived as:

O ((2 · (Ns ×Nt) + 3Ns · log (Ns) +Ns)×Mu + (Mu −Ms)×Ms ×Mu ×Ns)

(4.17)

where O ((2 · (Ns ×Nt) + 3Ns · log (Ns) +Ns)×Mu) is for range processing. It

can be seen that the value of (4.17) is higher than (4.16). This indicates that

the proposed range compression algorithm has a higher processing delay than the

conventional range compression algorithm.

Although the proposed range compression algorithm has been demonstrated
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in GNSS-SAR in this paper, due to the signal structure difference, the feasibil-

ity of the proposed algorithm in the passive radar system using other signals of

opportunity besides GNSS still needs to be further studied.

4.5.2 Future Development

Based on the analysis above, in our future work, firstly, we will test the feasibility

of the proposed range compression algorithm in the passive radar system using

other sources of opportunity besides GNSS, and modify the proposed algorithm

based on the corresponding signal structures. Secondly, we would like to de-

velop a mechanism for GNSS-SAR receivers for trade-off among range resolution,

range-compressed SNR degradation and compressed delay together with the cor-

responding field experimental studies. A machine learning [108] based approach

might be helpful to be employed.

4.6 Summary

In this chapter, a novel range compression algorithm for enhancing the resolution

of the GNSS-SAR is proposed. In range compression, the received reflected IF

GNSS signal is correlated with the synchronized direct baseband signal in the

range domain for each azimuth bin to narrow down the main lobe ambiguity

of the compressed pulse. Then, side lobes of the range-compressed result are

suppressed by a proper designed spectrum equalization window. Both theoretical
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derivation, simulation and field experimental results have demonstrated that the

proposed range compression algorithm can provide a superior range resolution

compared to the conventional range compression algorithm in the GNSS-SAR.

Moreover, the proposed algorithm is less time-consuming than multi-static image

processing [44, 56] due to the fact that it is applied without the necessity for

generating multiple full preliminary images, and can distinguish the targets within

the original compressed ambiguity caused by the conventional range compression

algorithm.

Meanwhile, a non-negligible main limitation of the proposed range compression

algorithm is the loss in SNR. However, lengthened integration during azimuth

compression for imaging or properly combining the proposed imaging algorithm

in Chapter 3 will relieve SNR losses, as the imaging gain is enhanced. And under

the specific operative scenarios such as the permanent monitoring of bridges or

mines using a close GNSS-SAR receiver, the SNR losses can be acceptable.

In summary, the research in this chapter should provide a novel idea that

GNSS-SAR range resolution enhancement can be achieved through adjusting the

receivers IF values.
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Chapter 5

Range Resolution Improvement

based on Diff2 Peak Extraction

Scheme for Imaging

5.1 Introduction

From Chapter 4, with a given bi-static angle, the essential step to improve range

resolution is to narrow down range compressed ambiguity caused by PRN code

correlation function. According to [105], it can be seen that for multi-path estima-

tion on the basis of peak extraction, if second-order differentiation is applied on the

squared GNSS signal correlation function, which known as Diff2 peak extraction

scheme, the main-lobe of code correlation function can be significantly reduced

as well. Within this point, in this chapter, we are going to test the feasibility for
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applying Diff2 peak extraction scheme to range compression in GNSS-SAR imag-

ing for enhancing range resolution. Based on the goal, different from Chapter 4,

another new range compression algorithm is proposed. In the proposed algorithm,

to narrow down range ambiguity by extracting the correlation peaks, second order

differentiation is applied to the squared function of range compressed signals with

respect to range delay each azimuth bin. Since carrier phase is changed during

the squaring processing, to preserve carrier phase value for azimuth compression,

a phase recovery procedure is then carried out. Both simulation and field exper-

imental results shown that based on the GPS C/A code signal receiver with the

sampling frequency 1.6× 107 Hz as an example, the proposed imaging algorithm

can increase range resolution to 36 m from 171 m [65].

The rest of the chapter is organized as follows. The proposed range compres-

sion algorithm based on Diff2 peak extraction scheme is illustrated in section 5.2,

while the corresponding range resolution is analyzed in the same section. The

simulation and experimental validation of the proposed imaging algorithm are

given in section 5.3 and section 5.4, respectively. Final concluding remark and

future work are shown in section 5.5.
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5.2 The Proposed High Range Resolution Imag-

ing Algorithm

Diff2 scheme was primarily used in GNSS signal code tracking for multi-path

mitigation. With this scheme, by taking secondary order differentiation of code

correlation function, multi-path signals from different code delays can be separated

[105]. The schematic diagram with respect to the application of Diff2 scheme to

code correlation function can be seen in Fig. 5.1. The normalized code correlation

function Λ (·) and Diff2 of the squared Λ (·) are plotted in Fig. 5.1(a), while the

normalized summation of Λ (·) with different code delay lag and the normalized

Diff2 of the square of code correlation function summation are plotted in Fig.5.1(b)

and (c).

In Fig. 5.1, we can see that Diff2 peak extraction method is very helpful for

narrowing the code correlation function ambiguity. With this scheme, the multi-

path code sequence separated by merely two code delay lags can be distinguished.

As for range compression for GNSS-SAR imaging, with the fixed observation

angle, the main-lobe ambiguity only determines by the ambiguity of the respective

code correlation function, and range delay lag is identically the code delay lags.

Therefore, theoretically it would be feasible that improving range resolution by

applying Diff2 scheme to GNSS-SAR range compression procedure. In this remit,

we propose a range compression algorithm based on Diff2 peak extraction scheme.

The detail steps of the proposed range compression algorithm are analyzed as
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Fig. 5.1: Normalized PRN code correlation function & normalized Diff2 of squared
PRN code correlation function: (a) One path PRN code sequence case, (b) Two
paths PRN code sequence case with one code delay lag, (c) Two paths PRN code
sequence case with two code delay lags.
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follows.

The initial stage of the proposed algorithm is in the same manner as the range

compression of the conventional algorithm as quadrature demodulation, signal

synchronization and range signal correlation for the compression. The obtained

matched filter signal is expressed as (2.7), and the intermediate range compressed

signal in the form of a summation of each range delay can be expressed as follows

Rin

(

τ lR, u
)

=
(

∑NR−1
l=0 Al

r (t, u) · Λ
(

t− τ (u)− τ lR (u)
)

)

× exp (j (φr (u)− φd (u)))

(5.1)

where l represents range delays of reflected signals and NR represents total re-

flected signal samples.

To obtain the squared code correlation function, the intermediate range com-

pressed signal function is arithmetical squared, which can be expressed as

R2 =
(

Rin

(

τ lR, u
))2

=
(

∑NR−1
l=0 Al

r (t, u) ·
(

Λ
(

t− τ (u)− τ lR (u)
))

)2

×exp (j2 (φr (u)− φd (u))) .

(5.2)

Thereafter, the second order differentiation of R2 with respect to each com-
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pressed pulse delay τ lR is carried out, which can be expressed as follows

∂2

∂(τ lR(u))
2 (R2)

= ∂2

∂(τ lR(u))
2

(

∑NR−1
l=0 Al

r (t, u) ·
(

Λ
(

t− τ (u)− τ lR (u)
))

)2

×exp (j2 (φr (u)− φd (u)))

(5.3)

where the peaks of the term ∂2

∂(τ lR(u))
2

(

∑NR−1
l=0 Al

r (t, u) ·
(

Λ
(

t− τ (u)− τ lR (u)
))

)2

can be determined as follows [105]

Diff2Peak = ∀xi

{(

xi ∈ ∂2

∂(τ lR(u))
2

(

∑NR−1
l=0 Al

r (t, u) ·
(

Λ
(

t− τ (u)− τ lR (u)
))

)2
)

∧ (xi ≥ xi − 1) ∧ (xi ≥ xi + 1) ∧ (xi ≥ Diff2Thresh)} ;

i = 2, 3, ..., lDiff2 − 1

(5.4)

where lDiff2 is the length of Diff2 and Diff2Thresh is the threshold of Diff2. The

determination of Diff2Thresh should follow [105]

Diff2Thresh = max

(

∂2

(∂τ lR(u))
2

(

∑NR−1
l=0 Al

r (t, u) ·
(

Λ
(

t− τ (u)− τ lR (u)
))

)2
)

· w

+Threshnoise

(5.5)

where Threshnoise represents noise threshold, which can be estimated through

range compression per azimuth bin; w represents the weighting factor, which

value is in the interval [0.22, 0.3] for binary phase shift keying (BPSK) signal, for

instance GPS L1 signal, and [0.37, 0.5] for SinBOC(1,1) signal [105].

Based on (5.3), it can be seen that the original carrier phase term is distorted.
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However for performing the further step azimuth compression, original carrier

phase should be preserved. Therefore to obtain the final range compressed signal,

a processing with regard to original carrier phase recovery by multiply the com-

ponent exp (−j (φr − φd)) should be carried out. In this processing, firstly the

tangent value of the carrier phase in (5.3) is obtained as follows

tan (2 (φr − φd)) = sin(2(φr−φd))
cos(2(φr−φd))

=

Imag





∂2

∂(τlR(u))
2 (R2)





Real





∂2

∂(τlR(u))
2 (R

2)





(5.6)

where ‘Imag’ represents the imaginary part and ‘Real’ represents the real part.

Then we can have

φr − φd =
1

2
arctan









Imag

(

∂2

∂(τ lR(u))
2 (R2)

)
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(
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2 (R2)
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. (5.7)

Thus the component exp (−j (φr − φd)) is generated as the following form

exp









−j
1

2
arctan









Imag

(

∂2

∂(τ lR(u))
2 (R2)

)

Real

(

∂2

∂(τ lR(u))
2 (R2)
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(5.8)
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and the final range compressed signal is obtained as

Rp

(

τ lR, u
)

= ∂2

∂(τ lR(u))
2

(

∑NR−1
i=0 Al

r (t, u) ·
(

Λ
(

t− τ (u)− τ lR (u)
))

)2

×exp (j2 (φr (u)− φd (u)))

×exp
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2
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2 (R2)
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∂(τlR(u))
2 (R
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= ∂2

∂(τ lR(u))
2

(

∑NR−1
i=0 Al

r (t, u) ·
(

Λ
(

t− τ (u)− τ lR (u)
))

)2

×exp (j (φr (u)− φd (u)))

(5.9)

Based on the final range compressed signal (5.9), it can be seen that the phase

information φr (u)−φd (u) is recovered successfully. Then azimuth compression is

performed for generating full GNSS-SAR image based on the phase information

of the final range compressed signals at different azimuth position u, which is

expressed as

Ipi =

∫ ur=
Nu
2

ur=−Nu
2

Rp

(

τ lR, u
)

·R∗
p

(

τ lR, u− ur

)

dur (5.10)

where ur represents azimuth samples for matched filtering. The processing (5.10)

is repeated for every azimuth cell.

Overall, the procedure of the proposed range compression algorithm for GNSS-

SAR imaging algorithm is summarized as Algorithm 5.1.

As can be seen that in the proposed range compression algorithm in this chap-

ter, when system bi-static angle is fixed, the range resolution is only determined
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Algorithm 5.1 Steps of the proposed range compression algorithm for GNSS-
SAR imaging

1: Quadrature demodulating both direct and reflected GNSS signals into base-
band and save into both range time domain t and azimuth time domain u.

2: Matched filer signal is generated as (2.7).
3: Range compression per azimuth bin is performed as (5.1).
4: Obtaining the squared function of (5.1) per azimuth bin as (5.2).
5: Obtaining the second-order differentiation of (5.2) with respect to range pulse

delay τ lR as (5.3).
6: Generating the carrier phase recovery component as (5.8).
7: Multiplying (5.3) with the carrier phase recovery component to obtain the

final range compressed signal (5.9).
8: Azimuth compression per azimuth cell is performed as (5.10).
9: Repeat the step 8 for every azimuth cell.
10: Obtaining the final GNSS-SAR image.

by the term

∂2

(

∂τ lR (u)
)2

(

NR−1
∑

i=0

Al
r (t, u) ·

(

Λ
(

t− τ (u)− τ lR (u)
))

)2

,

as it is the only function with respect to range delay τ lR. According to Fig. 5.1,

we can have that by taking the second order differentiation of the summation of

PRN code correlation function with different code delay lag, the correlation peaks

with merely two lags can be distinguished. This indicates that range resolution

of the proposed algorithm can be achieved at the level two range delay samples.

For GNSS receiver, the quantity of range delay samples is determined by the sam-

pling frequency, and in order to satisfy the Nyquist criterion [110], the sampling

frequency should be at least twice higher than the signal base-band frequency.

This indicates that with the proposed range compression algorithm in this chap-

ter, the range resolution can be improved at least twice higher than conventional
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range compression algorithm that based on base-band GNSS signals correlation

operation only. Taking the standard GPS C/A code signal receiver produced by

ip-solution as an example, where the number of samples in each range time do-

main is 16368, in theoretical, the proposed algorithm can improve range resolution

to 36 m, which is significantly higher than the best range resolution level 171 m

obtained by conventional range compression algorithm.

5.3 The Simulation Study

GNSS-SAR based on GPS C/A code receiver with L1 frequency continues to be

employed as an example in this chapter. The same as Chapter 4, the bi-static

angle is considered as zero. The rest parameter values of the receiver is the same

as TABLE 4.1.

Based on TABLE 4.1, we can have that the number of samples in each range

domain is 16368, and the distance between two range samples can be calculated

as c× 1ms
16368

≈ 18 m. Using parameters from TABLE 4.1, firstly, the simulations of

the normalized range compressed signals without background noise for both the

conventional range compression algorithm and the proposed range compression

algorithm in this chapter are given in Fig. 5.2(a) and Fig. 5.2(b), respectively.

According to Fig. 5.2, it can be seen that using GPS C/A code signal, the

range ambiguity of the proposed range compression algorithm can be dramatically

reduced to the level 36 m, while it is 171 m for the conventional range compression
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Fig. 5.2: Normalized range compressed signal: (a) The conventional range com-
pression algorithm, (b) The proposed range compression algorithm in Chapter 5
(color scale: pixel intensities sweep from the smallest value to the largest value).

algorithm.

A simulation test is carried out to evaluate the proposed algorithm. Different

from chapter 4, the main purpose of this simulation test is to examine whether

the proposed range compression algorithm can distinguish the objects with the

range position difference 36 m. In addition, the simulation also aims to test the

lower bound of range position difference that two objects can be distinguished by

conventional range compression approach. On the basis of these respects, within

the same azimuth position, we vary the range positions between two different

objects. The model for the simulation scenario is illustrated in Fig. 5.3.

In Fig. 5.3, the rotational movement of GNSS-SAR is used for performing an

uniform circular motional trace of surveillance antenna to form synthetic aperture

for the GNSS-SAR image formation. The duration of the aperture synthetic is
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Fig. 5.3: The simulation model of Chapter 5.

2 minutes. In the simulation, the objects 1 to 4, are the four strong scattering

areas on the earth, with reflectability of 90%, and no reflections are from the back-

ground. The background noise of the simulation is assumed to be addictive white

Gaussian noise (AWGN), which value can be calculated using the relevant values

in TABLE 4.1 and based on the formula σ = kTB ·
(

1 + T
290

)

[101]. The objects

and GNSS-SAR receiver are assumed with the approximated same horizontal co-

ordinate, where the bi-static angle β can be approximated to 0◦. For each object,

the width of the strip is exactly one range sample length 18 m, and the azimuth

duration is 25◦ angular length. The azimuth gap between the two objects with

the same range position is 10◦ angular length. In this simulation test, we fixed

Object 1 and Object 3 at the range position 0 m, but place Object 2 and Object

4 at different range positions as 18 m, 36 m, 216 m and 360 m for forming GNSS-
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SAR images respectively to evaluate if the imaging algorithms (both the proposed

and the conventional) can separate these objects at range distance domain. The

values were chosen on the basis of typical results from the test. The distance

between satellite and earth surface in the test is 22200 km. The received direct

and reflected signal models at receiver front end for the simulation are generated

on the basis of the models (2.4) and (2.5), respectively. Based on the simulation

set ups, the results with regard to the both proposed imaging algorithm and the

conventional imaging algorithm are illustrated in Fig. 5.4 and Fig. 5.5, respec-

tively. For the ease of comparison, the simulated GNSS-SAR images based on

the conventional algorithm is normalized, while the images based on the proposed

algorithm is zoomed out by the same level as Fig 5.5.

Based on Fig. 5.4 and Fig. 5.5, it can be seen that within GPS C/A code

signal receiver platform, indeed the proposed range compression algorithm in this

chapter can clearly separate the objects located at two different range position as

close as 36 m, while based on the conventional range compression algorithm, it is

hard to separate the objects at two different range position within the distance

even at the level 216 m, as the limitation of ranging code with B = 1.023 MHz,

the theoretical best achievable range resolution is merely 171 m.
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Fig. 5.4: The simulated GNSS-SAR images based on the proposed range compres-
sion algorithm in Chapter 5 (color scale: pixel intensities sweep from the smallest
value to the largest value).
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Fig. 5.5: The simulated GNSS-SAR images based on the conventional range
compression algorithm (color scale: pixel intensities sweep from the smallest value
to the largest value).
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5.4 Field Experimental Confirmation

To further confirm the effectiveness of the proposed algorithm for the range res-

olution improvement, an experiment is carried out using a GNSS-SAR system

to imaging two objects separated at different locations. The parameters for the

GNSS-SAR receiver is the same as TABLE 4.1. The experimental equipment are

the same as Fig. 3.3, in which, the geometric positions for direct and surveil-

lance antennas remain the same as Fig. 3.3(a) as well. Circular movement of

surveillance antenna is still used for forming synthetic aperture. The data flow

for processing the collected signals is the same as Fig. 3.4. The object for the

experimental study is the reflection boards (see Fig. 3.5) with a surface area 0.2

m2 and a significantly higher contrast than the background.

On the basis of the experimental equipment and parameter values, the aim of

the experiment is to provide a field test to confirm whether the proposed imaging

algorithm can distinguish the objects with the range distance difference level less

than 171 m by reducing the range compressed ambiguity level, while the best

range resolution with the conventional imaging algorithm is only 171 m. The

experimental model is the same as Fig. 4.7, while the same field GPS C/A code

signal data as Chapter 4 was used. The experimental result with respect to both

conventional range compression algorithm and the proposed range compression

algorithm in this chapter are illustrated in Fig. 5.6. For the ease of comparison,

the same as section 5.3, in Fig. 5.6(a), the images obtained by the conventional
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Fig. 5.6: (a) GNSS-SAR image on the basis of conventional range compression
algorithm; (b) GNSS-SAR image on the basis of the proposed range compression
algorithm in Chapter 5 (color scale: pixel intensities sweep from the smallest value
to the largest value).

algorithm is normalized, while the images obtained by the proposed algorithm

(see Fig. 5.6(b)) is zoomed out by the same level as Fig. 5.6(a).

Comparing Fig. 5.6(b) to Fig. 5.6(a), indeed the range position differences

for the two objects can be clearly seen based on the proposed algorithm for range

compression, and through a coarse measurement on Fig. 5.6(b), the range distance

between the centers of the two illuminated regions is indeed around 70 m. However

when using the conventional range compression algorithm, it is difficult to identify

the range position differences for the two objects, since the theoretical best range

resolution is only 171 m on the basis of the employed GNSS receiver in this

experiment.

Since the received signals for the SAR receiver using other GNSS satellites

as transmission of opportunity have a similar model as the received GPS C/A
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code signal, but the higher sampling rate, the proposed algorithm can also be

implemented in the other GNSS-SAR systems, where the enhancement level can

be higher than using GPS C/A code signal receiver. Using full length Galileo E5

signal receiver as an example, the sampling rate should be more than twice higher

than the base-band frequency 51 MHz, thus based on the proposed range com-

pression algorithm in this chapter, theoretically range resolution can be improved

to several tenth centimeters level.

In addition, based on the both section 5.3 and section 5.4, it can be seen that

the proposed algorithm will cause less degradation of signal magnitude, compared

with the algorithm in Chapter 4. Thus it will be more suitable for the application

under a longer sensing distance.

5.5 Summary

In this chapter, another new GNSS-SAR range compression algorithm is proposed

for enhancing resolution, besides Chapter 4. With the proposed algorithm, to ex-

tract the correlation peaks for reducing the range ambiguity caused by PRN code,

range compressed signal is generated on the basis of Diff2 peak extraction scheme

under multi-path environment [105] by second-order differentiation processing of

code correlation function. The simulation and experimental results reveal that

the proposed imaging algorithm can also provide a significant enhancement with

respect to range resolution, compared to the conventional imaging algorithm. To
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be more detail, taking a standard GPS C/A code receiver produced by ip-solution

with the sampling rate 1.6 × 107 Hz as an example, the proposed imaging algo-

rithm increases range resolution to 36 m level, while the best range resolution

under the conventional imaging algorithm is merely at 171 m level.

This chapter assumes the received SNR is sufficient for obtaining code corre-

lation peak. However under some weak reflected signal condition, the SNR might

be very low, and code correlation peak will not be very obvious. Then how to

improve range resolution under low SNR scenario remains another interested is-

sue. The comprehensively combing the imaging algorithm in Chapter 3 and the

proposed range compression algorithm in this chapter would be helpful for the

further investigations.
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Chapter 6

Applications in Environmental

Sensing Using GNSS-SAR

6.1 Introduction

In this chapter, we mainly aim to obtain more results by applying GNSS-SAR

technique using the comprehensive combinations of the proposed algorithms from

chapters 3 to 5, in addition to the current implementations. Accordingly, we

will: 1). Analyze the radar sensing range, to test whether longer sensing distance

can be handle by GNSS-SAR using the algorithms proposed in previous chap-

ters, compared to the most exampled result in current works that with several

hundreds field of vision (FOV); 2). Evaluate GNSS-SAR performance for mar-

itime object sensing with a suppression of ocean background scattering. Working

towards these goals, we will firstly derive a theoretical formula to estimate the
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operation range of GNSS-SAR with some system parameters i.e. the transmis-

sion power, the signal flux density can be received by GNSS radio frequency (RF)

front end, etc. A field experiment with a FOV 2 km was carried out for the

investigation. The experimental results show that based on GPS L1 receiver,

with an omi-directional antenna, the targets can be clearly identified up to 2 km,

under urban land environment [62]. At second, under maritime environment, un-

like [57, 58, 59], ocean background scattering is considered, we have developed a

ship identification scheme to distinguish ship and ocean background scattering on

GNSS-SAR images. In the designed scheme, ship presence image identification

procedure and ship extraction procedure are carried out based on the properly

designed pixel intensity thresholds and region of interests. The procedures are

formed into mathematical optimization problems, respectively, and proved to be

quasi-convex, so that local optimal values can be found using Lagrange based

approach [106]. The effectiveness of the designed scheme is demonstrated by ship

identification field results.

The rest of the chapter is structured as follows. The radar sensing distance

analysis is illustrated in section 6.2. The implementation of maritime object

identification is given in section 6.3. Section 6.4 concludes the chapter.

103



6.2 Analysis of GNSS-SAR Radar Sensing Range

6.2.1 Theoretical Operational Distance

We study the theoretical operation distance by examining the reflected power flux

density can be received by surveillance antenna. The power flux density of object

at surveillance antenna ρobject can be derived as [23, 101]

ρobject =
Pt ·Gt · σobject

(4π)3 ×R2
d ×R2

r

(6.1)

where Pt represents the transmission power of GNSS satellite, Gt represents the

gain of GNSS transmission antenna, σobject represents object radar cross section,

Rd represents the distance between GNSS satellite and earth surface and Rr

represents the distance between the target and GNSS-SAR receiver. In order

to let objects being detected on the GNSS-SAR image, the received signal flux

density should be larger than threshold ρT for imaging processing. The radar

cross section of object and background can be expressed as σobject =
4π·A2

eff O

λ2 and

σback =
4π·A2

eff B

λ2 , respectively, where Aeff O represents the effective reflection area of

object and Aeff B represents the effective reflection area of background. Based on

these, from the expression (6.1), we can have the sensing distance of GNSS-SAR

is bounded by the following expression:

Rr ≤
√

Pt ·Gt

(4π)2 ·R2
d · ρT · λ2

× Aeff O. (6.2)
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Taking GPS C/A code signal receiver as an example, Pt ·Gt = 50 w, Rd = 22200

km and λ = 0.19 m, then (6.2) can be specifically expressed as follows

Rr ≤ 3.47× 10−8 × Aeff O√
ρT

. (6.3)

From chapter 3, it can be seen that with a false alarm probability less than 0.1,

the proposed imaging algorithm can detect the object with a signal strength −160

dBm, while it is −140 dBm for the conventional imaging algorithm. Thus with

the same parameter values as chapter 3, the radar sensing range for the proposed

algorithm can be expressed as

Rr ≤ 109.97× Aeff O, (6.4)

for the conventional imaging algorithm is

Rr ≤ 10.99× Aeff O. (6.5)

Based on (6.4) and (6.5), it can be seen that the proposed algorithm can provide

a significant longer sensing range. The verdict will be verified based on the results

from real remote sensing scenario.
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6.2.2 Experimental Investigations

The purpose of this experiment is to test the sensing range levels that can be

achieved by comprehensively combining the proposed algorithms from chapters

3 to 5 in the real application scenario. The experimental parameter values are

the same as TABLE 3.1. The experimental equipment is the same as Fig. 3.3.

Based on the set up, we compare the performances by comprehensively combining

the proposed algorithms from chapters 3 to 5 with the conventional GNSS-SAR

imaging algorithm. When combining the proposed algorithms in chapter 3 and

chapter 4, in order to have a less degradation in scene illumination level, spectrum

equalization is applied after performing accumulating the range compressed signals

within the mini-slot ms. Meanwhile the combination of the proposed algorithms

in chapter 3 and chapter 5 is carried out in a similar manner, by applying Diff2

scheme to the accumulated range compressed signals within each ms slot.

Land environmental sensing scenario, which was carried out on the 6/F gar-

den, Block Z, The Hong Kong Polytechnic University, was chosen as a typical

application. The optical image for the study is shown in Fig. 6.1.

In Fig. 6.1, it can be seen that there are two main scattering areas, which

denoted as ‘Targeted Areas 1’ and ‘Targeted Areas 2’, in the field of vision (FOV).

In ‘Targeted Areas 1’, there distributes a tall building and several vegetation,

which occupies the approximated range coverage varies from around 200 meter

to 500 meter from the location of GPS receiver. ‘Targeted Areas 2’ are mainly

consisted of several tall buildings, which distance from GPS receiver is around 1.8
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Targeted Areas 2: Approximated 1.8 –
2 kilometers from GNSS-SAR receiver
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Fig. 6.1: Optical image view of the land experiment.

to 2.0 km. The range distance values of Fig. 6.1 are roughly estimated based

on Goggle map, and based on Goggle map, there are no strong scattering areas

between ‘Targeted Areas 1’ and ‘Targeted Areas 2’.

Under the land scenario, for reflectability of objects, through the experienced

values, the reflective coefficient for vegetation, building with concrete surface are

around 5%–10%, while it is around 15% to 20% for the architecture with the glass

surface. The real surface size of the targeted areas are around several thousands

meters square. Therefore based these, combining the parameter values in TABLE

3.1, formula (6.4) and the signal threshold ρT = −160 dBm together, we can have

that for land sensing scenario, in theoretical, the upper detection distance can

reach the level 4 km to 5 km using GNSS-SAR based on the GPS L1 receiver

based on the proposed algorithm in chapter 3 with the same parameters. In

this remit, all the considered objects in Fig. 6.1 can be identified on the GNSS-
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SAR images. However for the conventional imaging algorithm, using the same

parameter values in chapter 3, based on (6.5), the sensing range is merely around

500 m. To demonstrate, the results are given in Fig. 6.2, in which, the SAR

image generated by the conventional imaging algorithm is normalized (see Fig.

6.2(a)), while the images obtained by the proposed algorithms are zoomed out by

the same level as the normalization factor as Fig. 6.2(a).

Fig. 6.2 presents the results originally obtained from imaging algorithms with-

out further image processing. It can be seen that using the proposed imaging

algorithm in chapter 3, the noise variance is suppressed, and by combining it with

one of the range compression algorithms proposed in chapter 4 and chapter 5, the

ambiguities of the illuminated specular points are reduced. The degradation of

the illumination level of Fig. 6.2(c) compared to Fig. 6.2(b) and (d) is caused by

spectrum equalization. From Fig. 6.2(b) to (d), we can see that the ‘Targeted

Areas 1’ can be clearly identified in the SAR image. The distances from the re-

ceiver to the targets obtained from SAR image generally match with the ground

truth.

Based on Fig. 6.2, we specifically zoom in the regions at range axis [936m, 2016m]

for the investigation. For the ease of comparisons, we choose a scaling factor for

pixel intensity based on trial and error tests, and all the zoomed images in Fig. 6.2

are further processed by the same scaling factor for the range region [936m, 2016m].

The results are given in Fig. 6.3.

From Fig. 6.3, we can see that by applying the proposed algorithm in chapter 3
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Fig. 6.2: The obtained GNSS-SAR images of the land experimental study: (a).
The conventional imaging algorithm; (b). The proposed algorithm in chapter 3;
(c). The combination of the proposed algorithms of chapters 3 and 4; (d). The
combination of the proposed algorithms of chapter 3 and 5 (color scale: pixel
intensities in the images sweep from the smallest value to the largest value).
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Fig. 6.3: The zoomed GNSS-SAR images at the range region [936m, 2016m] of
Fig. 6.2: (a). The conventional imaging algorithm; (b). The proposed algorithm
in chapter 3; (c). The combination of the proposed algorithms of chapters 3 and
4; (d). The combination of the proposed algorithms of chapter 3 and 5 (color
scale: pixel intensities in the images sweep from the smallest value to the largest
value).
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in land sensing scenario, the signals from the objects 2 km away from the receiver

can indeed be detected on the GNSS-SAR images. The range ambiguity of the

specular points in the ‘Targeted Area 2’ becomes less when chapter 3’s algorithm is

combined with the proposed range compression algorithm in chapter 4 or chapter

5. The degradation in the scene illumination in Fig. 6.3(c) is because of spectrum

equalization.

6.3 Maritime Ship Identification Implementations

Since SAR is a promising technique for identifying maritime ships at night, where

the visual system might fail to work [72, 73, 74]. With this point, in contrast with

many SAR related works [72, 73, 74], this section provides an implementation

study with respect to maritime objects identification using passive SAR system

using GNSS signals. The comprehensively combined proposed algorithms from

chapter 3 to chapter 5 continues to be used for SAR imaging, where the combi-

nation is processed in the same manner as aforementioned in section 6.2. Ocean

background scattering case is considered in the study, which is different from the

works [57, 58, 59]. To improve the visual detectability under ocean background in-

terference, a scheme for maritime ship extraction is designed. The scheme involves

two procedures – maritime ship presence image identification and ship extraction.

The details are follows.
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Fig. 6.4: The flow diagram of ship presence differential image identification

6.3.1 Maritime Ship Identification Procedure

Maritime Ship Presence Image Identification:

For maritime ship presence image identification, we partitioned received long term

GNSS-SAR data into different data set for SAR imaging, respectively. In each

data set, the first set is used as a reference. The methodology for data set partition

is not the concentration in this thesis. The overall view of the designed procedure

for each data set is modeled in Fig. 6.4.

For image formation modules in Fig. 6.4, we apply the enhanced imaging

algorithm proposed in chapter 3, which will be more benefit for the ship object

extraction procedure. With this point, we compare three algorithms, i.e. the pro-

posed algorithm in chapter 3 only, the combined proposed algorithms in chapters

3 and 4, the combined proposed algorithms in chapters 3 and 5.
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Thereafter, maritime object identification procedure is carried out as the rest

steps in Fig. 6.4. At first, the preliminary region of interests on the tested

GNSS-SAR image is selected, while on the referenced GNSS-SAR image, the

region with the same size and the same locations as the tested GNSS-SAR image

is chosen. The differential GNSS-SAR image is generated based on performing

subtraction between tested GNSS-SAR image and referenced GNSS-SAR image

within the interested region. The threshold is determined based on probability

density function (PDF) and cumulative density function (CDF) of the differential

GNSS-SAR image. Assume size of the interested region isN×M , and accumulated

number of object pixels is n × m (n < N , m < M). Then whether presence

of object on the differential GNSS-SAR image can be formulated as a binary

hypothesis problem [103] as follows

H0 : T = 1
N×M

∑M−1
jδ=0

∑N−1
iδ=0 [Sback (iδ, jδ) +N (iδ, jδ)] ,

H1 : T = 1
N×M

{(n×m) · E [Sobject (iδ, jδ)]

+ ((N − n)× (M −m)) · E [Sback (iδ, jδ)] +
∑M−1

jδ=0

∑N−1
iδ=0 N (iδ, jδ)

}

(6.6)

where H0 denotes absence of objects, H1 denotes presence of objects, E denotes

mathematical expectation within the N ×M region, iδ and jδ denotes the pixel

number at range and azimuth domain, Sobject denotes the differential object pixels,

Sback denotes the differential background pixels and N denotes background noise,

which is assumed to follow Gaussian distribution [104]. Assume within the N×M

region, the mean pixel intensity value of referenced GNSS-SAR image is µ1
back,
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variance is σ2
1; the mean pixel intensity value of tested object absence GNSS-SAR

image is µk
back, variance is σ2

k. Because the sample quantity of selected pixels is

large enough, according to central limit theory [104], under H0 in (6.6), the false

alarm probability of the differential image is derived as follows

Pf1 (ξ) = Q

(

ξ −
(

µk
back − µ1

back

)

√

σ2
k − σ2

1

)

(6.7)

where ξ denotes decision threshold. The decision threshold ξ is an absolute value

(denoted as abs(·) in Fig. 6.4) since the reference image can be either ship presence

or ship absence. For object presence differential GNSS-SAR image, within the

N ×M , there exists n ×m (n < N , m < M) object pixels, then the mean pixel

intensity value can be derived as m·n
M ·N

µk
object +

(M−m)·(N−n)
M ·N

µk
back. Then under H1

of (6.6), the detected probability is derived as follows

Pd1 (ξ) = Q





ξ −
(

m·n
M ·N

µk
object +

(M−m)·(N−n)
M ·N

µk
back − µ1

back

)

√

σ2
k − σ2

1



 . (6.8)

Initially to constraint Pd1 > 0.5 and Pf1 < 0.5, ξ should follow as

µk
back − µ1

back < ξ <
m · n
M ·Nµk

object +
(M −m) · (N − n)

M ·N µk
back − µ1

back. (6.9)
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To refine the ξ value, the following optimization problem is formulated.

max
ξ

π1 = Pd1 (ξ) + 1− Pf1 (ξ)

s.t. µk
back − µ1

back < ξ

< m·n
M ·N

µk
object +

(M−m)·(N−n)
M ·N

µk
back − µ1

back.

(6.10)

By investigating the property, we can have that (6.10) is a quasi-convex optimiza-

tion problem, where the local optimal ξ can be obtained by Lagrange approach

[106] (The proof of (6.10) can be seen in Appendix B). Firstly, the Lagrange

function with respect to (6.10) can be expressed as

L (ξ) = π + λL

[

ξ −
(

µk
back − µ1

back

)]

−µL

[

ξ − m·n
M ·N

µk
object +

(M−m)·(N−n)
M ·N

µk
back − µ1

back

]

.

(6.11)

Then, Lagrange approach for finding the local optimal ξ is carried out as follows































∂L(ξ)
∂ξ

= 0

λL

[

ξ −
(

µk
back − µ1

back

)]

= 0

µL

[

ξ − m·n
M ·N

µk
object +

(M−m)·(N−n)
M ·N

µk
back − µ1

back

]

= 0.

(6.12)

where λL ≥ 0, µL ≥ 0. Based on the optimal ξ value ξ†, if there exists pixel

intensities larger than the threshold, the differential GNSS-SAR image is identified

as maritime object presence; otherwise it is absence.
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Fig. 6.5: The flow diagram of object pixels extraction

Maritime Ship Extraction:

After performing the procedure above, the energy of ocean background scattering

is largely suppressed. Because according to dielectric constant, the average scat-

tering capability of maritime ship is higher than the ocean background, based on

the identified object presence differential GNSS-SAR image, the pixel intensity

with the peak value are contained under maritime ship pixels. Then to extract

the ship objects, a refined procedure is carried out, which flow diagram can be

seen in Fig. 6.5.

In Fig. 6.5, Nsδ < N , Msδ < M . We assume that the test region nsδ × msδ

(nsδ < Nsδ , msδ < Msδ) is the region within the Nsδ × Msδ cluster and mainly

occupied by object pixels, then the background pixels region is assumed to be

(Nsδ − nsδ)× (Msδ −msδ). To extract object, another binary hypothesis problem
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is formed as

H0 : Td =
1

(Nsδ
−nsδ)·(Msδ

−msδ)

∑Msδ
−msδ

−1

j1=0

∑Nsδ
−nsδ

−1

i1=0

[

Sd
back (i1, j1) +Nd (i1, j1)

]

,

H1 : Td =
1

nsδ
·msδ

∑ms−1
j2=0

∑nsδ
−1

i2=0

[

Sd
object (i2, j2) +Nd (i2, j2)

]

.

(6.13)

where Sd
back denotes background pixels within the (Nsδ − nsδ)×(Msδ −msδ) region

on the differential image, Sd
object denotes object pixels within the nsδ ×msδ region

on the differential image, Nd denotes background noise on the differential image,

i1, j1 denote pixel number at range and azimuth domain within the (Nsδ − nsδ)×

(Msδ −msδ) region, i2, j2 denote pixel number at range and azimuth domain

within the nsδ ×msδ region. Assume within the (Nsδ − nsδ)× (Msδ −msδ) region,

the mean pixel intensity value is µd
back and variance is σ2

d1
; within the region

nsδ ×msδ , the mean pixel intensity is µd
object and variance is σ2

d2
. Then still based

on central limit theory, the false alarm and detection probability with respect to

the test region nsδ ×msδ and pxiel intensity threshold can be derived as follows

Pf2 = Q

(

ǫ− µd
back

σ2
d1

)

(6.14)

and

Pd2 = Q

(

ǫ− µd
object

σ2
d2

)

(6.15)

where ǫ is the threshold for extracting object. For the determination of ǫ value,
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similar as the last sub-section, initially ǫ should satisfy the following constraint:

µd
back < ǫ < µd

object. (6.16)

To refine the ǫ value and determine the suitable test region size ns×ms, similarly

another optimization problem is formed as follows.

max
ǫ,nsδ

×msδ

π2 = Pd2 (ǫ, nsδ ×msδ) + 1− Pf2 (ǫ, nsδ ×msδ)

s.t. µd
back < ǫ < µd

object.

(6.17)

By studying the property of (6.17), we can have that the problem is a quasi-convex

with ǫ or nsδ×msδ when one of the parameter is fixed (The proof of quasi-convexity

of (6.17) is similar as (6.10)). Then the local optimal ǫ and suitable nsδ × msδ

value can be found using Langrange based iterative method [107].

Finally maritime object extracted result is outputted as a binary image in gray

scale.

6.3.2 Field Experimental Implementation

Experimental study is carried out in this section based on the scheme in subsection

6.3.1. GPS C/A code signal is selected as source of opportunity to form SAR

images as an example. The experimental equipment at GNSS-SAR receiver side

are shown in Fig. 3.3. The synthetic aperture is still achieved by the angular

trace of the surveillance antenna.
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(a)

(b)

Fig. 6.6: (a) Ship presence optical image; (b) Ship absence optical image.

The parameter values for the experimental study is given in TABLE 3.1.

The optical image is shown in Fig. 6.6.

In Fig. 6.6(a), we can see that there is no ship. The architectures at the op-

posite coast are more than 1000 m away from GNSS-SAR receiver, in which, the

corresponding interference can be easily eliminated by selecting the appropriate

range delay samples for imaging. In Fig. 6.6(b), at the same area as Fig. 6.6(a),

there exists three ships with the azimuth length approximately 100 m. From the

left to the right hand side, through a coarse measurement by laser rangefinder,

the first is approximately 290 m away from GNSS-SAR receiver, the second ship

is approximately 320 m from GNSS-SAR receiver and the third ship is approxi-

mately 275 m away from GNSS-SAR receiver. The azimuth angular distance for
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Fig. 6.7: (a) The differential image based on the data between 15:42 and 15:20;
(b) The differential image based on the data between 15:35 and 15:20 (color scale:
pixel intensities in the images sweep from the smallest value to the largest value).

performing aperture synthesizing is around 112◦. The experimental data were ac-

quired at May 26th, 2017 at Victoria harbor, Hong Kong, in which, the referenced

ship absence data was acquired at the time 15:20, the tested ship presence data

was acquired at the time 15:35 and the tested ship absence data was acquired at

15:42.

At first, using as one of examples, image formation is based on the proposed

algorithm in chapter 3 only. At ship presence image identification stage, the ob-

tained differential GNSS-SAR images based on the data between 15:35 and 15:20,

between 15:42 and 15:20 are shown in Fig. 6.7(a) and Fig. 6.7(b), respectively.

Fig. 6.7(a) represents ship absence differential image while Fig. 6.7(b) repre-

sents ship presence. In Fig. 6.7(b), we select the illuminated region i.e. 216 m

to 360 m at range domain, 0◦ to 112◦ at azimuth domain for the investigation,
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Fig. 6.8: (a) PDFs of the investigated region on Fig. 6.7(a) and (b); (b) CDFs of
the investigated region on Fig. 6.7(a) and (b).

while in Fig. 6.7(a), the same region size with the same location is selected for

the comparison. The corresponding PDFs and CDFs are plotted in Fig. 6.8.

In Fig. 6.8(a), it can be seen that when presence of ship objects, the mean

value of pixel intensities is obviously higher than absence of ship objects. The

reason is that the ship objects has a stronger reflections than ocean background.

According to Fig. 6.8, to identify ship presence differential image, we set the

normalized threshold value ξ as 0.3, which is the local optimal value obtained

based on criterion (6.12). Thereafter, Fig. 6.7(b) has been successfully identified

as ship presence differential GNSS-SAR image.

Based on Fig. 6.7(b), ship targets extraction procedure is carried out. The

clusters contain three brightest regions pixels are designated. The three clusters

size are designated as 150 m range distance × 15◦ azimuth angular distance.
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Fig. 6.9: Ship presence differential GNSS-SAR image with the considered regions
(color scale: pixel intensities in the images sweep from the smallest value to the
largest value).

Within the clusters, the region 100 m range distance× 5◦ azimuth angular distance

occupied by brightest pixel values is selected as tested pixel region, which assumed

occupied by ship pixels. The ship presence differential GNSS-SAR image with

respect to the considered clusters and regions is shown in Fig. 6.9.

In Fig. 6.9, from the top to the base side, the corresponding PDFs and CDFs

with respect to the considered clusters are shown in Fig. 6.10.

According to Fig. 6.10, to extract ship target, the optimal threshold ǫ is

determined as 0.7, where the detected probability can obtained at the level above

0.9 and false alarm probability can be constrained lower than 0.1. Based on the

threshold value ǫ = 0.7, the ship extracted result is outputted as a binary image,

which is illustrated as Fig. 6.11.
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Fig. 6.10: (a). PDFs in cluster 1 of Fig. 6.9; (b). PDFs in cluster 2 of Fig. 6.9;
(c). PDFs in cluster 3 of Fig. 6.9; (d). CDFs in cluster 1 of Fig. 6.9; (e). CDFs
in cluster 2 of Fig. 6.9; (f). CDFs in cluster 3 of Fig. 6.9.
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Fig. 6.11: The final ship extracted binary GNSS-SAR image.

As we can see that in Fig. 6.11, the extracted pixels region are clearly illus-

trated, where the location of scene centers at range domain can be matched with

the range distances between GNSS-SAR receiver and ship objects. The range

ambiguity in Fig. 6.11 is because of the code correlation property of the signal.

Thereafter, as another examples, to reduce the range ambiguity, the combined

proposed algorithms in chapters 3 and 4, chapters 3 and 5 are applied, respectively.

The generated GNSS-SAR images are shown in Fig. 6.12, where Fig. 6.12(a) is

normalized, and Fig. 6.12(b) is scaled at the same level as the normalization

factor of Fig. 6.12(a).

Compared with Fig. 6.12(b), spectrum equalization causes some degradations

in scene illumination level in Fig. 6.12(a). On the basis of Fig. 6.12, we run

the same ship identification procedure again. The final ship extracted images are
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Fig. 6.12: GNSS-SAR images of ship objects: (a). The combined proposed algo-
rithms in chapters 3 and 4; (b). The combined proposed algorithms in chapters
3 and 5 (color scale: pixel intensities in the images sweep from the smallest value
to the largest value).

shown in Fig. 6.13.

Comparison with Fig. 6.11 reveals that range ambiguity is significantly re-

duced so that the range position differences among each ship become more distin-

guishable. Therefore the proposed algorithms in chapters 4 and 5 are better for the

application in ship identification when combining with the imaging enhancement

algorithm in chapter 3.

6.4 Summary

In this chapter, firstly, we implement GNSS-SAR technique into urban land sens-

ing scenario by combining the proposed algorithms from chapters 3 to 5 for in-

vestigating the radar sensing range for GNSS-SAR. In the experiments, we have
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Fig. 6.13: Ship extracted binary GNSS-SAR images: (a). The combined proposed
algorithms in chapters 3 and 4; (b). The combined proposed algorithms in chapters
3 and 5.

demonstrated that signals from the targets at FOV 2 km can be detected on

GNSS-SAR images using comprehensively combined the proposed algorithms from

chapters 3 to 5, while conventional imaging algorithm with the same parameter

values cannot. Secondly, we apply GNSS-SAR technique into maritime ship iden-

tification, on the basis of the combined proposed algorithms from chapters 3 to 5

as well. A scheme for extracting maritime ships from ocean background scattering

is designed. The implementation results illustrate that GNSS-SAR is also feasi-

ble to be used for maritime ship detection under ocean background interference.

In summary, the results given in this chapter reveal that compared with conven-

tional imaging algorithm, comprehensively combining the proposed algorithms

from chapters 3 to 5 is better for the application of GNSS-SAR.

In the future, we will use air-borne based GNSS-SAR receiver, where a larger
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FOV with more objects can be provided for the investigations. A more compli-

cated scenario for object identification will be considered. Meanwhile, we will

apply the proposed algorithms in this thesis to the other GNSS receivers i.e.

GLONASS signal receiver, Galileo signal receiver and Beidou signal receiver for

the performance evaluation.
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Chapter 7

Conclusions and Future Works

This thesis aims to improve object detection performances for the new remote

sensing technique GNSS-SAR system. To achieve this objective, the contributions

are summarized in this chapter, and the further developments of this research are

presented.

7.1 Conclusions

This thesis makes the following progress in the research and development of GNSS-

SAR technique:

A new GNSS-SAR imaging algorithm for enhancing objects under weak re-

flected signals is proposed. In the proposed algorithm, within each pre-determined

azimuth resolution cell, multiple non-overlapped mini slots are partitioned. There-

after, before performing azimuth compression, migration corrected range com-
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pressed signals are accumulated within each partitioned mini slots. The results

show that with a given detectability, the proposed algorithm can provided an obvi-

ously better imaging gain in signal strength than that of the conventional imaging

algorithm; under the same weak reflected signal condition, the proposed algorithm

can give a significant higher detectability. Based on the experimental instances

in chapter 3, the proposed algorithm can still identify the object with reflected

signal strength −160 dBm, while the conventional imaging algorithm with the

same azimuth cell size cannot. Meanwhile, the proposed algorithm is apparently

less time consuming than the conventional GNSS-SAR imaging algorithm, where

the number of operations is reduced by the level of 105, according to the exampled

experimental results in chapter 3.

To deal with low range resolution problem, different from the approaches that

using wider bandwidth GNSS base-band signals, we have proposed two new range

compression algorithms on the basis of reducing the range compressed ambiguity.

One is to use reflected GNSS IF signal for imaging (see Chapter 4), the other

is to use Diff2 peak extraction scheme [105] to extract range compressed peaks

with different delays (see Chapter 5). In the proposed algorithm in Chapter 4,

range compression is performed by correlating reflected GNSS IF signal with direct

base-band local replica signal, in which, the main lobe of the compressed pulse

is narrowed down significantly. Then spectrum equalization [54, 55] is performed

on the compressed result to surpass side-lobes. For the proposed algorithm in

Chapter 5, Diff2 scheme is applied to range compressed signals, where the reflected
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signals with two range delay samples can be distinguished. In specific, under a

standard GPS C/A code receiver platform, the results show that the proposed

range compression algorithm in Chapter 4 improves range resolution to 40 m

with the IF value 4 MHz, while the proposed range compression algorithm in

Chapter 5 provides the range resolution 36 m under the sampling rate 1.6 × 107

Hz, compared to the 171 m level provided by conventional range compression

algorithm. Different from many current GNSS-SAR related research works, the

main attractions of chapters 4 and 5 is that the restraint for range resolution

improvement with respect to ranging code ambiguity has been addressed.

At the chapter 6, we implement GNSS-SAR in several environmental sensing

scenario by investigating the radar sensing distance and maritime ship identifica-

tion. We have field experimentally demonstrated that using a GPS L1 receiver, we

can clearly detect objects at 2 km in the land and sea backgrounds on the GNSS-

SAR images. Also, we have shown that GNSS-SAR is capable for maritime ship

identifications with presence of ocean background scattering. In conclusion, the

results shown in chapter 6 indicate that the comprehensively combined proposed

algorithms are better for the environmental sensing, compared to conventional

imaging algorithm.

130



7.2 Future Works

Based on the accomplished works, the following general remained issues are mean-

ingful to be considered as future research directions.

All the results in this thesis are obtained through the post-processing manner.

However for the application of surveillance system like SAR, real time processing

for object detection is very important. Therefore in the future, we are going to

develop a field-programmable gate array (FPGA) [111] based signal processing

mechanism to process the collected GNSS-SAR data for object detection in real

time. Since range compression at different azimuth position and azimuth com-

pression at different range position are independent, parallel computation [112] is

a helpful tool for further improving the imaging efficiency.

In terms of the receiver used for GNSS data collections, on one hand, air-borne

based receiver will be utilized in the future. A larger FOV with an increased radar

cross section area based on the flying height can be provided for the further ap-

plications. However the issues that a more complicated scenario and even lower

spatial resolution because of the lower signal strength for each scattering point will

occur at the same time. How to trade-off the flying height and the received signal

strength will be an interested research topics for air-borne based receivers. On the

other hand, in the experimental tests in thesis, only GPS C/A code receiver is uti-

lized. In the future, besides GPS C/A code signal receiver, the performance of all

the proposed algorithms in this thesis will be evaluated based on the other GNSS
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signal receivers i.e. GLONASS receiver, Galileo receiver and Beidou receiver with

the respective field data.

Meanwhile, we aim to apply GNSS-SAR technique into various environment

sensing or target reconnaissance scenario. On one hand, as aforementioned in

chapter 1, it is hard to detect GNSS-SAR receiver as it only receives data. If such

technique can be applied for real time object reconnaissance, the concealment

will be much better than using traditional active SAR. On the other hand, ocean

pollution such as oil slick is a heated discussed environmental topic in recent

years. However traditional SAR that transmits L frequency band chirp signal

for ocean oil pollutant monitoring has a high expense. As GNSS signals are also

transmitted on L frequency band, thus to apply GNSS-SAR for monitoring ocean

oil slick would be a very promising future direction, because the technique is more

cost effective. And due to the fact that the received signals are integrated, in

theoretical, GNSS-SAR should have a higher sensitivity than traditional GNSS-R

when performing the respective surveillance.

132



Appendix A

Derivation of (4.9) and (4.10)

A.1 Derivation of (4.9)

Denoting ωf as the frequency range when performing inverse Fourier transform,

the derivation of (4.9) can be seen as follows

F−1
{

F
[

sr 2 ⊛ s∗m f

]

×W
}
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r · exp
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(
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= 1
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Here completes the derivation of (4.9).

A.2 Derivation of (4.10)

After filtering the frequency components lower than fIF + B, (4.9) can be trans-

formed into the following:
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(A-2)

The right hand side of the second equation of (A-2) is exactly (4.10)).

Here completes the derivation of (4.10).
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Appendix B

Proof of Quasi-convexity of the

problem (6.10)

The proof is based on examining second order differentiation of the objective

function π. The second order differentiation of π is shown as follows
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(B-1)

Because of the constraint (6.9), we can have that (B-1) is no larger than zero.

Thus the objective function satisfies convex optimization criterion. And because

the constraint in (6.10) is an open interval, according to the definition in [106],

we can have that the problem (6.10) is quasi-convex.

Here completes the proof.
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