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Abstract

Similarity measures are the basic components for various problems such as image

processing, computer vision, pattern recognition and machine learning problems.

However, evaluating the similarity measures is normally the bottleneck for many

applications. In this thesis, we highlight three computational intensive applica-

tions and propose efficient algorithms in these scenarios.

The first application is object detection in images. Given a query image,

this problem finds the most similar sub-image within a given target image. The

problem can be formulated as the nearest neighbor search problem. In the con-

text of computer vision, we also call this the template matching problem. The

Euclidean distance is used to measure the dissimilarity between the query im-

age and a sub-image. However, the time complexity of object detection for each

query is the product of the sizes of sub-image and image, which is prohibited for

fast object detection scenario. We propose two solutions which can significantly

outperform the state-of-the-art method by 9-20 times faster.

The second application is image retrieval. Existing image retrieval systems

extract the feature histograms for all images. During the online phase, image

retrieval systems return the k most similar images for each online image-query

from the user. One robust similarity measure between two histograms is based

on the Earth Mover’s Distance (EMD). However, due to the cubic time complex-

ity for evaluating EMD, it restricts the applicability to small-scale datasets. We

present the approximation framework that leverages on lower and upper bound
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functions to compute approximate EMD with error guarantee. Under this frame-

work, we present two solutions which can significantly outperform the existing

exact or heuristic solutions. Our experimental studies demonstrate that our best

solution can outperform the existing method by 2.38x to 7.26x times faster.

The third application is (kernel) classification. In machine learning context,

kernel function is the similarity measure between two multidimensional vectors,

which are extracted by different feature extraction methods, based on differ-

ent scenarios. Many machine learning models need to compute the weighted

aggregation of kernel function values with respect to a set of multidimensional

vectors and the query vector, using different types of kernel functions, for exam-

ple: Gaussian, Polynomial or Sigmoid kernels. However, computing the online

kernel aggregation function is normally expensive which limits its applicability

for some real-time (e.g. network anomaly detection) or large-scale (e.g. den-

sity estimation/ classification for physical modeling) applications. We propose

novel and effective bounding techniques to speed up the computation of ker-

nel aggregation. We further boost the efficiency by leveraging index structures

and exploiting index tuning opportunities. Experimental studies on many real

datasets reveal that our proposed method achieves speedups of 2.5-738x over the

state-of-the-art.
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Chapter 1

Introduction

Similarity measures are ubiquitous in different types of applications in com-

puter vision [91, 102] and machine learning [124, 107]. In these contexts, image

pixel values [91], or feature histograms [124, 102, 107] are regarded as the vec-

tors and several similarity measures (e.g. Euclidean distance [91]) can be used

to measure the similarity between two objects.

… 

Algorithm 

dist / sim 

Query 

Result 

User 

Figure 1.1. Framework

We show the framework (c.f. Figure 1.1) which summarizes how users re-

1
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trieve the results from a set of vectors based on different distance or similarity

functions. The vector representation depends on the application which will be

summarized in Section 2.1. Our goal is to design efficient algorithms in order

to support different queries issued by the users, for example: nearest neighbor

search (c.f. Chapters 3 and 4) or kernel classification (c.f. Chapter 5).

Our framework (c.f. Figure 1.1) can be instantiated to support three appli-

cations in computer vision and machine learning, as shown in Table 1.1.

Table 1.1. Three applications for framework 1.1

Our users Problem Similarity Measure

Computer vision engineers Template matching (SWNNS) Euclidean distance
/ scientists

Layman kNN image retrieval Earth mover’s distance

Computer servers kernel aggregation query Equation 2.4 + Table 2.2

Sub-Window Nearest Neighbor Search (a.k.a Template Matching, abbrev.

SWNNS) [91] is the fundamental problem in computer vision, for example: object

detection [18], motion estimation [88] and image editing [30]. Given any sub-

image query, our goal is to find the most similar sub-image window inside the

image, as shown in Figure 1.2. The image sub-window can be either rectangular-

shaped [49, 55, 12, 120, 90, 109, 91, 92, 19, 20, 93] or irregular-shaped [13, 96, 39,

121, 20]. However, existing algorithms are normally inefficient [91], especially for

some real-time applications, for example: motion estimation or object detection.

Since we only need to return the nearest sub-window inside the image, exact

algorithm with different bound functions can be used to boost up the efficiency

performance.

Another application is kNN-Image retrieval/classification (c.f. Figure 1.3)
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data matrix rectangular irregular-shaped
query query

(a) weather satellite image (b) cloud with (c) cloud
background

Figure 1.2. Sub-window nearest neighbor search (SWNNS)

[102], the goal is to retrieve the k most similar images for each image query from

the users. Earth Mover’s Distance (EMD) [102] is currently the most robust

similarity measure for many feature extraction methods, compared with different

other similarity measures [100], for example: Euclidean distance. However, EMD

is a computational intensive operation. Even with the fastest known algorithm

[89], it requires O(d3 log d) time to compute the exact EMD value, where d is the

dimensionality (i.e., number of histogram bins). With the large-scale datasets,

exact EMD computation for solving kNN image retrieval/ classification problem

is infeasible. The inefficiency issues are pointed out by the existing literatures,

which are quoted as follows:

• “Typically, the EMD between two histograms is modeled and solved as a lin-

ear optimization problem, the min-cost flow problem, which requires super-

cubic time. The high computational cost of EMD restricts its applicability
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to datasets of low-scale.” [117]

• “Computing the EMD entails finding a solution to the transportation prob-

lem, which is computationally intensive” [103]

Due to the inefficiency issues, it is natural to ask: whether we can obtain the

approximate value of EMD with theoretical guarantee. As such, approximate

algorithms are developed to boost up the performance of computing EMD in

this application.

Image Database 

Users 

Query 

1-NN results 

:
:
:

:
:
:

:
:
:

dist(q,p) 

Figure 1.3. 1-NN image retrieval

In the machine learning context, Kernel methods [107] have been exten-

sively used in many applications, such as document classification [86], network

fault detection [15, 17, 134], anomaly/outlier detection [23, 80], novelty detection

[108, 84, 58], image classification [29, 43], time series classification [69] and den-

sity estimation for astronomy [4]. In the above applications, a common online

operation is to compute the following function:

FP (q) =
∑
pi∈P

wi exp(−γ ·K(q,pi)) (1.1)
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where q is a query point, P is a dataset of points, wi, γ are scalars, and K(q,p)

denotes the kernel function between q,pi. Kernel function will be discussed in

Chapter 2. Figure 1.4 plots the function FP (q) for each possible query point q.

In this example, FP (q) is contributed by the sum of three terms that depend on

three data points, respectively. A typical problem, which we term as the threshold

kernel aggregation query (τKAQ), is to test whether FP (q) is higher than a given

threshold τ [107]. This creates an opportunity for achieving speedup. Instead

of computing the exact FP (q), it suffices to compute lower/upper bounds of

FP (q) and then compare them with the threshold τ . However, the above query

is expensive as it takes O(nd) time to compute FP (q) online, where d is the

dimensionality of data points and n is the cardinality of the dataset P . In the

machine learning community, many recent works [78, 57, 68] also complain the

inefficiency issue for computing kernel aggregation, which are quoted as follows:

• “Despite their successes, what makes kernel methods difficult to use in

many large scale problems is the fact that computing the decision function

is typically expensive, especially at prediction time.” [78]

• “However, computing the decision function for the new test samples is typi-

cally expensive which limits the applicability of kernel methods to real-world

applications.” [57]

• “..., it has the disadvantage of requiring relatively large computations in

the testing phase” [68]

Therefore, due to the inefficiency issues in different problems, we need to utilize

our framework (c.f. Figure 4.6) to boost up the efficiency performance. Our goal
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is to derive fast group bounds LB(q, G), UB(q, G) and new indexing structures.

Moreover, we also provide approximation method to boost up the performance.

0

0.2

0.4

0.6

0.8

1

1.2

0.0 0.5 1.0 1.5 2.0
q

function value

term of p1

FP(q): sum of terms

term of p2 term of p3

Figure 1.4. Example of FP (q)

Our main contributions are summarized as follows in different problems:

In the SWNNS problem, we first devise both the progressive individual-

based and group-based lower bounding functions LBlevel,� and LBgroup. Later, we

propose the novel prefix-histogram indexing structure which efficiently supports

our LBgroup function. Our techniques can simultaneously support both regular-

shaped and irregular-shaped image query.

In the Earth Mover’s Distance (EMD) problem, we first propose an approx-

imation framework that leverages lower and upper bound functions to compute

approximate EMD with error guarantee. Later, we devise the novel progressive

lower and upper bound functions for Earth Mover’s Distance and different Kernel

functions. We also present two approximation algorithms, under the proposed

approximation framework, which are Skew Adaptive and Hybrid Adaptive to
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significantly speedup the computation time of approximate EMD.

In the kernel aggregation query problem, we devise the novel lower and

upper bound functions for different kernel functions. Then, we also develop au-

tomatic index-tuning algorithm which automatically chooses the best index from

the existing indices (kd-tree / ball-tree) with the most suitable leaf size. Next,

our technique can also support the online-stages of different machine-learning/

statistical models, such as: one-class SVM, two-class SVM, kernel density esti-

mation/ classification with different kernel functions. Lastly, our method can

support the in-situ scenario in which the model (e.g., dataset P) would be up-

dated frequently.

Chapter 2 elaborates the literature review. Chapter 3 (based on [19, 20])

summarizes the work on SWNNS problem. Chapter 4 (based on [21]) summarizes

the work on Approximate EMD. Chapter 5 (based on [22]) summarizes the work

on kernel computation problem. Chapter 6 concludes the thesis and discusses

some future research directions.
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Chapter 2

Literature Review

In this chapter, we first review the literature related to different similarity

measures. Then, we point out three main types of queries which involve the

similarity measures. Next, we mention the bounding functions for different types

of similarity measures. Lastly, we summarize different indexing structures for

multi-dimensional data to boost up the efficiency performance.

2.1 Representation of Vectors in Different Applica-

tions

The vectors q and p can have different meanings in different application

scenarios. We denote the dimension of each feature vector to be d in this thesis.

We also use q[i] and p[i] to denote the ith-dimension value of vectors q and p

respectively.

9
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In image retrieval [102] or recommender system [79] or classification [107]

contexts, these vectors are the feature vectors extracted by feature extraction

algorithms. For example, Lab feature extraction method is used for image repre-

sentation [102, 97]. Some machine learning models, such as, matrix factorization

[75] can create feature vectors to represent each object (e.g. video/ movie) in

recommender system.

In template matching [91] context, these vectors are represented by the raw

image pixel values.

In time series retrieval [44] context, these vectors are represented by the

time series value for each time stamp.

2.2 Types of Similarity Measures

Table 2.1 shows a wide range of similarity functions in the literatures which

can be applied in different applications.

Table 2.1. Existing similarity measures
Similarity Measure Application(s) Time Complexity

Euclidean distance [106, 91] image/ time series retrieval, O(d)
template matching

inner product [79] recommender system O(d)

cosine similarity [7],[127] text retrieval O(d)
template matching

gaussian/ polynomial machine learning O(d)
/ sigmoid kernel [107]

dynamic time warping [98] time series retrieval O(d2)

earth mover’s distance [102] image retrieval O(d3 log d)

Euclidean distance (c.f. Equation 2.1) is the traditional similarity measure
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for a wide range of applications, for example: image retrieval application [76, 71,

106], template matching [91] and time series retrieval [131].

ED(q,p) =

d∑
i=1

(q[i]− p[i])2 (2.1)

Inner product (c.f. Equation 2.2) is the important similarity measure for

recommender systems, [35] to recommend the products to users.

IP (q,p) =
d∑

i=1

q[i]p[i] (2.2)

In text retrieval and template matching, cosine similarity is a popular simi-

larity measure.

COS(q,p) =

∑d
i=1 q[i]p[i]√∑d

i=1 q[i]
2

√∑d
i=1 p[i]

2

(2.3)

In machine learning community, kernel functions are applicable in different

machine learning/statistical models, such as: kernel support vector machine [107]

and kernel density estimation [124]. The most common kernel functions in the

machine learning context are summarized in Table 2.2.

Table 2.2. Kernel functions
Kernel function Equation

Gaussian KGauss(q,p) = exp(−γED(q,p)2)

Polynomial KPoly,deg(q,p) = (γIP (q,p) + β)deg

Sigmoid KSig(q,p) = tanh(γIP (q,p) + β)

The online operation is to compute the weighted aggregation of kernel func-
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tion values with respect to a set P (|P | = n) of d-dimensional vectors and query

vector q [107], which are defined as follows. Let K(q,pi) be any kernel function

in Table 2.2.

FP (q) =

n∑
i=1

wiK(q,pi) (2.4)

In Equation 2.4, the weight vectors wi depend on the nature of different

models (Table 5.1).

Table 2.3. Types of weighting in FP (q)
Type of weighting Used in model

Type I: identical, positive wi Kernel density
(most specific) [50, 46]

Type II: positive wi 1-class SVM
(subsuming Type I) [86]

Type III: no restriction on wi 2-class SVM
(subsuming Types I, II) [107]

In time series retrieval application, Dynamic Time Warping (DTW) is an-

other famous distance function for measuring the difference between two time

series. Unlike previous similarity measures. The dimensionalities of different

time series can be different. Equation 2.5 [114] defines this function, we denote

the dimensionalities of q and p to be d1 and d2 respectively.

DTW (q, p) = fDTW (d1, d2) (2.5)

where:
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fDTW (i, j) = (q[i]− p[j])2 +

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

fDTW (i− 1, j)

fDTW (i, j − 1)

fDTW (i− 1, j − 1)

if i �= 0, j �= 0

0 if i = 0, j = 0

∞ if i = 0 xor j = 0

(2.6)

In the late 90s, Rubner [101] et al. propose earth mover’s distance (EMD) to

measure the similarity between the feature vectors of images. They experimen-

tally demonstrate that EMD is more robust compared with traditional Euclidean

distance for image retrieval application [101, 102, 100]. EMD (c.f. Equation 2.2)

is formulated as the following linear programming problem [101]. The time com-

plexity of state-of-the-art method [89] for computing EMD is O(d3 log d).

emdc(q,p) = minimize
f

d∑
i=1

d∑
j=1

ci,jfi,j

such that ∀i, j ∈ [1..d] : fi,j ≥ 0

∀i ∈ [1..d] :

d∑
j=1

fi,j = q[i]

∀j ∈ [1..d] :

d∑
i=1

fi,j = p[j]

2.3 Queries with Similarity Measures

In this section, we discuss several queries that involve similarity measures.
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Definition 2.1 (Range Search Query) Given a query q, the set P of vectors

and the threshold τ . We denote dist (for example: ED) and sim (for example:

IP ) the dissimilarity and similarity measures respectively. Our goal is to find

the vectors p that dist(q,p) ≤ τ or sim(q,p) ≥ τ .

Definition 2.2 (kNN Similarity Search Query) Given a query q and the set P

of vectors, we need to find the k-most similar vectors from the set P from query

q.

For the Kernel Aggregation Query, this is only used for Equation 2.4.

Definition 2.3 (Kernel Aggregation Query-τ) Given a query q and the set P

of vectors and the classification threshold τ , we classify q to be either 1 or -1,

according to the following equation.

Class(q) =

⎧⎪⎪⎨
⎪⎪⎩
1 if FP (q) ≥ τ

−1 otherwise

(2.7)

Definition 2.4 (Kernel Aggregation Query-ε) Given a query q and the set P of

vectors and the relative error value ε, this problem returns an approximate value

F̂ such that its relative error (from the exact value FP (q)) is at most ε, i.e.,

(1− ε)FP (q) ≤ F̂ ≤ (1 + ε)FP (q) (2.8)
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2.4 Bound Functions for Similarity Measures

In different similarity measures, different properties can be exploited to de-

rive the bounding functions. Therefore, we summarize different bound techniques

for the similarity measures in this section. In this section, we use the following

concepts and notations.

Definition 2.5 (Single bounding function) Let S(q,p) be the similarity mea-

sures (either dist or sim). We denote LB(q,p) and UB(q,p) the lower and

upper bound functions respectively for all pairs (q,p) if they satisfy the condi-

tion:

LB(q,p) ≤ S(q,p) ≤ UB(q,p) (2.9)

Definition 2.6 (Group bounding function) Let G be the group of objects. We

denote LB(q, G) and UB(q, G) the lower and upper bound functions between q

the group G if:

LB(q, G) ≤ minp∈GS(q,p) and maxp∈GS(q,p) ≤ UB(q, G) (2.10)

Using range search query (Definition 2.1) as an example, the bounding func-

tions can be used to filter some objects which are near or far away from the query

q. For example: if p is the vector such that LB(q,p) ≥ τ , we can immediately

declare the dissimilarity function dist(q,p) ≥ τ due to the Definition 2.5 and

directly discard this vector p since this vector is no longer possible to be inside

the solution set. Instead of filtering each vector one-by-one, we can also filter

a group of objects via the group-bounding function (c.f. Definition 2.6). The

filtering condition for group G is either LB(q, G) ≥ τ or UB(q, G) ≤ τ . The
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bounding function is useful once the bound is tight and the evaluation time is

much faster than the exact computation of the similarity measure.

We review some existing bound functions for the similarity measures in Table

2.1.

2.4.1 Euclidean Distance (ED)

Euclidean distance contains a wide range of properties. Faloutsos et al. [44]

derive the MBR-based lower bound function for Euclidean distance. Ciaccia et

al. [33, 120] utilize the metric property of Euclidean distance and derive efficient

triangle inequality lower bound function. These two bound functions (LBR and

LBmetric) are also used as the group bounding functions [44, 33] for filtering a

group of objects. On the other hand, some other individual bounding functions

are also developed. Yi et al. [131] apply the convex property of the Euclidean

norm and derive the fast lower bound function. Different research groups in com-

puter vision community [55, 12, 90, 91, 92] utilize the fast orthogonal transform

(called Walsh Hadamard Transform) for establishing new efficient algorithms.

Some other dimension reduction bounding functions are also developed for Eu-

clidean distance similarity measures, Gharavi-Alkhansari [49] derives the pro-

gressive bounds for boosting the efficiency performance in template matching

problem. Yi et al. [131] also develop another progressive bounding functions

in time series retrieval problem. Table 2.4 summarizes all bound functions. e

means, on average, the number of access elements in the vectors for each query,

the range of e is within [1,d]. dr means the reduced dimension used in the bound

functions.
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Table 2.4. Bounding Functions for Euclidean distance
Nature Name References Time Complexity

Group LBR [44] O(d)
Group LBmetric [33] O(d)

Single (transform-based) LBtrans [55, 12, 90, 91, 92] O(e)
Single (dimension reduction) LBred [131, 49] O(dr)

2.4.2 Inner Product (IP)/ Cosine Similarity (COS)

In the group bounding function, Ram et al. [99] explore the fast group

upper bounding function (UBball) for inner product and combine with the ball-

tree structure to boost up the performance of this problem. Teflioudi et al. [119]

utilize the Cauchy Schwarz Inequality to propose the group upper bounding

functions (UBCauchy): maxp∈GqTp ≤ ||q|| × maxp∈G||p||. In the individual

bounding function, Teflioudi et al. [119] also propose another fast individual

upper bounding functions. Li er al. [79] further develop SIR transformation-

based algorithm to further tighten the upper bound function from [119].

Due to the similar functional-form between COS and IP, the technical bound

functions are similar with each others. Existing works in the literatures [127, 7]

utilize the upper bound function which is based on the derivation of the Cauchy-

Schwarz Inequality. Wei et al. [127] further derive the progressive bound function

to tighten the upper bound functions. These two techniques are similar with

[119]. Table 2.5 summarizes all bound functions.

Table 2.5. Bounding Functions for IP and COS
Nature Name References Time Complexity

Group UBball [99] O(d)
Group UBCauchy [119] O(d)
Single UBincr [127, 119, 79] O(e)



18 2.4. BOUND FUNCTIONS FOR SIMILARITY MEASURES

2.4.3 Kernels

Gray [50] and Gan et al. [46] focus on the Gaussian kernel function KGauss

and apply the group-based bound function of Euclidean distance (e.g. [44]) to

derive the fast lower and upper group bounding functions, denoted as �(q, G)

and u(q, G) respectively, for FP (q), as shown in Equations 2.11 and 2.12.

LB(q, G) =
∑
pi∈G

wi exp(−γu(q, G)2) (2.11)

UB(q, G) =
∑
pi∈G

wi exp(−γ�(q, G)2) (2.12)

The bound functions LB(q, G) and UB(q, G) depend on the selection of

group-based Euclidean bound functions �(q, G) and u(q, G) (c.f. Table 2.4).

2.4.4 Dynamic Time Warping (DTW)

Different bound functions for DTW have been derived in the literatures

[72, 104, 45, 98]. The time complexity is summarized in Table 2.6. dr in LBFTW

is the reduced dimension of the time series. Rakthanmanon et al. [98] further

reduce the time complexity of LBKim and propose LBKimFL which is in O(1)

time. Moreover, they perform the experimental evaluation of the tightness and

the computation time of different bound functions. Then, they conclude the

sequence of the bound evaluations (refer to Figure 9 of [98]) to be 1: LBKimFL,

2: LBKeogh and then 3: the progressive evaluation of the DTW.
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Table 2.6. Bounding Functions for DTW
Nature Name References Time Complexity

single LBKimFL [98] O(1)
single LBKim [72] O(d)
single LBKeogh [45] O(d)
single LBFTW [104] O(d2r)

2.4.5 Earth Mover’s Distance (EMD)

A wide range of EMD lower bound and upper bound functions are derived

in the previous literatures. The most representative works for the derivation of

the lower bound functions are summarized in [34, 9, 128, 103, 117]. Cohen [34]

utilizes the property of ground matrix and develops the O(d) time lower bound

function. Assent et al. [9] relieve the constraints of the linear programming of

EMD and derive the O(d2) lower bound function. Later, Wichterich et al. [128]

derive another lower bound function by reducing the dimensionality of the feature

vectors. Since this bound function depends on the parameter, dimensionality

dred, we also call this function the parametric bounding function. Ruttenberg et

al. [103] demonstrate the significant tightness of [34] and further derive the group-

based lower bound functions. Tang et al. [117] utilize the bipartite flow network

property and derive the progressive lower bound function for EMD(q,p), which

iteratively provides the tighter bound values until it either reaches the exact value

or can be filtered. Consider the upper bound functions, Jang et al. [64] store

a set of hilbert curves and assign the flow between the bipartite graph based

on these curves. Since the flow is feasible, this can be regarded as the upper

bound function of EMD(q,p). The time complexity is O(d) in this upper bound

function. Another upper bound function is based on the greedy assignment of

flow from the bipartite graph [117] (Section 4.5). It assigns the flow from q to
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p with the smallest cost cij first iteratively until all flow are moved to p. The

time complexity of this upper bound function is O(d2).

We summarize the lower and upper bound functions in Table 4.1.

Table 2.7. Summary of lower and upper bound functions for EMD
Nature Name References Time Complexity

group LBProj,group [103] O(d)

single LBProj [34] O(d)

single LBIM [9] O(d2)

single LBRed,dr [128] O(d2 + dr
3 log dr)

single UBH [64] O(d)

single UBG [117] O(d2)

2.5 Approximation Methods of Similarity Measures

In reality, many applications, for example: kNN Image Retrieval, template

matching and kernel computations, require the massive amount of computations

of the similarity function. Exact computations of this query can be inefficient.

As such, many approximate methods have been proposed for different similarity

measures. We summarize different approximation methods.

2.5.1 Locality Sensitivity Hashing (LSH)

LSH [62] is originally designed for boosting up the k-nearest neighbor search

with ED as the similarity measure. Its idea is to retrieve the objects which are

near with the query q with probabilistic guarantee. This technique has been

studied extensively in ED [37, 118, 47]. Gan et al. [47] provides the following

guarantee (c.f. Lemma 2.1).
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Lemma 2.1 The approximate k-nearest neighbor search algorithm in [47] can

guarantee the time complexity to be O(d log n + n log n) and the accuracy

|ED(q,p
(i)
r ) − ED(q,p

(i)
exact)| ≤ c2R with constant probability. p

(i)
r and p

(i)
exact

mean the ith returned object from the approximate k-nearest neighbor solution set

and ith returned object from the exact k-nearest neighbor solution set respectively.

c and R, which mean the constant and fixed radius respectively, are internal pa-

rameters of LSH algorithm.

This algorithm is useful for high dimensional datasets where the dimension-

ality d >> log n.

This approach is also generalized to other similarity measures, for example:

IP [113], EMD [25].

2.5.2 Approximation Methods for EMD

As shown in Table 2.1, the time complexity of EMD is O(d3 log d) which is

inefficient. As such, using EMD as the distance function for kNN image retrieval

is not efficient, which limits its application to low-scale datasets [117]. There-

fore, many approximate techniques are proposed to EMD function to boost up

the efficiency performance without losing too much accuracy theoretically or

practically.

The literatures can be also divided into two parts. The first part guarantees

the returned result is theoretically near EMD(q,p). The second part is the

heuristics method which does not provide theoretical guarantee. In the first

part, [61, 8, 70, 5] are the representative works in the theoretical computer science
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community. However, they either focus on a planar graph setting (i.e., calculating

EMD on two planar pointsets) [61] or lack of flow concept (i.e., the approximate

ratio is analyzed based on a uni-flow model) [8, 70, 5]. In the second part, Pele

et al. [97] remove some records from the cost matrix when their values are larger

than a pre-defined threshold. The EMD computation time is correlated to the

sparsity of the cost matrix so that the threshold plays a role in controlling the

quality and the efficiency. Jang et al. [64] store a set of hilbert curves and

assign the distance between two images based on these curves. However, the

approximate quality is highly relevant to the hilbert curve selection and there is

no theoretical guarantee. Shirdhonkar et al. [112] utilize the wavelet theory in

their approximation algorithm, which can be viewed as a heuristic solution with

no theoretical guarantee.

2.6 Indexing Structures for Multi-Dimensional Data

Except for the bound functions, indexing structure is also the key to help

boosting up the evaluation time for the bound functions for different similarity

measures. Table 2.8 summarizes different indexing structures in the literature.

Table 2.8. Summary of different indexing structures
Name Nature Group Type References

kd-tree group hyper-rectangle [14]

R-tree (family) group hyper-rectangle [53, 111, 11]

ball-tree group hyper-sphere [87]

m-tree group hyper-sphere [33]

I-distance group hyper-sphere [63]

VA-file single n/a [126]

Prefix Sum Array single n/a [56, 123]
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2.6.1 Group Filtering

In order to support group filtering for different queries (c.f. Section 2.3)

Many research works focus on how to efficiently filter a group of objects at once.

Tree-structures (c.f. Figure 2.1) are extensively studied for achieving this goal.

We can divide the literatures into two main camps. The first camp is to build-

index based on the hyper-rectangle, while another part is to build-index based

on the hyper-sphere.

R1,5 | R2,4

p1 p2 … p5 

R3,4 | R4,5

R5,9 | R6,9

p6 p7 … p9 

node N5

root node: Nroot

node N1

node N6

p10 p11 … p13 p14 p15 … p18

node N3node N2 node N4

Figure 2.1. Hierarchical tree structure

In the first camp, Faloutsos et al. [44] propose using the R-tree to index

the time-series in sequence database which support MBR-based bound functions.

Scikit-learn [94] supports the kd-tree indexing [14] for accelerating the Approxi-

mation of Kernel Aggregate Query. Gan et al. [46] also combine the kd-tree for

boosting up the computation of Classification of Kernel Aggregate Query.

In the second camp, Ciaccia et al. [33] propose M-tree to index the general

feature vectors. Moore [87] propose another ball-tree structure for boosting up

different other machine learning problems, such as K-mean. This structure has

been also used for Approximation of Kernel Aggregation Query [50] which is also
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currently supported by Scikit-learn [94]. Later, I-Distance [63] has been also

proposed to support group-based filtering in different metric-based similarity

measures. In recommender system context, cone-tree [99] has been proposed for

efficient computation for the inner product retrieval problem.

Many other variants of these index-structures are summarized in the mono-

graphs [105, 132] and the most recent experimental paper [28].

2.6.2 Single Vector Filtering

Many problems in computer vision and machine learning normally involve

high-dimensional data. For example: In the kNN image retrieval context, Lab

feature extraction normally produces 256-dimensional feature vector [102]. How-

ever, once the dimension is increased to more than 10-100, existing group-based

filtering indexing structure [126], for example: R-tree [53], can degenerate into

the basic sequential scan method without any improvement. This effect is

called curse of dimensionality [126]. As such, Weber et al. [126] propose the

compression-based method, in which they store smaller number of bits for each

dimension value and then create the compressed dataset in the offline stage.

Their algorithm further scans this compressed dataset in the online stage and

obtain the lower bound function.

In some problems, the dimension of each multi-dimensional query vector is

not known in advance. For example: In template matching problem for object

detection application, the size of query (image object) is not necessary pre-known

in the pre-processing stage for any object detection system. In time-series re-

trieval problem, the length of query time series is also not known in advance [98].
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Therefore, it is very space-inefficient if we use tree-based structures (c.f. Section

2.6.1) for this type of applications [98] since we need to prebuild the tree for

each dimension. Prefix-Sum Array [56] (also known as Integral Image [123] in

computer vision context) is applied for existing problem (e.g. template match-

ing [91]) to boost up the evaluation time of bounding functions which involves

the summation terms, for example: one bound function [131], which is based on

dimension reduction technique and e = 1 (c.f. Table 2.4), of Euclidean distance

is: LB⊕ (c.f. Table 2.4, [131]), which is:

LB⊕(q,p) =
1√
d

∣∣∣∣
d∑

i=1

q[d]−
d∑

i=1

p[d]

∣∣∣∣ (2.13)

The computation time of the summation terms
∑d

i=1 q[d] and
∑d

i=1 p[d] can

be achieved in O(1) time via the prefix-sum array and thus, LB⊕(q,p) can be

also computed in O(1) time.

2.6.3 Optimal Order of Filtering

Generic nearest neighbor search algorithms [110, 77] are applicable to any

types of objects and similarity measures, while Ref. [110, 77] focus on the dis-

similarity function dist(q,p). Ref. [110] requires using a lower bound function

LB(q,p). Its search strategy [110] is to examine objects in ascending order of

LB(q,p) and then compute their exact distances to q, until the current LB(q,p)

exceeds the best NN distance found so far. Ref. [77] takes an additional upper

bound function UB(q,p) as input and utilizes it to further reduce the searching

time.
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Chapter 3

Sub-Window Nearest Neighbor

Search (SWNNS) on Matrix

SWNNS (a.k.a Template Matching, c.f. Figure 3.1) is the fundamental prob-

lem in computer vision. Many existing solutions have been proposed to solve

SWNNS problem for rectangular-shape query [49, 55, 12, 120, 90, 109, 91, 92,

19, 20, 93] and irregular-shape query [96, 39, 121, 13].

Dual-Bound [109] is the state-of-the-art exact method for the SWNNS prob-

lem on rectangular queries. The idea is to utilize both lower and upper distance

bound functions (LB(q, c)/UB(q, c)) for candidates (i.e., sub-windows) such that

LB(q, c) ≤ dist(q, c) ≤ UB(q, c). This method terminates when the smallest up-

per bound is less than the lower bounds of all other candidates. In addition, it

iteratively refines the bounds of candidates by using a sequence of tighter lower

and upper bound functions. However, this solution may invoke a large number

of bounding functions per candidate in the worst case, leading to a high cost.

27
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data matrix rectangular irregular-shaped
query query

(a) satellite map image (b) junction with (c) junction
background

Figure 3.1. Sub-window nearest neighbor search (SWNNS)

exact dist.

Level-based:
LBlevel , l

bound 
tightness

(2)

(3)

logarithmic 

O(1)

time

O(4l)

Group-based:
LBgroup

O(α)

group size
(0)

(1) LBbasic

O(Nq)

g
number of functions

Figure 3.2. Illustration of our progressive approach

Our work [19] first focuses on rectangular queries. Specifically, we contribute

a solution with a group-based lower bound function LBgroup and a level-based

lower bound function LBlevel,�, as shown in Figure 3.2. Instead of examining can-

didates individually, we first gather candidates into groups and attempt pruning
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unpromising groups by using LBgroup. For the surviving groups, we divide them

into smaller groups and repeat the above process. When a group degenerates to

a candidate, we attempt pruning it by using LBlevel,�.

Our LBlevel,� is designed in a fashion such that: (i) it is generic and can take

any lower bound function as a building block, (ii) it limits the worst-case cost by

using a logarithmic number of levels (for �).

To obtain meaningful results in the aforementioned applications, it is impor-

tant to ignore irrelevant pixels in the ‘background’ of a query (e.g., Figure 1.2b)

and exclude them from matching. As such, it is more appropriate to model a

query (e.g., cloud, road junction) by an irregular shape, as shown in Figure 1.2c.

The state-of-the-art exact method for this problem [39] is an extended ver-

sion of Dual-Bound [109].

To cope with an irregular shape, it incrementally partitions candidates into

rectangles on-the-fly in order to tighten their lower and upper bounds. How-

ever, this solution needs to maintain a set of rectangles for each candidate, thus

incurring high overhead on both the memory space and the response time.

Compared to our preliminary work [19], our new work [20] is to develop an

efficient solution for answering SWNNS on irregular-shaped queries (Section 3.3).

To reduce the memory space for managing candidates, we adopt the same par-

titioning scheme for all candidates. In this approach, it is desirable to find the

optimal partitioning scheme that can minimize the computation cost. We show

that it is hard to find the optimal partitioning efficiently, and then propose several

heuristics for this issue.



30 3.1. PRELIMINARIES

The rest of this chapter is organized as follows. Section 5.1 defines our prob-

lem and introduces background information. Section 3.2 presents our proposed

solution for rectangular queries. Section 3.3 studies the SWNNS problem for

queries with irregular shapes. Section 3.4 discusses our experimental results.

Section 3.5 elaborates on the related work on SWNNS problem. Section 3.6

concludes the paper with future research directions.

3.1 Preliminaries

We first give our problem definition and provide background on prefix-sum

matrices and lower bound functions.

3.1.1 Problem Definition

In this paper, we represent each image as a matrix. LetD be the data matrix

(of size ND = LD ×WD) and q be the query matrix (of size Nq = Lq ×Wq). A

candidate cx,y is a sub-window of D with the same size as q.

cx,y[1..Lq, 1..Wq] = D[x..(x+ Lq − 1), y..(y +Wq − 1)]

The subscript of cx,y denotes the start position in D; we drop it when the context

is clear.

Problem 3.1 (Sub-window NN Search) Given a query matrix q and a data

matrix D, this problem finds the candidate cbest such that it has the minimum
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dist(q, cbest), where the distance is the Lp norm:

dist(q, c) = (

Lq∑
i=1

Wq∑
j=1

|q[i, j]− c[i, j]|p)
1
p

The value of p is predefined by the application.

Figure 3.3 shows a query q of size 4× 4 and a data matrix D of size 8× 8.

There are (8−4+1)2 = 25 candidates in D. For instance, the dotted sub-window

refers to the candidate c3,3. The right-side of Figure 3.3 enumerates the distances

from q to each candidate, assuming the L1 distance (i.e., p = 1) is used. In this

example, the best match is c3,3 as it has the smallest distance dist(q, c3,3) = 27

from q.

1 2 3 4 5 6 7 8

1 16 24 26 13 18 16 20 13
2 14 10 11 12 19 14 16 161 2 3 4

candidate cx

dist1(q,c)2 14 10 11 12 19 14 16 16
3 24 25 20 16 23 20 17 19
4 16 12 17 16 22 11 18 14
5 11 15 14 15 21 25 17 24
6 17 19 14 30 24 26 25 31
7 14 26 22 33 26 19 20 20
8 23 21 18 21 24 23 18 22

1 2 3 4

1 16 13 22 21
2 18 17 20 11
3 13 15 20 22
4 15 32 22 22

query q

x

y

103 109 77 76 89

95 79 71 79 77

88 86 27 87 86

70 91 74 105 110

98 96 98 108 106

1(q )

8 23 21 18 21 24 23 18 22query q

data matrix D
y

distances from q
to candidates

Figure 3.3. Example for the problem

3.1.2 Prefix-Sum Matrix & Basic Lower Bounds

For convenience, we define a shorthand notation below, which will be used

in later discussions.
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Definition 3.1 (Accessing a matrix by region) Let R = [x1..x2, y1..y2] be

a rectangular region and let A be a matrix. The notation A[R] represents

A[x1..x2, y1..y2].

As we will introduce shortly, lower bound functions require summing the

values in a rectangular region in a matrix. We can speed up their computation

by using a prefix-sum matrix [56], also known as an integral image [123] in the

computer vision community.

Definition 3.2 (Prefix-sum matrix) Given a matrix A (of size NA =

LA × WA), we define its prefix-sum matrix PA with entries: PA[x, y] =∑x
i=1

∑y
j=1A[i, j]

The prefix-sum matrix occupies O(NA) space and takes O(NA) construction

time [56]. It supports the following region-sum operation, i.e., finding the sum

of values of a rectangular region (say, R = [x1..x2, y1..y2]) in a matrix A, in O(1)

time, according to Equation 3.1.

∑
A[R] =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

PA[x2, y2] if x1 = 1, y1 = 1

PA[x2, y2]− PA[x1 − 1, y2] if x1 > 1, y1 = 1

PA[x2, y2]− PA[x2, y1 − 1] if x1 = 1, y1 > 1

PA[x2, y2] + PA[x1 − 1, y1 − 1]

−PA[x1 − 1, y2]− PA[x2, y1 − 1] otherwise

(3.1)

Figure 3.4 illustrates a data matrix D and its corresponding prefix-sum
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matrix PD. The sum of values in the dotted region ([4..7,2..5]) in D can be

derived from the entries (7,5), (3,1), (3,5), (7,1) in PD.

1 2 3 4 5 6 7 8

Σ D[4..7,2..5] = PD[7,5] – PD[3,5] – PD[7,1] + PD[3,1]

x
1 2 3 4 5 6 7 8

1 16 40 66 79 97 113 133 146
x

1 16 24 26 13 18 16 20 13

2 14 10 11 12 19 14 16 16

3 24 25 20 16 23 20 17 19

4 16 12 17 16 22 11 18 14

5 11 15 14 15 21 25 17 24

6 17 19 14 30 24 26 25 31

7 14 26 22 33 26 19 20 20

x 1 16 40 66 79 97 113 133 146

2 30 64 101 126 163 193 229 258

3 54 113 170 211 271 321 374 422

4 70 141 215 272 354 415 486 548

5 81 167 255 327 430 516 604 690

6 98 203 305 407 534 646 759 876

7 112 243 367 502 655 786 919 1056

8 23 21 18 21 24 23 18 22

data matrix D
y

8 135 287 429 585 762 916 1067 1226

prefix-sum matrix PD of D
y

Figure 3.4. Example of a prefix-sum matrix

We introduce the basic lower bound function LBbasic, which is used as a

building block in Figure 3.2. We require that: (i) LBbasic(q, c) ≤ dist(q, c)

always holds, and (ii) LBbasic supports any query size. In this paper, we intro-

duce two functions that satisfy the above requirements of LBbasic. The first one

(LB⊕(q, c)) is given in [131]. The second one (LBΔ(q, c)) is derived from the

triangle inequality of the Lp distance [33, 63]. Both of them can be computed in

O(1) time, by using a prefix-sum matrix as discussed before. Regarding the sum-

mation term for q, we can compute it once and then reuse it for every candidate

c. For LB⊕(q, c), the term
∑Lq

i=1

∑Wq

j=1 c[i, j] can be derived from the prefix-sum

matrix PD (of data matrix D). For LBΔ(q, c), the term
∑Lq

i=1

∑Wq

j=1 |c[i, j]|p can

be derived from the prefix-sum matrix PD′ , where the matrix D′ is defined with

entries: D′[i, j] = |D[i, j]|p.
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LB⊕(q, c) =
p
√

Nq

Nq
·
∣∣∣∣∣

Lq∑
i=1

Wq∑
j=1

q[i, j]−
Lq∑
i=1

Wq∑
j=1

c[i, j]

∣∣∣∣∣ (3.2)

LBΔ(q, c) =

∣∣∣∣∣ p

√√√√ Lq∑
i=1

Wq∑
j=1

|q[i, j]|p − p

√√√√ Lq∑
i=1

Wq∑
j=1

|c[i, j]|p
∣∣∣∣∣ (3.3)

As a remark, we are aware of lower bound functions used in the pattern

matching literature [90, 120, 12, 55, 91]. However, since those lower bound

functions take more than O(1) time, we choose not to use them as LBbasic (the

building block) in our solution.

3.2 Progressive Search Approach

We first present our idea and algorithm in Section 3.2.1. Then, we elaborate

the lower bound functions used in the algorithm in Sections 3.2.2, 3.2.3, 3.2.4.

3.2.1 The Flow of Proposed Algorithm

We illustrate the flow of our proposed NN search method in Figure 3.5.

Like [110, 77], we employ a min-heap H in order to process entries in ascending

order of their lower bound distance. The main difference is that H contains two

types of entries: (i) a candidate and (ii) a group of candidates. As discussed

before, a candidate corresponds to a sub-window of D. On the other hand, a

group represents a region of candidates. Initially, H contains a group entry that

represents the entire D.
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When we deheap an entry from H, we check whether it is a group or a

candidate.

1. If it is a group G, then we divide it into several smaller groups Gi. For

each Gi, we compute the group-based lower bound LBgroup(q,Gi) and then

enheap Gi into H.

2. If it is a candidate c, then we compute the level-based lower bound

LBlevel,�(q, c) at the next level �, and then enheap c into H again.

During this process, a group would degenerate into a candidate when it covers

exactly one candidate. Similarly, when a candidate reaches the deepest level, we

directly apply the exact distance function dist(q, c) on it and update the best

NN distance found so far τbest. The search terminates when the lower bound of

a deheaped entry exceeds τbest.

Table 3.1 lists the lower bound functions to be used in our NN search method.

We measure the cost of each function as the number of region-sum operations

(i.e., calls to Equation 3.1). We have introduced LBbasic (e.g., LBΔ, LB⊕) in

Section 3.1.2. We will develop a level-based bound LBlevel,� and a group-based

bound LBgroup in Sections 3.2.2 and 3.2.3, respectively. Section 3.2.4 explores an

efficient technique for computing LBgroup, which involves a tunable parameter

α.

We summarize our method in Algorithm 1. Like [110, 77], we employ a

min-heap H in order to process entries in ascending order of their lower bound

distance. We also maintain the best distance found thus far τbest during the

search. The algorithm terminates when the deheaped entry’s lower bound dis-
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a group 

apply LBgroup to these groups, then enheap them

(of candidates)

min-heap H
deheap an entry

divide it into 
4 groups

increment 
level

apply LBlevel to it, then enheap it

a candidate
(at level l)

or compute 
exact distance

Figure 3.5. The flow of our progressive search method

Table 3.1. Types of lower bound functions
Function Apply to Cost: # of region-sum operations

Basic: LBbasic candidate 1

Level: LBlevel,� candidate 4�

Group: LBgroup group α

tance is larger than τbest (Line 10), as the remaining heap entries can only have

the same or larger bounds than the deheaped entry. The main difference from

[110, 77] is that we apply multiple lower bound functions on candidates (Line

20) and also consider lower bound function for groups of candidates (Lines 6 and

15).

As a remark, at Line 19, �max denotes the maximum possible level, which is

computed as follows:

�max = 	log2(max{Lq,Wq})
 (3.4)
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Algorithm 1 Progressive Search Algorithm for NN search

1: procedure Progressive Search(query q, data matrix D)
2: τbest ←∞; ebest ← ∅ 	 the best entry found so far
3: create a min-heap H
4: create a heap entry eroot
5: eroot.G← [0..LD − 1, 0..WD − 1] 	 the entire region
6: eroot.bound← LBgroup(q, e.G)
7: enheap eroot to H
8: while H �= ∅ do
9: e← deheap an entry in H

10: if e.bound ≥ τbest then 	 termination condition
11: break
12: if |e.G| �= 1 then 	 group entry
13: divide e into 4 entries e1, e2, e3, e4
14: for each ei, i← 1 to 4 do
15: ei.bound← LBgroup(q, ei.G)
16: ei.�← 0
17: if ei.bound < τbest then enheap ei to H

18: else 	 candidate entry
19: if e.� < �max then
20: e.bound← LBlevel,�(q, e)
21: increment e.�
22: if e.bound < τbest then enheap e to H
23: else 	 the deepest level
24: temp← dist(q, e)
25: if temp < τbest then τbest ← temp; ebest ← e

3.2.2 Progressive Filtering for Candidates

As discussed before, the lower bound LBbasic and the exact distance dist

have a significant gap in terms of computation time and bound tightness (cf.

Figure 3.2). In order to save expensive distance computations, we suggest ap-

plying tighter lower bound functions progressively.

In this section, we present a generic idea to construct a parameterized lower
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bound function LBlevel,� by using LBbasic as a building block. The level param-

eter � controls the trade-offs between the bound tightness and the computation

time in LBlevel,�. A small � incurs small computation time whereas a large �

provides tighter bounds.

Intuitively, we build LBlevel,� by using divide-and-conquer. We can partition

the space [1..Lq, 1..Wq] into 4� disjoint rectangles {Rv : 1 ≤ v ≤ 4�}, and then

apply LBbasic (for q and c) in each rectangle Rv.
1 Then, we combine these 4�

lower bound distances into LBlevel,� in Equation 3.5. LBlevel,� takes at most 4�

region-sum operations, as each LBbasic takes one region-sum operation.

LBlevel,�(q, c) =
( 4�∑

v=1

LBbasic(q[Rv], c[Rv])
p
)1/p

(3.5)

For example, in Figure 3.6, when � = 2, both the query q and the candidate c

are divided into 4� = 16 rectangles. We apply LBbasic on each rectangle in order

to compute LBlevel,�(q, c).

Next, we show that LBlevel,� satisfies the lower bound property.

Lemma 3.1 Let LBbasic(q, c) be a lower bound function for dist(q, c). It holds

that, LBlevel,�(q, c) ≤ dist(q, c), for any candidate c. [ Proved in Ref. [19] ]

Note that [49, 131] have considered a similar lemma, but only for the case

where LBbasic(q, c) = LB⊕(q, c). In contrast, our lemma is applicable to any

LBbasic(q, c).

During search, we apply LBlevel,� on a candidate c in the ascending order

of � as shown in Figure 3.6. If we cannot filter c at level �, then we attempt to

1In general, the space [1..Lq, 1..Wq] may have less than 4� disjoint rectangles.
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filter it with minimal extra effort, i.e., at level �+ 1.

l = 1 l = 2 l = 3 

… 

apply LBbasic to each region Rv 

l = 0 

Figure 3.6. LBlevel,� at different levels

3.2.3 Progressive Filtering for Groups

We first introduce the concept of a group and then propose a lower bound

function for it. A group G represents a consecutive region of candidates as

shown in Figure 3.7. Specifically, we define G as the region [xstart..xstart + Lg −

1, ystart..ystart+Wg−1], where (i) Lg and Wg represent the size of the group, and

(ii) xstart and ystart represent the start position (i.e., top-left corner) of the group.

In order to cover all candidates in the group (e.g., those at bottom-right corner),

we define the extended region of G as extq(G) = [xstart..xend, ystart..yend], where

xend = min(xstart +Lg +Lq − 2, LD) and yend = min(ystart +Wg +Wq − 2,WD).

Then, D[extq(G)] = D[xstart..xend, ystart..yend] represents the submatrix of D in

the region extq(G).

Our lower bound functions require the following concepts.

Definition 3.3 (The lowest/highest k elements in D[extq(G)] ) We de-

fine Lk(D[extq(G)]) and Hk(D[extq(G)]) as the lowest and highest k ele-

ments in the submatrix D[extq(G)] respectively.
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(xstart , ystart) 

Lq 

(xend , yend) 

Wq 

Wg 

group region 

extended group region 

candidates 

Figure 3.7. A group with Lg ×Wg consecutive candidates

We illustrate these concepts in Figure 3.8. Assume that the query size is

Nq = 2 × 2 = 4. Consider the group G = [2..5, 2..5] (as dotted square) and

the extended region extq(G) = [2..6, 2..6] (as bolded square). In this example,

the lowest Nq values in D[extq(G)] are: LNq(D[extq(G)]) = {9, 9, 10, 10}. Thus,

SLNq(D[extq(G)]) = 9 + 9 + 10 + 10 = 38.

Definition 3.4 (Summation of the lowest/highest k elements in D[extq(G)])

We define SLk(D[extq(G)]) as the sum of lowest k elements in D[extq(G)]

and SHk(D[extq(G)]) as the sum of highest k elements in D[extq(G)].

We then extend basic lower bound functions (e.g., LB⊕, LBΔ) for a group

G. We propose the lower bound functions LB⊕
group and LBΔ

group for G in Equa-

tions 3.6, 3.7. In Equation 3.7, the term D◦p denotes the element-wise power

of the matrix D with power index p, i.e., D◦p[i, j] = (D[i, j])p. These func-
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1 2 3 4 5 6 7 8 

1 8 6 3 7 9 3 1 5 
2 5 11 10 11 10 10 1 7 
3 2 11 11 12 11 11 2 10 
4 4 11 10 11 10 10 11 9 
5 7 11 9 10 11 12 8 7 
6 10 9 11 10 11 10 9 12 
7 8 3 5 6 4 1 3 2 
8 5 10 4 10 4 2 2 4 

1 2 

1 3 2 
2 2 4 

query q 

data matrix D 

group region G 

x 

y 

x 

y 

extended region extq(G)

Figure 3.8. Illustration of LNq(D[extq(G)]) (in light color) and HNq(D[extq(G)])
(in dark color)

)])([( GextDSH qNq

Group G 

)])([( GextDSL qNq

q3 

* 2q
Accumulation 
       Value 

q2 q1 c 

* 3q
*
c

* 1q

Figure 3.9. Illustration of the idea in LB⊕
group(q,G)

tions serve as lower bounds of LB⊕(q, c), LBΔ(q, c) for any candidate c in G (cf.

Lemmas 3.2,3.3).
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LB⊕
group(q,G) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

p
√

Nq

Nq
(SLNq (D[extq(G)])−∑

∗ q) if SLNq (D[extq(G)]) >
∑

∗ q

p
√

Nq

Nq
(
∑

∗ q − SHNq (D[extq(G)])) if SHNq (D[extq(G)]) <
∑

∗ q

0 otherwise

(3.6)

LBΔ
group(q,G) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

p
√SLNq (D

◦p[extq(G)])− p
√∑

∗ |q[i, j]|p if SLNq (D
◦p[extq(G)]) >

∑
∗ |q[i, j]|p

p
√∑

∗ |q[i, j]|p − p
√SHNq (D

◦p[extq(G)]) if SHNq (D
◦p[extq(G)])

<
∑

∗ |q[i, j]|p

0 otherwise

(3.7)

LB′⊕
group(q,G) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

p
√

Nq

Nq
(SL′

Nq (CHD[extq(G)])−
∑

∗ q) if SL′
Nq (CHD[extq(G)]) >

∑
∗ q

p
√

Nq

Nq
(
∑

∗ q − SH′
Nq (CHD[extq(G)])) if SH′

Nq (CHD[extq(G)]) <
∑

∗ q

0 otherwise

(3.8)

where
∑
∗

q =

Lq∑
i=1

Wq∑
j=1

q[i, j] and
∑
∗
|q[i, j]|p =

Lq∑
i=1

Wq∑
j=1

|q[i, j]|p

Lemma 3.2 Given a group G, for any candidate c in G, we have:

LB⊕
group(q,G) ≤ LB⊕(q, c).

Proof. First, we focus on the first case of LB⊕
group(q,G), i.e., when

φmin(G.Rext) >
∑

∗ q.

Consider a candidate c in the group region of G. Since Nq min(G.Rext)

contains the least Nq values in the group, we have:
∑

∗ c ≥ φmin(G.Rext). Com-

bining it with the condition in the first case, i.e., φmin(G.Rext) >
∑

∗ q), we have∑
∗ c ≥ φmin(G.Rext) >

∑
∗ q.

Then we apply the above inequality on LB⊕(q, c) and derive: LB⊕(q, c) =
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p
√

Nq

Nq
· (∑∗ c−

∑
∗ q) ≥

p
√

Nq

Nq
(φmin(G.Rext)−∑

∗ q) = LB⊕
group(q,G).

We omit the proof for the second case as it is similar to the above argument.

The proof for the third case (i.e., LB⊕
group(q,G) = 0) is trivial.

Lemma 3.3 Given a group G, for any candidate c in G, we have:

LBΔ
group(q,G) ≤ LBΔ(q, c).

Proof. First, we focus on the first case of LBΔ
group(q,G), i.e., when

φp
min(G.Rext) >

∑
∗ |q[i, j]|p.

Consider a candidate c in the group region of G. Since Nq min(G.Rext)

contains the least Nq values in the group, we have:
∑

∗ |c[i, j]|p ≥ φp
min(G.Rext).

Combining it with the condition in the first case, i.e., φp
min(G.Rext) >

∑
∗ |q[i, j]|p,

we have
∑

∗ |c[i, j]|p ≥ φp
min(G.Rext) >

∑
∗ |q[i, j]|p.

Then we apply the above inequality on LBΔ(q, c) and derive:

LBΔ(q, c) =
p
√∑

∗ |c[i, j]|p− p
√∑

∗ |q[i, j]|p ≥ p
√

φp
min(G.Rext)− p

√∑
∗ |q[i, j]|p =

LBΔ
group(q,G).

We omit the proof for the second case as it is similar to the above argument.

The proof for the third case (i.e., LBΔ
group(q,G) = 0) is trivial.

Figure 3.9 explains why LB⊕
group(q,G) is a lower bound function. We

use three query points q1, q2, q3 (with same size Nq) to illustrate the three

cases in LB⊕
group(q,G), respectively. For convenience, we drop the subscript

Nq in the notations SL and SH. By Equation 3.2, the lower bound be-

tween query q and candidate c depends on two summation terms (
∑

∗ q and∑
∗ c =

∑Lq

i=1

∑Wq

j=1 c[i, j]). The latter term
∑

∗ c is always bounded between
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SL(D[extq(G)]) and SH(D[extq(G)]), provided that c is a member of the group

G. For example, for query q1, the lower bound distance is the difference between∑
∗ q1 and SL(D[extq(G)]). For query q2, it is symmetric to the above case, so

the lower bound is the difference between
∑

∗ q2 and SH(D[extq(G)]). For query

q3, the lower bound distance is zero because
∑

∗ q3 falls into the range between

SL(D[extq(G)]) and SH(D[extq(G)]). The above idea can also be applied to

LBΔ
group(q,G).

During our search procedure (cf. Figure 3.5 and Algorithm 1), we apply

LBgroup(q,G) on a group G. If we cannot filter G, then we partition its group re-

gion G into four sub-groups G1, G2, G3, G4 accordingly and apply LBgroup(q,Gi)

on each sub-group Gi. We will discuss how to compute LBgroup(q,G) efficiently

in the next subsection.

3.2.4 Supporting Group Filtering Efficiently

The lower bound LBgroup(q,G) involves the terms SLNq(D[extq(G)])

and SHNq(D[extq(G)]) (Equation 3.6) or SLNq(D
◦p[extq(G)]) and

SHNq(D
◦p[extq(G)]) (Equation 3.7), which require finding the lowest Nq

and the highest Nq values in D[extq(G)] or D◦p[extq(G)].

In this section, we design a data structure called prefix histogram matrix

to support the above operations efficiently. The parameter α allows trade-off

between the running time and the bound tightness. A larger α tends to provide

tighter bounds, but it incurs more computation time.

We proceed to elaborate on how to construct the prefix histogram matrix

for a data matrix D. First, we partition the values in matrix D into α bins and
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convert each value D[i, j] to the following bin number β(D[i, j]):

β(D[i, j]) =

⌊
α · D[i, j]−Dmin

Dmax −Dmin + 1

⌋
+ 1

where Dmin and Dmax denote the minimum and maximum values in D, respec-

tively. Consider one example using Figure 3.8, D[2, 2] = 11, Dmin = 1 and

Dmax = 12 in this case. We can notice that β(D[2, 2]) = 6 when we set α = 6

bins.

We define the prefix histogram matrix PHβ as a matrix where each element

PHβ [i, j] is a count histogram:

PHβ [i, j] = 〈P1[i, j], P2[i, j], · · · , Pα[i, j]〉

where

Pv[i, j] = count(x,y)∈[1..i,1..j](β(D[x, y]) = v)

As a remark, the prefix histogram matrix occupies O(αND) space.

Figure 3.10a illustrates a histogram matrix PHβ in which each element

PHβ [i, j] stores a count histogram for values in region [1..i, 1..j] in the data

matrix D.

Given an extended group region extq(G), we first retrieve count histograms

at four corners of D[extq(G)], and then combine them into the histogram as

shown in Figure 3.10b. With this histogram, we can derive bounds for the sum

of minimum / maximum Nq values of D[extq(G)] i.e. SLNq(D[extq(G)]) and

SHNq(D[extq(G)]) by Definition 3.5.
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1 2 3 4 5 6 7 8 
1 
2 
3 
4 
5 
6 
7 
8 

x 

y 

extended region  
extq(G) 

(a) prefix histogram matrix PH  
(b) count histogram for D[extq(G)] 

 

(= PH [6,6] – PH [6,1] – PH [1,6] + PH [1,1]) 

0 
2 
4 
6 
8 

10 
12 
14 
16 

count 

value 

Figure 3.10. Prefix histogram matrix, α = 6, Dmin = 1, Dmax = 12

Definition 3.5 (Sum of the lowest / highest Nq values in a count histogram)

Let CHD[extq(G)] be a count histogram for D[extq(G)]. We define

SL′
Nq(CHD[extq(G)]) as the sum of the lowest Nq values in CHD[extq(G)],

and SH′
Nq(CHD[extq(G)]) as the sum of the highest Nq values in CHD[extq(G)].

While scanning the bins of CHD[extq(G)] from left to right, we examine the count

and the minimum bound of each bin to derive SL′
Nq(CHD[extq(G)]). A similar

method can be used to derive SH′
Nq(CHD[extq(G)]). The cost of computing a

group-based lower bound equals to α region-sum operations because CHD[extq(G)]

contains α bins and each bin requires 1 region-sum operation to compute.

As an example, consider the count histogram CHD[extq(G)] obtained in Fig-

ure 3.10b. Assume that α = 6 and Nq = 4. Thus, the width of each bin is

Dmax−Dmin+1
α = 12

6 = 2. Since the count of bin 9..10 is above Nq, we derive:

SL′
Nq(CHD[extq(G)]) = 9 · 4 = 36. Note that SL′

Nq(CHD[extq(G)]) = 36 is looser

than the actual value SLNq(D[extq(G)]) = 38 (obtained in Figure 3.8). Then we

propose LB′⊕
group(q,G) in Equation 3.8 to replace LB⊕

group(q,G).
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Since SL′
Nq(CHD[extq(G)]) ≤ SLNq(D[extq(G)]) and SH′

Nq(CHD[extq(G)]) ≥

SHNq(D[extq(G)]), LB′⊕
group(q,G) ≤ LB⊕

group(q,G). Similarly, we can adapt the

above technique to derive a lower bound of LBΔ
group(q,G) efficiently.

3.3 Extension for Irregular-Shaped Queries

As discussed before, some applications may need to deal with irregular-

shaped queries. For example, in geospatial data integration [27, 26, 31], the

query can be a road junction which may have a T-shape. In cloud motion

detection [16], the query can be an irregular cloud. Figure 3.11 illustrates the

differences between rectangular queries and irregular-shaped queries. For each

irregular-shaped query, we employ a binary mask matrix to indicate irrelevant

pixels [39]. The binary mask matrix can be extracted by image segmentation

methods or by application requirements [16, 27, 121].

rectangular queries irregular-shaped queries

(a) cloud with (b) junction with (c) cloud (d) junction
background background

Figure 3.11. Examples of irregular-shaped queries

Problem 3.2 (Sub-window NN Search for Irregular-Shaped Query)

Given a query matrix q, a binary mask matrix m, and a data matrix D, this

problem finds the candidate cbest such that it has the minimum dist♦(q, cbest)
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where the distance is defined as:

dist♦(q, c) =
( Lq∑

i=1

Wq∑
j=1

m[i, j] · |q[i, j]− c[i, j]|p
)1/p

(3.9)

We illustrate this problem in Figure 3.12. In the mask, relevant entries have

m[i, j] = 1 and irrelevant entries have m[i, j] = 0. The best match is indicated

by the candidate in a dashed square.

data matrix D 

1 2 3 4 5 6 7 8 

1 16 24 26 13 18 16 20 13 
2 14 10 11 12 19 14 16 16 
3 24 25 26 16 23 20 17 19 
4 16 12 17 16 22 11 18 14 
5 11 15 14 15 21 25 17 24 
6 17 19 14 29 24 26 25 31 
7 14 26 22 33 26 19 20 20 
8 23 21 18 21 24 23 18 22 

x 

y 

2 13 1 4 
3 17 20 2 

13 15 20 22 
3 32 22 1 

query q 

85 76 41 50 56 
57 47 41 49 42 
56 51 16 54 47 
36 51 34 61 64 
50 65 67 64 58 

distances from q 
to candidates 

0 1 0 0 
0 1 1 0 
1 1 1 1 
0 1 1 0 

mask m 

Figure 3.12. Example for the irregular-shaped query

We will present two approaches in extending our progressive search method

to solve the above problem. First, we propose an intuitive extension in Sec-

tion 3.3.1. Second, we develop a more efficient extension by partitioning the

mask in Section 3.3.2.
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3.3.1 Is Progressive Search still applicable?

Recall that our progressive search method (Algorithm 1) applies two lower

bound functions LBlevel,� and LBgroup. The correctness of the algorithm depends

on whether both LBlevel,� and LBgroup satisfy the lower bound property. In the

following, we demonstrate that, for the case of irregular-shaped query, (i) LBgroup

can be slightly modified to satisfy the lower bound property, and (ii) LBlevel,�

violates the lower bound property.

We can modify LBgroup (Equations 3.6,3.7) in order to satisfy the lower

bound property. Intuitively, we replace Nq (i.e., the size of q) by the number of

relevant entries in the mask matrix m. For this purpose, we define the set of

relevant entries as

Mq = {(i, j) : m[i, j] = 1} (3.10)

By using Mq, we revise the equations for LBgroup into LB⊕,♦
group(q,G) and

LBΔ,♦
group(q,G), in Equations 3.11 and 3.12, respectively. We omit the proofs

of their lower bound property as they are similar to the proofs of Lemmas 3.2

and 3.3. Figure 3.13 illustrates how to compute LB⊕,♦
group(q,G). Note that there

are |Mq| = 5 relevant entries in q. For the group G, we indicate the lowest 5 and

the highest 5 entries in light gray and dark gray, respectively. Then we obtain:

LB⊕,♦
group(q,G) = (|12 + 14 + 16 + 16 + 16| − |7 + 5 + 5 + 5 + 5|) = 47.

However, it is not trivial to simply extend LBlevel,�. We provide an exam-

ple to show that LBlevel,� can violate the lower bound property. Consider the

candidate c3,3 (in a dashed square) in Figure 3.12 and assume p = 1. By Equa-

tion 3.9, the exact distance is: dist♦(q, c3,3) = 16. For the lower bound distance,
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suppose that we use LB⊕ as an instance of LBbasic. At level � = 0, we com-

pute: LBlevel,0(q, c3,3) = LB⊕(q, c3,3) = |∑∗ q −
∑

∗ c3,3| = |190 − 319| = 129.

This violates the lower bound property as LBlevel,0(q, c3,3) > dist♦(q, c3,3). This

happens because LBbasic considers all entries (including irrelevant entries) in a

candidate. To prevent such violation, a simple solution is to disable LBlevel,�.

LB⊕,♦
group(q,G) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

p
√

|Mq |
|Mq | (SL|Mq |(D

◦1[extq(G)])−∑
Mq

q) if SL|Mq |(D
◦1[extq(G)]) >

∑
Mq

q

p
√

|Mq |
|Mq | (

∑
Mq

q − SH|Mq |(D
◦1[extq(G)])) if SH|Mq |(D

◦1[extq(G)]) <
∑

Mq
q

0 otherwise

(3.11)

LBΔ,♦
group(q,G) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

p

√
SL|Mq |(D◦p[extq(G)])− p

√∑
Mq
|q[i, j]|p if SL|Mq |(D

◦p[extq(G)]) >
∑

Mq
|q[i, j]|p

p

√∑
Mq
|q[i, j]|p − p

√
SH|Mq |(D◦p[extq(G)]) if SH|Mq |(D

◦p[extq(G)])

<
∑

Mq
|q[i, j]|p

0 otherwise

(3.12)

where L|Mq |(D[G.Rext]) is the lowest |Mq| values in the submatrix D[G.Rext] (3.13)

SL|Mq |(D
◦ω[extq(G)]) =

∑
v∈L|Mq|(D[G.Rext])

vω

We then summarize how to extend our progressive search algorithm (Algo-

rithm 1) for irregular-shaped queries. First, we disable LBlevel,� by removing

Lines 18–21. Second, we replace LBgroup by LB♦
group at Lines 6 and 15. Third,

we replace dist(q, c) by dist♦(q, c) at Line 23, and compute it efficiently by Equa-

tion 3.14.

dist♦(q, c) =
( ∑

(i,j)∈Mq

|q[i, j]− c[i, j]|p
)1/p

(3.14)
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1 2 3 4 5 6 7 8 

1 14 12 12 14 19 23 28 32 
2 10 14 16 16 30 29 26 23 
3 9 10 17 8 15 33 37 39 
4 10 8 7 9 10 5 6 7 
5 4 5 3 5 1 4 10 22 
6 2 2 5 2 3 4 10 26 
7 4 4 7 1 3 5 18 29 
8 3 3 2 5 3 3 40 35 

x 

y 

1 2 3 

1 * 12 * 
2 14 16 16 
3 * 16 * 

x 

y 

group region G extended region extq(G) 

query q data matrix D 

Figure 3.13. Group-based lower bound for irregular-shaped query

3.3.2 Extension for LBlevel,� based on Partitioning

To achieve efficient extension of Algorithm 1, it is important to develop a

replacement for the level-based lower bound LBlevel,�.

We plan to decompose the maskm into a set of disjoint rectangles. To enable

the lower bound property, we should use a partition that covers no ‘0’-entry of

m. We formally define a valid partition as follows.

Definition 3.6 (Valid partition) Let Γ be a set of disjoint rectangles, where

each rectangle R ∈ Γ can be described by [R.xstart..R.xend, R.ystart..R.yend].

Given a mask matrix m, we call Γ a valid partition if, ∀ R ∈ Γ, ∀ (i, j) ∈ R,

m(i, j) = 1.

Figure 3.14 illustrates a mask m and a valid partition of three rectangles: Γ =

{[1..1, 3..3], [2..3, 2..4], [4..4, 3..3]}. Note that a valid partition cannot cover any
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‘0’-entry of m.

1 2 3 4

1 0 1 0 0
x

2 0 1 1 0
3 1 1 1 1
4 0 1 1 0

y

1 2 3 4

1 0 1 0 0
x

2 0 1 1 0
3 1 1 1 1
4 0 1 1 0

y

Figure 3.14. A valid partition Γ of a mask m

Given a valid partition Γ of a mask m, we define the lower bound function

LBΓ(q, c) in Equation 3.15.

LBΓ(q, c) =
( ∑

R∈Γ

LBbasic(q[R], c[R])
p
)1/p

(3.15)

Since each term LBbasic(q[R], c[R]) takes one region-sum operation, the cost of

computing LBΓ(q, c) equals to |Γ| region-sum operations.

Then we prove that LBΓ(q, c) satisfies the lower bound property (cf.

Lemma 3.4).

Lemma 3.4 LBΓ(q, c) ≤ dist♦(q, c).
Proof.

dist♦(q, c)p =

Lq∑
i=1

Wq∑
j=1

m[i, j]|q[i, j]− c[i, j]|p

≥
∑
R∈Γ

∑
(i,j)∈R

m[i, j]|q[i, j]− c[i, j]|p

≥
∑
R∈Γ

LBbasic(q[R], c[R])p

= LBΓ(q, c)
p
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In general, we may employ a sequence of valid partitions

〈Γ0,Γ1,Γ2, · · · ,Γ�♦max−1〉 with an increasing number of rectangles, where

�♦max denotes the number of levels. During search, we apply LBΓ�
on a candidate

c in the ascending order of � as shown in Figure 3.15. If we cannot filter c at

level �, then we attempt to filter it with minimal extra effort, i.e., at level �+1.

l = 1 l = 2 l = 3 

… 

l = 0 

apply LBbasic to each rectangle 

0 1 2 3 

Figure 3.15. Level � in irregular partition plan

We propose to apply the same sequence Γseq for all candidates. This would

eliminate the overhead of on-the-fly partitioning and allow us to manage each

candidate with O(1) space only (i.e., the current lower bound and level of the

candidate).

We then discuss the extension to the progressive search algorithm.

First, before Line 1, we construct a sequence of valid partitions Γseq =

〈Γ0,Γ1,Γ2, · · · ,Γ�♦max−1〉 from the mask m, by using heuristics to be discussed in

Section 3.3.2.2. Second, at Line 19, we replace LBlevel,�(q, e) by LBΓ�
(q, e).

3.3.2.1 Cost Formulation and Hardness

We first formulate the computation cost of our algorithm. The cost depends

on a query matrix q, a binary mask matrix m, a data matrix D, and a sequence of
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partitions Γseq = 〈Γ0,Γ1,Γ2, · · · ,Γ�♦max−1〉. To simplify our analysis, we disable

group-based pruning and measure the computation cost as the total number of

rectangles used in calling LBΓ�
(q, c), dist♦(q, c) only.

Given a candidate c of D, we have:

cost(LBΓ�
(q, c)) = |Γ�|

cost(dist♦(q, c)) = |Mq|

where Mq was defined in Equation 3.10.

We denote the NN distance by τopt = minc dist
♦(q, c). Since the algorithm

employs a min-heap, it examines candidates in ascending order of lower bound

distance until reaching τopt. For simplicity, we can assume that τopt is known

in advance in this model. If a candidate c can be pruned before or at level

�♦max−1, then it incurs cost
∑F (q,c)

�=0 |Γ�| only, where F (q, c) denotes the last level

for computing the lower bound LBΓ�
(q, c):

F (q, c) = min({� : LBΓ�
(q, c) ≥ τopt} ∪ {�♦max − 1})

In addition, we must compute the exact distance dist♦(q, c) for the following

subset of candidates:

Cexact = {c : F (q, c) = �♦max − 1, LBΓ
�♦max−1

(q, c) < τopt}
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In summary, the total cost of Γseq is:

cost(Γseq, q,m,D) =
∑
c

F (q,c)∑
�=0

|Γ�|+ |Cexact||Mq|

Generally, we wish to find the best sequence 〈Γ0,Γ1,Γ2, · · · ,Γ�♦max−1〉 that

minimizes cost(Γseq, q,m,D). Although our solution computes Γseq only once,

we cannot afford to spend too much time (e.g., more than O(NDNq) which is

the time complexity of brute force method) to compute Γseq. Unfortunately, we

will show that this problem is NP-hard, let alone to solve it in O(NDNq) time.

In Theorem 3.1, we will show that the decision version of our problem (in

Definition 3.7) is NP-hard via reduction from a known NP-complete problem

called the Rectilinear Picture Compression (RPC) decision problem [48] (p.232)

(in Definition 3.8).

Definition 3.7 (Γ-decision problem)

Instance: 〈q,D,m, �♦max, LBbasic,K〉, where q,D are matrices, m is a binary

matrix, �♦max,K are integers, and LBbasic is a basic lower bound function.

Problem: Is there any sequence Γseq = 〈Γ0,Γ1,Γ2, · · · ,Γ�♦max−1〉 such that it

satisfies Definition 3.6 and cost(Γseq, q,m,D) ≤ K?

Definition 3.8 (RPC-decision problem)

Instance: 〈K ′,m′[1..n, 1..n]〉, where K ′, n are integers, and m′ is a n×n binary

matrix.

Problem: Is there any set S of disjoint rectangles {R1, R2, ...} that satisfies both

conditions below?
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• |S| ≤ K ′

• ⋃
Rz∈S Rz = {(i, j) : m′[i, j] = 1}

Theorem 3.1 The Γ-decision problem is NP-hard.

Proof.

First, we present the reduction scheme from the RPC-decision problem to our

Γ-decision problem.

• Set m[1..n, 1..n] to m′[1..n, 1..n]

• Set q[1..n, 1..n] with all ‘0’ entries

• Set D[1..n, 1..n] with all ‘1’ entries

• Set K to K ′, set �♦max to 1, and set LBbasic to LB⊕

The above reduction scheme takes polynomial time.

We proceed to show that the RPC-decision instance returns true if and only

if the Γ-decision instance returns true. For convenience, we define the notation

Mq = {(i, j) : m[i, j] = 1}. Since D has only one candidate c, we obtain:

τopt = dist♦(q, c) =
(∑

(i,j)∈Mq
|0− 1|p

) 1
p
= |Mq|

1
p .

If the RPC-decision instance returns true, then there exists a set S

of disjoint rectangles such that:

• |S| ≤ K ′ = K

• ⋃
Rz∈S Rz = Mq (since m = m′)
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Thus, S also satisfies the valid partition condition in Definition 3.6. We then set

Γ0 = S and plan to show that Γ-decision instance returns true. By Equation 3.15,

we derive:

(LBΓ0(q, c))
p =

∑
Rz∈Γ0

LB⊕(q[Rz], c[Rz])
p

=
∑

Rz∈Γ0

(
p
√
|Rz|
|Rz|

∣∣∣∣ ∑
(i,j)∈Rz

q[i, j]− c[i, j]

∣∣∣∣
)p

=
∑

Rz∈Γ0

(
p
√
|Rz|
|Rz|

|Rz|
)p

=
∑

Rz∈Γ0

|Rz| = |Mq|

We get LBΓ0(q, c) ≥ τopt and thus F (q, c) = 0. Then we obtain:

cost(Γseq, q,m,D) = |Γ0| + 0 ≤ K. Therefore, the Γ-decision instance returns

true.

If the Γ-decision instance returns true, then there exists 〈Γ0〉 such that

cost(Γseq, q,m,D) ≤ K. Since D has only one candidate, we have two cases to

consider:

Case when |Cexact| = 1

We have: cost(Γseq, q,m,D) = |Γ0|+ |Mq| ≤ K. Since K = K ′ and |Γ0| ≥ 0,

we get |Mq| ≤ K ′. We then set S = {[i..i, j..j] : m[i, j] = 1}. Since |Mq| ≤ K ′ and

m = m′, we infer that S covers m′ exactly and thus the RPC-decision instance

returns true.

Case when |Cexact| = 0

We have: cost(Γseq, q,m,D) = |Γ0| ≤ K = K ′. Since |Cexact| = 0, we

derive: LBΓ0(q, c) ≥ τopt. By the lower bound property of LBΓ0 , we get τopt =

dist♦(q, c) ≥ LBΓ0(q, c). Thus, we obtain LBΓ0(q, c) = τopt. By substituting
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q, c, τopt into the above equation, we get:

∑
Rz∈Γ0

|Rz| = |Mq|.

By Definition 3.6, Γ0 contains disjoint rectangles that cover only ‘1’-entries. Com-

bining this fact with the above equation, we infer that Γ0 covers all ‘1’-entries in

Mq (i.e., in m′).

Finally, we set S = Γ0. The RPC-decision instance returns true because we

have shown that: (i) |Γ0| ≤ K ′, and (ii) Γ0 covers all ‘1’-entries in m′.

3.3.2.2 Split-and-Mend Partitioning

In this section, we present several O(Nq)-time heuristics for partitioning a

mask m at level �. We propose a split-and-mend strategy to obtain good parti-

tioning heuristics. First, we apply ‘split’ to divide m into at most 4� rectangles.

Second, we apply ‘mend’ to ensure that each rectangle is valid (cf. Definition 3.6).

We consider two ‘split’ heuristics based on tree structures for 2D points:

• Quad-tree split: We build a level-� quad-tree on m, and then output each

leaf node as a rectangle.

• KD-tree split: We build a level-2� KD-tree on ‘1’-entries of m. Note that

the KD-tree divides m by the x-axis and the y-axis in an alternate manner.

Then, we output each leaf node as a rectangle.

We show the results of Quad-tree split at level � = 1 in Figure 3.16a and KD-tree

split at level � = 2 in Figure 3.16b, respectively.
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Figure 3.16. Examples on split

Suppose that, after splitting, we obtain the rectangles in Figure 3.17a. How-

ever, the top-right and the bottom-left rectangles are invalid because they cover

some ‘0’-entries in m. We then suggest ‘mend’ heuristics on the above rectangles

in order to generate a valid partition (cf. Definition 3.6).

• Drop: We simply drop invalid rectangles, as shown in Figure 3.17b.

• Grow: Consider the bottom-left invalid rectangle in Figure 3.17c. We

choose a ‘1’-entry (in gray color) and then find the maximal rectangle

containing it.

While ‘Drop’ returns fewer rectangles, ‘Grow’ tends to produce rectangles that

lead to tighter bounds. We will compare them in the experimental study.

Based on the split-and-mend strategy, we obtain four combinations of heuris-

tics for partitioning the mask: Quad-Drop, Quad-Grow, KD-Drop and KD-Grow.
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Figure 3.17. Examples on mend

3.4 Experimental Evaluation

We present our experiments for rectangular queries and irregular-shaped

queries in Sections 3.4.1 and 3.4.2, respectively. We implemented all algorithms

in C++ and conducted experiments on an Intel i7 3.4GHz PC running Ubuntu.

3.4.1 Experiments for Rectangular Queries

3.4.1.1 Experimental Setting

We summarize our methods and the state-of-the-art [109] (denoted as Dual)

in Table 3.2a. We label our progressive search methods with the same prefix PS.

Their suffixes represent which techniques are used.

• PSL applies LBlevel only, and

• PSLG applies both LBlevel and LBgroup.

The subscripts (e.g., ⊕ or Δ) indicate whether their lower bound functions are

built on top of LB⊕ or LBΔ.
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Table 3.2. The list of our methods and the competitors
Method Techniques used

Dual [109] [109]

PSL⊕ Section 3.2.2

PSLΔ Section 3.2.2

PSLG⊕ Sections 3.2.2 and 3.2.3

(a) methods for rectangular queries

Method Techniques used

iDual [39] [39]

iPSG Section 3.3.1

iPSLquad,drop, iPSLquad,grow Section 3.3.2
iPSLkd,drop, iPSLkd,grow

iPSLGquad,drop, iPSLGquad,grow Sections 3.3.1, 3.3.2
iPSLGkd,drop, iPSLGkd,grow

(b) methods for irregular-shaped queries

Note that each method (in Table 3.2) requires a preprocessing step — scan

a data image D to compute its prefix-sum matrix. This step is done only once

before queries arrive. For example, the preprocessing time is only 0.22s per image

for the Weather dataset in Table 3.3.

Table 3.3a lists the details of our datasets and queries. We collect these

datasets from [3, 91]. Photo640, Photo1280 and Photo2560 [91] contain 30 images

of the size 640×480, 1280×960 and 2560×1920 respectively. Weather [3] contains

30 weather satellite images of the size 1800×1800; the timestamps of these images

are from 00:00 on 1/4/2014 to 06:00 on 2/4/2014. For each image, we generate

10 random starting positions by the uniform distribution to extract queries from

that image. Since our competitors only support the L2 norm, we use the L2

norm in all experiments.

In each experiment, we execute the methods for 300 queries (= 30 images
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× 10 queries) and then report the average response time.

Table 3.3. Our datasets and queries
Dataset Image size Number of Number of

images queries per image

Photo2560 2560× 1920 30 10

Photo1280 1280× 960 30 10

Photo640 640× 480 30 10

Weather 1800× 1800 30 10

(a) the setting for rectangular queries

Dataset Number of Number of Query extraction
images queries per image method

Photo2560 30 10 Matlab segmentation

Weather 30 1 Manual extraction

(b) the setting for irregular-shaped queries

3.4.1.2 Results

First, we study the effect of the number of bins α on the response time of our

method PSLG⊕. Figure 3.18 plots the running time as a function of α. When

α increases, the group-based lower bound LBgroup becomes tighter (i.e., higher

pruning power) so the response time drops. Nevertheless, when α is too large, it

incurs high overhead to compute LBgroup so the response time rises slightly. In

subsequent experiments, we set α = 16 by default.

We have also collected measurements to study the effectiveness of techniques

in PSLG⊕, at the default setting (α = 16). First, the exact distance calculation

incurs only 5% of the running time, whereas the computation of bounds incurs

95% of the running time. Second, the majority of candidates (99%) are pruned

at the group level and the remaining candidates are pruned at the candidate

level.
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(a) Photo2560 (b) Weather

Figure 3.18. Effect of the number of bins α

Next, we evaluate the scalability of methods with respect to the query size

Nq. Figure 3.19 shows the response time of methods versus the query size Nq.

Since Dual [109] can only support query size of the form 2r×2r, we use query sizes

like 322, 642, · · · in this experiment. Thanks to the group lower bound function,

PSLG⊕ outperforms all other methods and scales better with respect to Nq. On

the other hand, Dual, PSLΔ and PSL⊕ need to obtain candidates one-by-one

and incur higher overhead on maintaining the min-heap. Since PSL⊕ performs

better than PSLΔ, we omit PSLΔ in the next experiment.

Then, we test the scalability of methods with different data sizes (by using

three datasets Photo640, Photo1280 and Photo2560), while fixing the query size

to 64× 64. Figure 3.20 shows the response time of methods with respect to the

data size. Our methods perform better than the competitor Dual. When the

data size increases, our group-based pruning technique becomes more powerful

and thus the gap between PSLG⊕ and the other methods widens.

To test the robustness of methods, we follow [109] and add Gaussian noise
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(a) Photo2560 (b) Weather

Figure 3.19. Effect of the query size Nq

into each query image. The query size is fixed to 128 × 128 in this experiment.

Figure 3.21 shows the response time of methods as a function of the noise (in stan-

dard deviation). The performance gap between our methods and Dual widens

as the noise increases. At a high noise, the pruning power of all lower bound

functions becomes weaker. In the worst-case, Dual may invoke a long sequence

of bounding functions per candidate, whereas our methods invoke at most a log-

arithmic number of LBlevel (in terms of Nq) per candidate. In summary, our

methods are more robust than Dual against noise.

3.4.2 Experiments for Irregular-Shaped Queries

3.4.2.1 Experimental Setting

We summarize our methods and the state-of-the-art [39] (denoted as iDual)

in Table 3.2b. We label our methods with the same prefix iPS. Their suffixes (G

or L or both) represent which lower bound techniques are used. Their subscripts
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Figure 3.20. Effect of the data size ND

represent which partitioning techniques are used.

Table 3.3b lists the details of our datasets and queries. The experiments

in [39] have tested with three synthetic query shapes only. In contrast, we test

with a wider variety of query shapes in our experiments. For the Photo2560

dataset [91], we apply the Matlab segmentation function on each rectangular

query in order to obtain an irregular-shaped query. For the Weather dataset [3],

we follow the same approach as in [121] and manually extract a cloud pattern

from each data image.

The response time of our iPSLG methods includes the partitioning time. In

all of our experiments, the partitioning time is at most 1.2% of the response time

only, implying that our partitioning heuristics incur very low overhead.

3.4.2.2 Results

We first compare the effectiveness of our partitioning heuristics and name

these methods as iPSLkd,drop, iPSLquad,drop iPSLkd,grow and iPSLquad,grow. Fig-
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(a) Photo2560 (b) Weather

Figure 3.21. Effect of the noise

ures 3.22a and b plot the response time of these methods with respect to the

Gaussian noise as described in Section 3.4.1.2. In general, ‘grow’ is better

than ‘drop’ because ‘grow’ can produce more rectangles and thus provide tighter

bounds. On the other hand, ‘quad’ performs slightly better than ‘kd’. The best

method iPSLquad,grow is faster than others up to 20% and 40%, on the Photo2560

and the Weather datasets, respectively.

In Section 3.3.2, we have formulated a cost equation to express the compu-

tation cost of our method. We then measure this cost in the above experiment

and show it in Figures 3.22c and d. We observe that the trends are similar to

those in Figures 3.22a and b. Again, iPSLquad,grow achieves the lowest cost, and

it performs better than other methods by up to 37% and 53%, on the Photo2560

and the Weather datasets, respectively.

In the next experiment, we compare the competitor (iDual) with three

variants of our methods: one using group-based lower bound (iPSG), one us-

ing level-based lower bound (iPSLquad,grow), and one using both types of lower
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(a) response time on Photo2560 (b) response time on Weather

(c) cost on Photo2560 (d) cost on Weather

Figure 3.22. Comparisons of partitioning heuristics, varying the noise

bounds (iPSLGquad,grow). Figure 3.23a and b show the response time of these

methods as a function of the noise. iDual is the worst since it incurs high over-

head on maintaining a set of rectangles for each candidate. Both iPSLquad,grow

and iPSLGquad,grow outperform iPSG, implying that our lower bounds in Sec-

tion 3.3.2 are more powerful than the simple bound in Section 3.3.1. We then

plot the maximum heap space of these methods, in terms of the number of rect-

angles, in Figure 3.23c and d. iDual occupies considerable amount of space on

maintaining rectangles for candidates. iPSLquad,grow requires only O(1) space per



68 3.4. EXPERIMENTAL EVALUATION

candidate. Since iPSLGquad,grow can perform group-based pruning, it consumes

the smallest amount of space.

(a) response time on Photo2560 (b) response time on Weather

(c) max. heap space on Photo2560 (d) max. heap space on Weather

Figure 3.23. Comparisons of methods, varying the noise

Finally, we test the effect of the query size on the response time of our

method iPSLquad,grow and the competitor iDual, without noise. We measure the

query size as the number of ‘1’-entries in the mask. The sizes of queries range from

960 to 16384 in the Photo2560 dataset and from 5400 to 84710 in the Weather

dataset. We plot the results in Figure 3.24. Both the average response time and

the worst-case response time of iPSLquad,grow outperform iDual significantly.
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(a) iPSLquad,grow on Photo2560 (b) iDual on Photo2560

(c) iPSLquad,grow on Weather (d) iDual on Weather

Figure 3.24. Effect of query size, fixing σ = 0

3.5 Related Work

The literature review of the recent techniques of Euclidean distance have

been summarized in Section 2.4.1. In this section, we cover the works directly

related to our problem. Then, we mainly discuss the differences between our

work [19, 20] and previous works.

Similarity search methods on matrix can be classified along two dimensions:
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(i) whether they support rectangular queries or irregular-shaped queries, and (ii)

whether they support range search or NN search.

We first discuss the works for rectangular queries on a matrix. Various lower

bound functions [90, 120, 12, 55, 91, 49, 109] have been developed for similarity

search problems on a matrix, in order to prune unpromising candidates efficiently

and thus avoid expensive distance computations. Ouyang et al. [91] propose a

unified framework that covers range search solutions [90, 120, 12, 55, 49]. The

state-of-the-art NN search method is [109]. It applies both lower and upper

bound functions to accelerate NN search. Its lower / upper bound functions are

based on a Fourier transform on matrix (called the Walsh-Hadamard transform),

which can only support query of the size 2r × 2r but not arbitrary query size.

Also, [109] has not explored our group-based lower bound function LBgroup,

which enables efficient pruning for a group of candidates.

Although the idea of multi-level pruning originates from [49], our method

(in Section 3.2) differs from [49] in two aspects. First, our method is applicable

to any rectangular query, but [49] can only handle square queries of the size

μr × μr (where μ and r are integers). Second, as we will explain in Section 3.2,

our multi-level pruning takes a a given lower bound function LBbasic as building

block. Thus, our method is extensible and can benefit from future developments

of LBbasic. Ref. [85] assigns candidates into groups and exploits the similarities

of candidates within the same group for pruning. However, it still processes

candidates in each group one-by-one. In contrast, our group-based pruning tech-

nique enables pruning at the group granularity. We then discuss the works for

irregular-shaped queries on a matrix [13, 95, 96, 39, 121]. Like [13], our method

partitions an irregular-shaped query into regions. While Ref.[13] allows only par-
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titioning with square regions of sizes 2r×2r, we allow a more flexible partitioning

with rectangles. Our partitioning leads to fewer regions than [13] and thus re-

duces the computation overhead during pruning. Several heuristics [95, 96, 121]

have been proposed to compute the results, but they do not always return the

best match. The state-of-the-art method for NN search [39] is an extension of

[109]. This method decomposes each candidate into a set of disjoint rectangles,

and associates each rectangle Ri with a lower bound lbi and an upper bound

ubi. When it refines the bound of a candidate, it chooses the rectangle with the

largest ubi − lbi, then splits that rectangle based on an entropy idea. While this

approach tends to produce a good partitioning for each individual candidate,

it incurs high space and time overhead on maintaining the above partitions /

rectangles. In contrast, our method eliminates such overhead by using the same

partitioning scheme for all candidates.

The above works assume that the image and the query have the same ori-

entation. Several methods have been developed to deal with deformation or

rotation of images during matching [18, 74, 30]. A representative method [30]

requires solving template matching (SWNNS) as a sub-problem. As such, our

proposed method can be applied to speed up the method in [30].

The similarity search on a time series [131, 45, 98] can be considered as

a special case of our problem, where both the data image D and the query q

are modeled as vectors instead of matrices. While some simple lower bound

functions (e.g., LB⊕) originate from them, our proposed level-based and group-

based lower bound functions (LBlevel,�, LBgroup) are specifically designed for the

SWNNS problem.
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3.6 Chapter Summary

The contribution of our work is twofold. First, the proposed technique can

support irregular-shaped queries. This new flexibility makes the new solution

much more effective. Second, this new advantage is achieved with substantially

less computation in comparison with the current state of the art, about 20 times

faster when the noise level is low to medium and at least 9 times faster when the

noise level is high. Our experiments on real datasets indicate that the proposed

method is capable of real-time computation and therefore enables a wide range

of new applications not possible before. In the future, we plan to investigate

approximation algorithms to further reduce the running time with theoretical

guarantee.



Chapter 4

The Power of Bounds:

Answering Approximate Earth

Mover’s Distance with

Parametric Bounds

In this chapter, we focus on computing approximate EMD yet allowing user

to control the error. Specifically, given an error parameter ε, our problem is

to find an approximate EMD value R such that R is within 1 ± ε times the

exact EMD value. We are not aware of efficient algorithms that satisfy the

above error requirement. The database community has derived several lower

and upper bound functions of EMD [9, 10, 64, 102, 103, 117, 128, 130]. However,

these bound functions provide no guarantee on the error of the bound.
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Motivated by this, we wonder whether existing lower and upper bound func-

tions can be exploited to solve our problem efficiently. Intuitively, if we can obtain

a lower bound � and an upper bound u of the exact EMD value such that they are

sufficiently close (e.g., u/� ≤ 1+ε), then we get an approximate EMD value with

error guarantee. The next question is how to select appropriate lower and upper

bound functions with respect to ε. Consider all possible pairs of 〈LBi, UBj〉

where LBi is a lower bound function, and UBj is an upper bound function.

Ideally, if we can accurately estimate the response time and the error for each

pair 〈LBi, UBj〉, as shown in Figure 4.1, then the optimal solution is to choose

the cheapest pair (i.e., 〈LB1, UB4〉) whose error is below ε. The challenge is

how to estimate quickly the response time and the error, while the estimates are

reasonably accurate. This issue is complicated by the fact that, even within the

same dataset, the same pair 〈LBi, UBj〉 of bound functions may yield different

response time and error for different pairs of histograms.

Another issue is that, the limited number of bound functions prevents us to

conduct fine-grained optimization. We need a wide spectrum of bound functions

for EMD to provide sufficient trade-off points for optimization. To address this

issue, we propose the concept of parametric dual bound function, which produces

both lower and upper bounds simultaneously via shared computation, while its

running time and tightness can be controlled via a parameter. In Figure 4.1, we

indicate a parametric dual bound function by a dotted line in blue. By choosing

its parameter value carefully, it is possible to obtain a better choice than the

pair 〈LB1, UB4〉. Since it is common to have skewed data in real applications,

we will exploit the characteristics of skewed data to design a parametric dual

bound function. As a remark, Wichterich et al. [128] have devised a parametric
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lower bound function, but not any parametric upper bound function. In con-

trast, we utilize shared computation to compute both lower and upper bounds

simultaneously.

response time

error

LB1,UB3

Exact

parametric 
bound function

ε

LB2,UB3

LB1,UB4

LB2,UB4

Figure 4.1. Illustration of bound functions

We attempt to tackle our problem in two directions. First, we propose an

adaptive approach, which does not rely on any training. It gradually invokes

tighter bound functions until satisfying the error requirement. Then, we develop

an enhancement, called lightweight adaptive approach, by reducing the number

of calls to bound functions. Finally, we apply training to collect statistics, and

exploit them to boost the performance of our solution.

In our experimental study, we will evaluate both the efficiency and the effec-

tiveness of our proposed methods. We will conduct case study on the represen-

tative application (i.e., kNN image retrieval) and demonstrate that approximate

EMD values yield reasonably accurate results. Our methods achieve an order of

magnitude speedup over the fastest exact computation method.
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In Section 4.1, we define our problem formally and briefly review existing

bound functions for EMD in the literature. We then present our parametric

dual bound functions in Section 4.2. After that, we propose our approximation

framework and also our solutions in Section 4.3. In Section 4.4, we present

experimental results on real datasets. We discuss the related work in Section 4.5

and then conclude in Section 4.6.

4.1 Preliminaries

4.1.1 Problem Definition

The Earth Mover Distance (EMD) [102] can be used to measure the dis-

similarity between two histograms (e.g., probability distributions). We represent

a histogram by p = [p1, p2, ..., pd], where d is the dimensionality (i.e., number

of bins). Following the previous works [102, 117, 103], we assume that each

histogram p is normalized, i.e.,
∑d

j=1 pj = 1. Given two histograms q and p,

the EMD between them is defined as the minimum-cost flow on a bipartite flow

network between q and p. We denote a cost matrix by c and a flow matrix by

f , where ci,j models the cost of moving flow from qi to pj , and fi,j represents

the amount of flow to move from qi to pj . Formally, we define emdc(q,p) as the

following linear programming problem.

emdc(q,p) = minimize
f

d∑
i=1

d∑
j=1

ci,jfi,j

such that ∀i, j ∈ [1..d] : fi,j ≥ 0

∀i ∈ [1..d] :
d∑

j=1

fi,j = qi

∀j ∈ [1..d] :

d∑
i=1

fi,j = pj
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According to Ref. [102], EMD satisfies the triangle inequality provided that

the cost matrix c is a metric (i.e., non-negativity, symmetry and triangle inequal-

ity for all ci,j).

Lemma 4.1 (Proved in Ref. [102]) For any histograms q,p, r with the same

dimensionality, we have:

emdc(q,p) ≤ emdc(q, r) + emdc(r,p)

EMD is computationally expensive. Even with the fastest known algo-

rithm [89], it is still expensive to compute the exact EMD value, which takes

O(d3 log d) time. Instead, we propose to compute an approximate EMD value

R with bounded error. We formulate our problem below; it guarantees that R

is within 1± ε times the exact EMD value. Our objective is to develop efficient

algorithms for this problem.

Problem 4.1 (Error-Bounded EMD) Given an error threshold ε, this prob-

lem returns a value R such that Eq,p(R) ≤ ε, where the relative error of R is

defined as:

Eq,p(R) =
|R− emdc(q,p)|

emdc(q,p)
(4.1)

4.1.2 Existing Bound Functions

We introduce existing lower bound and upper bound functions for EMD in

the literature, which will be used in subsequent sections. These bound functions

must satisfy the following properties (c.f. Definition 4.1).
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Definition 4.1 LB(q,p) is called a lower bound function if emdc(q,p) ≥

LB(q,p) for any q,p. UB(q,p) is called an upper bound function if

emdc(q,p) ≤ UB(q,p) for any q,p.

We summarize several representative lower and upper bound functions in the

literature in Table 4.1. For each bound function, we show its name (in subscript),

its time complexity, and its reference(s). We refer the interested readers to the

references.

Most of the bound functions yield time complexities in terms of the his-

togram dimensionality d. Wichterich et al. [128] propose a parametric lower

bound function LBRed,dr , which accepts an additional parameter dr (i.e., re-

duced dimensionality) to control its running time and tightness. However, we

are not aware of any parametric upper bound function in the literature.

Table 4.1. Summary of lower and upper bound functions for EMD
Name Type Time Complexity Reference Parametric

LBIM lower O(d2) [9] no

LBProj lower O(d) [103, 34] no

LBRed,dr lower O(d2 + dr
3 log dr) [128] yes

UBG upper O(d2) [117] no

UBH upper O(d) [64, 65] no

4.2 Parametric Dual Bounding

Although there exists a parametric lower bound function [128], we are not

aware of any parametric upper bound function in the literature. Instead of pro-

viding separate functions for lower bound and upper bound, we propose another
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parametric dual bound function, which utilizes shared computation to compute

both lower and upper bounds simultaneously, and offers control on running time

and tightness via a parameter. Moreover, our parametric bound functions take

advantage of skewed property of data, we provide the case study in Section 4.2.4

to demonstrate our parametric lower bound is generally superior than [128] for

small error in this type of datasets.

4.2.1 Exact EMD on Sparse Histograms

Recall from Section 5.1 that the computation of emdc(q,p) is equivalent to

the minimum-cost flow problem on a bipartite flow network. This flow network

contains d2 edges because there is an edge between each qi and each pj .

It turns out that, when both q and p are sparse histograms (i.e., having

0 in many bins), it is possible to shrink the flow network without affecting the

exact EMD value. Consider the example in Figure 4.2 where the dimensionality

is d = 4. Since each flow fi,j (from qi to pj) must be non-negative, any bin with

zero value must have zero flow (to and from other bins). Therefore, we can safely

remove the edge for fi,j if either qi = 0 or pj = 0. For example, in Figure 4.2, it

suffices to keep only 2× 2 = 4 edges in the flow network.

Formally, we introduce the notation Φ(p) to measure the denseness of the

histogram.

Definition 4.2 Let Φ(p) be the number of non-zero bins in histogram p, i.e.,

Φ(p) = COUNT{j : pj �= 0}.

With this idea, we can compute the exact value of emdc(q,p) in O(d3s log ds)
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q 

p 

1 2 3 4 

1 2 3 4 

0.5 0.5  0  0 

0 0  0.8 0.2 

Figure 4.2. Bipartite graph for sparse EMD computation

time, where ds = max(Φ(q),Φ(p)).

4.2.2 Skew-Transform Operation

Based on the idea of efficient EMD evaluation on sparse histograms, we

propose the Skew-Transform operation which will be used for our skew-based

bound functions. This operation takes a histogram p and an integer λ as input,

and returns a histogram p′ that contains exactly λ non-zero bins (i.e., Φ(p′) =

λ). We illustrate an example of this operation in Figure 4.3, with the input

p = [0.1, 0.1, 0.6, 0.2] and λ = 2. After moving values in bin 1 and bin 2 to bin

3, we obtain the histogram p′ = [0, 0, 0.8, 0.2], which contains exactly two non-

zero bins. As we will explain later, an upper bound ubmove(p,p
′) can be derived

efficiently from the sequence of movements. In this case, we have: ubmove(p,p
′) =

0.1 · c2,3 + 0.1 · c1,3.

We adopt a greedy method to implement the skew-transform operation.

First, we select a source bin (say, s) with the smallest non-zero value. Then,

we select a target bin (say, t) such that it has non-zero value and the smallest

movement cost cs,t. We repeat the above procedure until the result histogram p′
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Figure 4.3. Example for skew transform

contains exactly λ non-zero bins. The pseudo-code of this method is described

in Algorithm 2.

Algorithm 2 Skew Transform Operation
1: procedure Skew-Transform( histogram p, cost matrix c, integer λ)
2: p′ ← p
3: ubmove ← 0
4: while Φ(p′) > λ do
5: s← argmin{i : p′i �= 0}
6: t← argmin{j : cs,j , p

′
j �= 0, j �= s}

7: δ ← p′s
8: ubmove ← ubmove + cs,tδ
9: p′t ← p′t + δ; p′s ← 0

10: return (p′, ubmove)

The value ubmove computed by Algorithm 2 is indeed an upper bound of

emdc(p,p
′). We prove this in the following lemma.

Lemma 4.2 When Algorithm 2 terminates, it holds that: ubmove ≥ emdc(p,p
′).

Proof. In each iteration of the Algorithm 2, the movement of value δ from bin

s to bin t is feasible; it preserves the summation terms
∑

j=1..d fij = pi, ∀i,∑
i=1..d fij = p′j , ∀j and ensures that each movement incurs non-negative flow

from bin s to t. Therefore, fij ≥ 0, ∀i, j. Therefore, the total movement cost is

at least the minimum possible cost emdc(p,p
′).
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The time complexity of Algorithm 2 is O((d− λ)d).

4.2.3 Skew-Based Bound Functions

We illustrate the idea behind our bound functions in Figure 4.4.

• First, we transform histograms q and p into sparser histograms q′ and

p′. To control their sparsity, we introduce a parameter λ in the transform

operation and require that Φ(q′) = Φ(p′) = λ.

• Then, we derive lower and upper bound functions for emd(q,p) by using

the transformed histograms (i.e., q′,p′) and their relationships with the

original histograms (i.e., q,p).

q

p

q'

p'

emdc(q,q')

emdc(p,p')

emdc(q',p')emdc(q,p)

Skew transform

Skew transform

λ non-zero bins

Figure 4.4. Skew-based lower and upper bounds

As shown in Figure 4.4, our bounds for emdc(q,p) depend on three terms

emdc(q,q
′), emdc(p,p

′), and emdc(q
′,p′). Since q′ and p′ are sparse, we can

compute emdc(q
′,p′) efficiently by the idea in Section 4.2.1. However, this idea
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cannot be used to accelerate the computation of emdc(q,q
′), and emdc(p,p

′).

To reduce the computation time, we replace emdc(q,q
′), emdc(p,p

′) by fast-to-

compute upper bounds UB(q,q′), UB(p,p′) (cf. Section 4.2.2). Specifically,

we propose the following parametric functions in terms of λ and call them as

skew-based bound functions:

LBskew,λ(q,p) = emdc(q
′,p′)− UB(q,q′)− UB(p,p′)

UBskew,λ(q,p) = emdc(q
′,p′) + UB(q,q′) + UB(p,p′)

(4.2)

such that (i) Φ(q′) = Φ(p′) = λ and (ii) UB(·, ·) is an upper bound function of

emdc(·, ·).

Observe that both LBskew,λ(q,p) and UBskew,λ(q,p) share all the terms,

suggesting an opportunity for shared computation for both bounds.

Lemma 4.3 shows that LBskew,λ(q,p) and UBskew,λ(q,p) are lower and

upper bound functions for emdc(q,p), respectively.

Lemma 4.3 For any histograms q,p, we have: LBskew,λ(q,p) ≤ emdc(q,p) ≤

UBskew,λ(q,p).

Proof. By the triangle inequality (Lemma 4.1), we obtain:

emdc(q,p
′) ≤ emdc(q,q

′) + emdc(q
′,p′)

emdc(q,p) ≤ emdc(q,p
′) + emdc(p

′,p)

Adding these two inequalities, we get:

emdc(q,p) ≤ emdc(q
′,p′) + emdc(q,q

′) + emdc(p
′,p)

≤ emdc(q
′,p′) + UB(q,q′) + UB(p,p′)

This implies that emdc(q,p) ≤ UBskew,λ(q,p).



84 4.2. PARAMETRIC DUAL BOUNDING

By using Lemma 4.1 in another way, we obtain:

emdc(q
′,p) ≥ emdc(q

′,p′)− emdc(p
′,p)

emdc(q,p) ≥ emdc(q
′,p)− emdc(q

′,q)

Adding these two inequalities, we get:

emdc(q,p) ≥ emdc(q
′,p′)− emdc(q

′,q)− emdc(p
′,p)

≥ emdc(q
′,p′)− UB(q,q′)− UB(p,p′)

This implies that emdc(q,p) ≥ LBskew,λ(q,p).

Regarding the time complexity, the transformation operation (in Section

4.2.2) takes O((d− λ)d) time, and the exact EMD computation on transformed

histograms takes O(λ3 log λ) time. Thus, the total time complexity is: O((d −

λ)d+ λ3 log λ).

4.2.4 Case study on Parametric Lower Bound Functions

Recall from Table 4.1, LBRed,dr [128] is the only parametric lower bound

function in the literature. In order to compare the effectiveness of our para-

metric bound functions, we first sample 1000 (q,p) pairs from CAL-RGB and

CAL-Lab datasets (see Section 4.4.1.1 for details). Then we test the running

time (per pair) with respective to the average relative error of each bound, i.e.

1
1000

∑
(q,p)Eq,p(LBRed,dr(q,p)) and

1
1000

∑
(q,p)Eq,p(LBskew,λ(q,p)). We select

the most suitable parameters of λ and dr such that the relative errors to be ap-

proximately 0.05, 0.1, 0.15, 0.2, 0.25 and 0.3. As shown in Figure 4.5, our bound
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function LBskew,λ generally outperforms the existing bound function LBRed,dr

under the small average relative error (e.g. 0 to 0.2). The main reason is our

bound function LBskew,λ applies the smallest bin value shift first greedy strategy

(cf. Figure 4.3) which is more suitable for skewed data. However, LBRed,dr does

not consider this property.

LBskew,λ � LBRed,dr ♦

Figure 4.5. Case study for our LBskew,λ and LBRed,dr [128]

4.3 Approximation Framework

Although the lower/upper bound functions (cf. Table 4.1 and Section 4.2)

may be used to compute approximate EMD value R, they provide no guarantee

on the relative error (i.e., Eq,p(R) ≤ ε).

In contrast, we propose a framework to compute an approximate EMD value

with bounded error. Our framework leverages on lower/upper bound functions

for EMD. As shown in Figure 4.6, our framework consists of the following two

components.
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• The controller selects a lower bound function and an upper bound function.

Then it computes a lower bound �, an upper bound u, and an approximate

result R which is the value between � and u.

• The validator receives information (e.g., �, u,R) from the controller, and

then checks whether the relative error definitely satisfies Eq,p(R) ≤ ε.

If the validator returns true, then the controller reports R to the user. Otherwise,

the controller needs to obtain tighter bounds for � and u, and repeats the above

procedure.

Figure 4.6. Framework

4.3.1 Validator

In order to secure the correctness of our framework, we specify the following

requirements for the validator:

• If it returns true, then it guarantees that the approximate result R must

satisfy Eq,p(R) ≤ ε.
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• Otherwise, it does not provide any guarantee for R.

For brevity in the remaining subsection, we use �, u and e to represent

LB(q,p), UB(q,p) and emdc(q,p).

e (unknown):
between l and u

l uR
Figure 4.7. Validation

As shown in Figure 4.7, since the validator does not know the exact value

e, it cannot directly compute the relative error of R, i.e., Eq,p(R). Nevertheless,

the validator can compute the maximum possible relative error of R, according

to Lemma 4.4.

Lemma 4.4 Eq,p(R) ≤ max

(
R
� − 1, 1− R

u

)
.

Proof. By the definition of Eq,p(R), we have:

Eq,p(R) =
|R− e|

e
=

∣∣∣∣Re − 1

∣∣∣∣

Case 1: R ≥ e

Eq,p(R) =
R

e
− 1 ≤ R

�
− 1 (By e ≥ �)
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Case 2: R < e

Eq,p(R) = 1− R

e
≤ 1− R

u
(By e ≤ u)

Combining both cases, we obtain the following inequality:

Eq,p(R) ≤ max

(
R

�
− 1, 1− R

u

)

Our next step is to find the optimal R in order to minimize the maximum

possible relative error max
(
R
� − 1, 1 − R

u

)
. According to Theorem 4.1, it is

minimized when R = 2�u
�+u , and the maximum possible relative error becomes

u−�
u+� .

In subsequent sections, we use the notation Emax(�, u) to represent u−�
u+� , and

use the notation R(�, u) to represent 2�u
�+u .

Theorem 4.1 If R = 2�u
�+u , then:

(1) max
(
R
� − 1, 1− R

u

)
achieves minimum

(2) Eq,p(R) ≤ u−�
u+� .

Proof. For (1), we observe that the first term R
� − 1 is monotonic increasing

with R and the second term 1− R
u is monotonic decreasing with R. In order to

minimize it, we set:

R

�
− 1 = 1− R

u
⇐⇒ R =

2�u

�+ u
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For (2),

Eq,p(R) =
|R− e|

e
=

∣∣∣∣Re − 1

∣∣∣∣ =
∣∣∣∣ 2�u

e(�+ u)
− 1

∣∣∣∣
≤ max

(∣∣∣∣ 2�u

�(�+ u)
− 1

∣∣∣∣,
∣∣∣∣ 2�u

u(�+ u)
− 1

∣∣∣∣
)

=
u− �

u+ �

Therefore, once the condition u−�
u+� ≤ ε is fulfilled, R = 2�u

�+u can achieve the

bounded error Eq,p(R) ≤ ε.

4.3.2 Training-free Controllers

In this section, we propose two control algorithms: Adaptive (ADA) and

Lightweight Adaptive (ADA-L) which are based on our developed parametric

lower and upper bound functions (cf. Section 4.2). These two control methods

do not have the preprocessing stage.

4.3.2.1 Adaptive (ADA)

Recall from Section 4.2.3, our parametric dual bound functions LBskew,λ

and UBskew,λ depend on the parameter λ, which can affect both the running

time and the error. This calls for an automatic method for selecting a suitable

value for λ, upon the arrival of the (q,p)-pair.

We propose the adaptive approach (ADA) as illustrated in Figure 4.8. It

gradually applies tighter bounds until passing the validation test. We present
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this method in Algorithm 3. It consists of an adaptive phase which performs

validation by our parametric bound functions LBskew,λ, UBskew,λ in ascending

order of λ. We denote the increasing sequence of λ values by Λ (cf. Line 2). The

algorithm executes our parametric bound functions in ascending order of λ ∈ Λ

until passing. It terminates as soon as it passes the validation test.

l1 u1l2 l3 u2u3

gradually using tighter bounds

Figure 4.8. Adaptive approach

Algorithm 3 Adaptive Algorithm (ADA)

1: procedure ADA( histogram q, histogram p, cost matrix c, error threshold ε )
2: initialize the sequence Λ of increasing integers
3: for each λ ∈ Λ do � compute LBskew,λ, UBskew,λ

4: (q′, ub1)←Skew-Transform(q, λ)
5: (p′, ub2)←Skew-Transform(p, λ)
6: temp← emdc(q

′,p′) � expensive call
7: �← temp− ub1 − ub2; u← temp+ ub1 + ub2
8: if Emax(�, u) ≤ ε then � Theorem 4.1
9: return R = 2�u

�+u

10: return emdc(q,p) � expensive call

We propose one instantiation for Λ below:

• Exponential sequence: We introduce a parameter α > 1 and construct

Λ = 〈�αi� : i ≥ 0, �αi� < d〉. For example, when α = 1.4 and d = 25,

the sequence is: 〈1, 1, 1, 2, 3, 5, 7, 10, 14, 20〉. In implementation, we omit

duplicate integers in the sequence.

Theoretically, we show that ADA can be worse than the ADA-Opt (which
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knows the optimal λ value in advance for each (q,p) pair) by only a constant

factor 5.18 if α = 1.2.

Lemma 4.5 For every (q,p) pair, let T(ADA(q,p)) and T(ADA-Opt(q,p)) be

the running time of ADA(q,p) and ADA-Opt(q,p) respectively. If α = 1.2, we

have:

T(ADA(q,p))

T(ADA-Opt(q,p))
≤ 5.18

The detail proof is shown in Appendix (Section 4.7).

4.3.2.2 Lightweight Adaptive (ADA-L)

ADA may examine several λ and compute emdc(q
′,p′) multiple times (in the

adaptive phase). Thus, ADA can be expensive when ε is small. To avoid such

overhead, we propose a lightweight version of the adaptive method such that it

computes emdc(q
′,p′) exactly once.

We show this lightweight method (ADA-L) in Figure 4.9. This algorithm (cf.

Algorithm 4) applies the skew-transform operation on histograms q′ and p′ such

that they have one more zero bin. If the validation condition is satisfied, then

we continue the loop. Otherwise, we terminate the loop and return emdc(q
′,p′)

as the approximate result.

The correctness of the validation condition is established by the following

theorem.
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q’ 

p’ emdc(q’,p’) 

Figure 4.9. Lightweight adaptive approach

Theorem 4.2 If R = emdc(q
′,p′), then:

Eq,p(R) ≤ UB(q,q′) + UB(p,p′)
LB(q,p)

(4.3)

Proof. In the proof of Lemma 4.3, we have: emdc(q,p) ≤ emdc(q
′,p′) +

UB(q,q′) + UB(p,p′) and emdc(q,p) ≥ emdc(q
′,p′)− UB(q,q′)− UB(p,p′).

Thus, we obtain: |emdc(q
′,p′)− emdc(q,p)| ≤ UB(q,q′) + UB(p,p′).

Eq,p(R) =
|emdc(q

′,p′)− emdc(q,p)|
emdc(q,p)

(Given value of R)

≤ UB(q,q′) + UB(p,p′)
emdc(q,p)

≤ UB(q,q′) + UB(p,p′)
LB(q,p)

(By Definition 4.1)

Therefore, once the condition UB(q,q′)+UB(p,p′) ≤ εLB(q,q′) is fulfilled,

R = emdc(q
′,p′) can achieve the bounded error Eq,p(R) ≤ ε.
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Before computing R, we can bound the error Eq,p(R) by using three terms,

namely UB(q,q′), UB(p,p′) and LB(q,p). In the algorithm, the value � (cf.

Line 2) corresponds to LB(q,p), and the value ubsum + ub1 + ub2 (cf. Line 8)

corresponds to UB(q,q′) + UB(p,p′).

Algorithm 4 Lightweight Adaptive Method (ADA-L)

1: procedure ADA-L( histogram q, histogram p, cost matrix c, error threshold ε )
2: �← LBProj(q,p) � Use the fastest lower bound function
3: ubsum ← 0
4: q′ ← q, p′ ← p
5: while Φ(q′) > 1 and Φ(p′) > 1 do
6: (q′′, ub1)←Skew-Transform(q′, c,Φ(q′)− 1)
7: (p′′, ub2)←Skew-Transform(p′, c,Φ(p′)− 1)
8: if ubsum + ub1 + ub2 ≤ ε · � then � Theorem 4.2
9: ubsum ← ubsum + ub1 + ub2
10: q′ ← q′′, p′ ← p′′

11: else
12: break
13: return emdc(q

′,p′) � expensive call

The most appealing property of this ADA-L is that it avoids the expensive

call of EMD operation in each iteration. The fast incremental upper bound

function (cf. Lemma 4.2) incrementally updates UB(q,q′) and UB(p,p′) which

leads to efficient computation in each iteration.

4.3.3 Training-based Controller (ADA-H)

Some applications, e.g., image retrieval [102, 67, 66] and image classification

[133], might have huge historical workload data, i.e., Γ = set of (q,p). Such rich

information can help to pick the bounds such that the framework can find a good

approximate result R at lower cost.

As discussed in Table 4.1, there exist several lower bound functions LB ∈

SetLB and upper bound functions UB ∈ SetUB at lower cost as compared to
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our ADA-L. If we can select the fast combination of LB and UB for (q,p) with

the validation condition Emax(�, u) ≤ ε is fulfilled, then the response time can

be further reduced. The question is which bound functions in SetLB and SetUB

should be picked.

In this work, we propose another control method ADA-H which picks the

sequence of bound functions (from SetLB and SetUB) based on ε and the statistics

of the workload Γ in the offline stage. After obtaining this sequence, we utilize

this sequence to handle the online computation.

4.3.3.1 Offline stage

We first build the following tables for Γ.

Definition 4.3 (Vε-Table) Vε(LB,UB) denotes the set of (q, p) pairs where

their estimated results (using LB and UB) pass the validation stage subject to

the error threshold ε.

Vε(LB,UB) = {(q,p) ∈ Γ|Emax(LB(q,p), UB(q,p)) ≤ ε}

Definition 4.4 (T-Table) T-Table records the response time

T(LB(q,p), UB(q,p)) of different bound functions LB ∈ SetLB and

UB ∈ SetUB for every (q,p) pair.

Given the Vε-Table and the T-Table of a workload set Γ, we want to find

a sequence of bounds (from SetLB and SetUB) such that the response time of

evaluating these bounds is minimized subject to a constraint that all estimated

result R of (q,p) ∈ Γ satisfies the validation condition Eq,p(R) ≤ ε.
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Figure 4.10. Picking a sequence of bounds in the offline stage

Figure 4.10 shows our basic idea. A feasible sequence of bounds in this

example is (lbj , ubi), (lby, ubx), ... , ADA-L. These bounds secure that every pair

in Γ fulfills the error threshold ε, which is verified by the validator (based on the

information in Vε-Table). Note that we need ADA-L at the last step to secure the

feasibility (since ADA-L is an adaptive method so it always finds a result fulfilling

Eq,p(R) ≤ ε).

Among all feasible sequences of bounds, we want to find the best sequence of

bounds that minimizes the response time (based on the information in T-Table).

However, finding the best sequence of bounds that optimizes the objective and

fulfills the constraint is a combinatorial problem. For the sake of processing, we

simplify the problem and use a greedy method to find the sequence of bounds.

1. We sort the bounds of SetLB and SetUB based on their running time.

2. Pick the fastest pair of bounds into the suggested sequence S and call the

validator to partition Γ into Γ1 and R1, where R1 indicates those pairs

passing the validator and Γ1 is the remaining pairs.

3. Get the next fastest pair (LB,UB) of bounds and call the validator to
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partition Γi into Γi+1 and Ri+1. We estimate the response time by the

following equation.

∑
(q,p)∈Γi

T(LB(q,p), UB(q,p)) +
∑

(q,p)∈Γi+1

T(ADA-L(q,p)) (4.4)

4. If Eq. 4.4 is smaller than
∑

(q,p)∈Γi
T(ADA-L(q,p)), then we pick this pair

into the suggested sequence S. Repeat Step (3) until the Γi becomes ∅.

4.3.3.2 Online stage

When processing a new pair (q,p) (of the same application domain), our

controller only evaluates those picked sequence of bounds in S (cf. Algorithm

5). This chosen sequence S offers very good performance in practice since the

validator skips to check many ineffective bound pairs. We will show the detail

performance in the experimental section.

Algorithm 5 ADA-H (Online)

1: procedure ADA-H Online( histogram q, histogram p, sequence of bounds S, cost matrix
c, error threshold ε )

2: for each (LB,UB) ∈ S do
3: �← LB(q,p), u← UB(q,p)
4: if Emax(�, u) ≤ ε then � Theorem 4.1
5: return R = 2�u

�+u

6: Return ADA-L(q,p, c, ε)

4.4 Experimental Evaluation

We introduce the experimental setting in Section 4.4.1. Then, we evaluate

the effectiveness of different bound functions in Section 4.4.2. Next, we present

the experiments for approximate EMD computation in Section 4.4.3. Then, we
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demonstrate the effectiveness and the efficiency of our methods on k-NN content-

based image retrieval in Section 4.4.4. We implemented all algorithms in C++

and conducted experiments on an Intel i7 3.4GHz PC running Ubuntu.

4.4.1 Experimental Setting

4.4.1.1 Datasets

We have collected five raw datasets of images as listed in Table 5.6. These

datasets have been used extensively in the computer vision and the information

retrieval areas. For each raw image, we apply a histogram extraction method to

obtain a color histogram p.

We consider two representative methods for extracting color histograms,

as shown in Table 4.3. RGB color histogram is the traditional representation

method since 1990s [116, 54, 115]. It is still effective for content-based image re-

trieval [40] and EMD-based applications [135]. Lab color histogram is extensively

used in computer vision and image retrieval applications [102, 112, 97, 129]. We

follow the setting of [40, 102] to extract these two types of color histograms.

Specifically, we divide the color space uniformly into 4 × 4 × 4 partitions and

4× 8× 8 partitions, for RGB and Lab respectively. According to [102, 117], we

compute the cost matrix c by setting ci,j to the Euclidean distance between the

centers of partitions i and j in the color space.

By using each histogram extraction method on each raw dataset, we obtain

ten datasets: UW-RGB, VOC-RGB, COR-RGB, CAL-RGB, FL-RGB, UW-Lab,

VOC-Lab, COR-Lab, CAL-Lab, FL-Lab. We name each dataset by the format

[raw dataset]-[histogram name].
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Table 4.2. Raw datasets of images
Raw dataset # of images Used in

UW 1,109 [40]
VOC 5,011 [42]

COR (Corel) 10,800 [125]
CAL (Caltech) 30,609 [51]
FL (Flickr) 1,000,000 [60]

Table 4.3. Methods for extracting color histograms
Histogram name Dimensionality Used in

RGB 64 [40]
Lab 256 [102]

4.4.1.2 Exact EMD computation

For the sake of fairness, we consider representative methods for computing

exact EMD and attempt to identify the fastest one on our datasets. These

methods include: (i) two algorithms CAP and NET from the Lemon Graph

Library1, (ii) SIA [117] and (iii) TRA [102].

In this experiment, we randomly sample 1000 pairs of histograms from a

dataset, and measure the throughput (number of processed pairs/sec) of each

method. Figure 4.11 shows the throughput on two datasets: CAL-RGB and

CAL-Lab. Observe that TRA performs the best on both datasets. We obtain

similar trends on other datasets. Therefore, we use TRA for exact EMD compu-

tation in the remaining experimental study.

4.4.1.3 Oracle

In order to demonstrate the usefulness of different control algorithms in our

approximation framework, we define the following omniscient method Oracle.

1http://lemon.cs.elte.hu/trac/lemon
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(a) CAL-RGB (b) CAL-Lab

Figure 4.11. Throughput of exact EMD computation methods

Definition 4.5 Given histograms q,p, we define the optimal pair of lower and

upper bound functions as follows:

Oracle(q,p) = argmin
(LB,UB)

{T(LB(q,p), UB(q,p))

: LB ∈ SetLB, UB ∈ SetUB,

Emax(LB(q,p), UB(q,p)) ≤ ε} (4.5)

For each (q,p) pair, Oracle pre-knows the fastest pair of (�, u) which fulfills

the validation condition Emax(�, u) ≤ ε. As such, it acts as the most efficient so-

lution for all control methods in our approximation framework. In later sections,

we will demonstrate how efficient of our solutions compare with Oracle.

4.4.2 Are Parametric Dual Bound Functions Useful?

In this section, we compare the effectiveness of our derived parametric dual

bound functions with existing bounds. Recall from Section 4.4.1.3, Oracle(q,p)

is denoted by the best lower and upper bound pair for (q,p) pair. Therefore, if

the bound is frequently selected by Oracle, that bound is more useful.
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We first randomly sample 1000 (q,p) pairs of histogram from the dataset

CAL-Lab. For a given error threshold ε, we count the number of lower and

upper bound functions selected by Oracle in these histogram pairs. Observe

from Figures 4.12a and c, Exact are frequently chosen at small ε (e.g. 0.01 and

0.02). Therefore, existing bound functions are not useful for small ε case in which

LBskew and UBskew are widely applicable for these cases (c.f. Figures 4.12b and

d). Moreover, LBskew and UBskew are frequently selected compared with other

bound functions in small to moderate ε values (0.01-0.2) by Oracle.

(a) LB Selections (b) LB Selections (with LBskew)

(c) UB Selections (d) UB Selections (with UBskew)

Figure 4.12. Number of lower and upper bound functions selected by Oracle in

CAL-Lab dataset
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4.4.3 Approximate EMD Computation

In this section, we test the throughput and the error of various approximate

EMD computation methods. Our competitors are lower/upper bound functions

LBIM , LBProj , LBRed, UBG, UBH [9, 103, 128, 117, 64] and an approximate

method in the computer vision area FEMD2 [97]. Our proposed methods are

ADA, ADA-L and ADA-H. Note that our methods offer guarantee on error thresh-

old ε, but our competitors do not provide such guarantee. By default, we set

ε = 0.2.

In each dataset, we randomly sample 1000 testing pairs of histograms, and

measure the throughput (pairs/sec) of all methods.

4.4.3.1 Effect of pre-processing in ADA-H

The performance of our ADA-H method depends on the number of pairs in

the pre-processing steps. For fairness, we make sure that pre-processing pairs

are different from testing pairs. In this experiment, we vary the number of

pre-processing pairs and plot the throughput in Figure 4.13. Observe that the

throughput becomes stable when the numbers of preprocessing pairs are 100,

1000 and 10000. By default, we use 100 pre-processing pairs for ADA-H in sub-

sequent experiments.

Figure 4.14 shows the preprocessing time in COR-RGB and COR-Lab

datasets. The preprocessing time is proportional to the number of pairs used

for training. However, using 100 training-pairs leads to stable performance in

2Implementation at http://www.ariel.ac.il/sites/ofirpele/FastEMD/
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(a) COR-RGB (b) COR-Lab

Figure 4.13. Throughput vs. number of pre-processing pairs in ADA-H, fixing
ε = 0.2

(a) COR-RGB (b) COR-Lab

Figure 4.14. Preprocessing time in ADA-H

the online stage, as shown in Figure 4.13. Therefore, the training time is not the

bottleneck in general.

4.4.3.2 Comparisons among our methods

In order to conduct meaningful comparisons, we compare our methods with

three benchmarks.
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• Exact: the fastest exact EMD computation method (TRA), according to

Figure 4.11.

• ADA-Opt: an optimal skew method that knows the optimal lambda value

in advance. Its throughput serves as the upper bound of our skew-based

methods ADA and ADA-L.

• Oracle: the theoretically optimal method, which knows the optimal pair of

bound functions in advance (Section 4.4.1.3).

Figure 4.15 plots the throughput of ADA-Opt and our adaptive methods

(ADA and ADA-L). Observe that ADA-L can achieve a similar throughput com-

pared to ADA-Opt. Since ADA-L performs better than ADA in practice, we

exclude ADA for subsequent experiments. For more details in ADA-L, we provide

additional experiments in Appendix (cf. Sections 4.7.2 and 4.7.3).

Figure 4.15. Throughput between our methods and ADA-Opt method, fixing ε =
0.2

In Figure 4.16, we study the effect of the error threshold ε on the throughput

of our methods ADA-H and ADA-L. We also report the throughput of Oracle and
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Exact in this experiment. In general, our methods achieve higher throughput

than Exact. Our best method ADA-H can achieve significant speed-up (e.g.,

by an order of magnitude) on various datasets. Even though Exact can also

achieve 1600-7000 pairs/sec in all datasets, which are not slow in general, some

applications, for example: kNN-image retrieval and classification [102] or EMD

similarity join [59] involve many EMD computations, especially for large-scale

datasets, which make Exact inefficient for these applications. We will discuss in

detail in our case study (c.f. Section 4.4.4).

Oracle × Exact � ADA-L © ADA-H �

(a) UW-RGB (b) VOC-RGB (c) COR-RGB (d) CAL-RGB

(e) UW-Lab (f) VOC-Lab (g) COR-Lab (h) CAL-Lab

Figure 4.16. Effect of the error threshold ε on different datasets

In the next experiment, we vary the dimensionality d of the dataset by using

RGB color histogram with d = m3 bins. Figure 4.17 shows the throughput of Ex-

act and ADA-H as a function of the dimensionality. As expected, the throughput
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decreases when the dimensionality d increases. ADA-H consistently outperforms

Exact by an order of magnitude.

Exact � ADA-H �

(a) UW-RGB (b) VOC-RGB (c) COR-RGB (d) CAL-RGB

Figure 4.17. Effect of the dimensionality d on different datasets

4.4.3.3 Comparisons with competitors

We proceed to compare our best method ADA-H with other approximation

methods. We classify our competitors into two types:

• non-parametric approximation methods whose throughput cannot be tuned

(i.e., LBIM , LBProj , UBG, UBH [9, 103, 117, 64]),

• parametric approximation methods whose throughput can be tuned via a

parameter (i.e., LBRed [128], FEMD [97], SIAB [117]).

Table 4.4 shows how we choose the parameter for each parametric approxi-

mation method. LBRed [128] is the dimension reduction technique for EMD, we

choose different reduced dimensions, dred for conducting this experiment. FEMD

[97] utilizes the threshold to truncate the edges (i, j) which costs cij exceed the

threshold in the bipartite flow network of EMD(q,p). Tang et al. [117] develop
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the progressive lower bound function and apply UBG for upper bound function,

SIAB combines these bounding functions with our approximation framework

(c.f. Section 4.3). Since SIAB utilizes our approximation framework, this is the

only existing parametric approximate method which can provide the theoretical

guarantee of the returned result.

Table 4.4. Parameter tuning
Method para. RGB Lab

LBRed dred [128] {12,18,...,60} {24,56,...,248}
FEMD Threshold [97] {50,100,...,350} {12,24,...,84}

SIAB , ADA-H ε {0.01,0.05,0.1,...,0.3}

In order to obtain a holistic view, we plot the throughput and the error of a

method as a point. The error of a method is taken as the average relative error

(per tested pair). The performance of all methods are shown in Figure 4.18.

First, we compare the performance of ADA-H with nonparametric approxi-

mation methods. Since LBProj , UBH , LBIM and UBG take at most O(d2) time,

they are normally faster than ADA-H (especially for the points with small error)

but incur high error. Next, we consider the parametric approximation methods,

ADA-H obtains better performance in terms of both throughput and error in

most of the tested cases.

4.4.4 Case Study on kNN Content-based Image Retrieval

We conduct case study to demonstrate the effectiveness and the efficiency

of methods on kNN content-based image retrieval. Our competitor, denoted by

Exact-kNN, is the fastest known method for exact kNN search with EMD [117].

Our kNN search method is the same as Exact-kNN, except that we replace the
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LBProj � LBIM � UBH ∗ UBG � ADA-H � SIAB + LBRed ♦ FEMD ×

(a) UW-RGB (b) VOC-RGB (c) COR-RGB (d) CAL-RGB

(e) UW-Lab (f) VOC-Lab (g) COR-Lab (h) CAL-Lab

Figure 4.18. Comparisons with all approximation methods on different datasets

refinement stage by our approximate method ADA-H.

We use the largest datasets (FL-RGB, FL-Lab) for testing. In each dataset,

we randomly sample 100 query histograms. For each method, we measure its

efficiency as the query throughput (queries/sec), and measure its effectiveness as

the average precision per query, where the precision is defined as the fraction of

the retrieved results in the exact kNN results.

We investigate the effect of ε on the kNN retrieval performance in terms

of both precision and efficiency. In this experiment, we set k = 100 by default

and vary ε from 0.05 to 0.3. Figure 4.19 shows the precision and the throughput

of ADA-H compared with Exact-kNN. Observe that the precision remains above

0.8 (in Figures 4.19(a) and (b)) when ε is relatively large (e.g., ε = 0.3). Fig-
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Exact-kNN � ADA-H �

(a) precision on FL-RGB (b) precision on FL-Lab (c) throughput on FL-RGB (d) throughput on FL-Lab

Figure 4.19. Effect of the error threshold ε on the kNN content-based image re-
trieval, fixing k = 100

ures 4.19(c) and (d) demonstrate that ADA-H outperforms Exact-kNN by 3-5x

and 3.5-7x on FL-RGB and FL-Lab, respectively.

Next, we test the effect of k on the kNN retrieval performance in terms

of both precision and efficiency. Figures 4.20(a) and (b) show the precision of

ADA-H as a function of k. The precision of ADA-H is high and it is independent

of k. In Figures 4.20(c) and (d), we observe that the throughput of ADA-H is

not sensitive to k. On the other hand, the throughput of Exact-kNN is linearly

proportional to k. Overall, ADA-H outperforms Exact-kNN by 2.38-5x and 3.38-

7.26x on FL-RGB and FL-Lab, respectively.

4.5 Related work

The literature review of the recent bounding functions of Earth Mover’s

distance have been summarized in Section 2.4.5. In this section, we cover the

works directly related to our problem. Then, we mainly discuss the differences
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(a) precision on FL-RGB (b) precision on FL-Lab (c) throughput on FL-RGB (d) throughput on FL-Lab

Figure 4.20. Effect of the result size k on the performance of kNN content-based
image retrieval, fixing ε = 0.2

between our work [21] and previous works.

The Earth Mover’s Distance (EMD) was first introduced in [101] as a simi-

larity metric in image databases. Comparing to other bin-by-bin distances (e.g.,

Euclidean distance), the cross-bin calculation makes EMD better match the hu-

man perception of differences. EMD can be regarded as a special case of the

minimum cost flow problem and many algorithms have been proposed in litera-

ture [6], e.g., capacity scaling algorithm, cost scaling algorithm, transportation

simplex, and network simplex. However, their worst case time complexity re-

mains super cubic to the number of bins, which limits the applicability of EMD.

In order to employ EMD as a similarity metric in large datasets, the database

community attempted to use a filter-and-refinement framework to reduce the

number of exact EMD computations. The key factor of the filter-and-refinement

framework is to provide a tight lower / upper bound estimation such that more

EMD computations can be pruned at the filtering stage. Thereby, there are

plenty of EMD bounding techniques [82, 9, 128, 10, 130, 64, 103, 117] being
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proposed in the database community. In this work, we design a new approximate

framework by reutilizing these bounds, which not only provides high quality

approximate result (due to the tightness of these bounds) but also reduce the

implementation difficulty.

In the theoretical computer science community, there are quite a few of

studies [61, 8, 70, 5] in calculating approximate EMD. However, they either focus

on a planar graph setting (i.e., calculating EMD on two planar point-sets) [61] or

lack of flow concept (i.e., the approximate ratio is analyzed based on a uni-flow

model) [8, 70, 5].

Approximate EMD has also been studied in the computer vision commu-

nity [112, 97, 64]. Pele et al. [97] remove some records from the cost matrix

when their values are larger than a pre-defined threshold. The EMD computa-

tion time is correlated to the sparsity of the cost matrix so that the threshold

plays a role in controlling the quality and the efficiency. Jang et al. [64] store a

set of hilbert curves and assign the distance between two images based on these

curves. However, the approximate quality is highly relevant to the hilbert curve

selection and there is no theoretical guarantee. Shirdhonkar et al. [112] utilize

the wavelet theory in their approximation algorithm, which can be viewed as a

heuristic solution with no theoretical guarantee.

4.6 Chapter Summary

This chapter studies the computation of approximate EMD value with

bounded error. Specifically, we guarantee to return an approximate EMD value

that is within 1± ε times the exact EMD value. We have presented an adaptive

approach for our problem. In our experimental evaluation, we have used five
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raw image datasets with two histogram extraction methods. Our best method,

ADA-H, yields up to an order of magnitude speedup over the fastest exact com-

putation algorithm. We have also evaluated the effectiveness of ADA-H on the

kNN content-based image retrieval application. In the future, we plan to inves-

tigate how to extend our approximation framework to other applications, e.g.

EMD similarity join, and other similarity functions, e.g. edit distance.

4.7 Appendix

4.7.1 The Exponential Sequence Λ in ADA

In the following, we compare the running time of ADA with an ADA-Opt

algorithm, which knows additional information in advance. Specifically, ADA-Opt

knows the best λ to be chosen for a given (q,p)-pair.

According to the analysis below, by using the exponential sequence with

α = 1.2, the running time of ADA is bounded by a constant multiple (i.e., 5.18)

of the running time of ADA-Opt.

4.7.1.1 Analysis

For the sake of analysis, we model the running time as follows.

T(emdc(q,p)) = d3 log d (4.6)

T(LBskew,λ(q,p), UBskew,λ(q,p)) = λ3 log λ (4.7)

because the state-of-the-art EMD computation algorithm requires O(d3 log d)

time. We fix the hidden constant factor to 1 and the log base to 2.

Our competitor is the ADA-Opt method, which knows in advance the value
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d∗ as defined below:

d∗ = min{λ : Emax(LBskew,λ(q,p), UBskew,λ(q,p)) ≤ ε} (4.8)

Therefore, ADA-Opt suffices to call the fastest LBskew,λ and UBskew,λ once, then

passes the validation test. Thus, we have: T(ADA-Opt(q,p)) = d3∗ log d∗.

We assume that Emax(LBskew,λ(q,p), UBskew,λ(q,p)) decreases when λ in-

creases. Therefore, ADA terminates when λ ∈ Λ is the smallest integer that

satisfies λ ≥ d∗.

We define the ratio of the running time of ADA to ADA-Opt:

Ratio =
T(ADA(q,p))

T(ADA-Opt(q,p))
(4.9)

Theorem 4.3 Given the exponential sequence

Λ = 〈�αi� : i ≥ 0, �αi� < d〉, we have:

T(ADA(q,p))

T(ADA-Opt(q,p))
≤ α6(1 + log2 α)

α3 − 1

Proof. When d∗ = 1, the iteration i = 0 can directly handle it. We have

Ratio = 1 in this case. In the remaining discussion, we assume that d∗ > 1.

Let n be the positive number such that

αn−1 < d∗ ≤ αn (4.10)

ADA terminates when it reaches the iteration n = 	logα d∗
. Thus, we have:

T(ADA(q,p)) =
n∑

i=0

⌊
αi
⌋3

log
⌊
αi
⌋
≤

n∑
i=1

α3i logαi
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Ratio ≤
∑n

i=1 α
3i logαi

d∗3 log d∗

≤ n logα

d∗3 log d∗
·

n∑
i=1

α3i

=
n logα

d∗3 log d∗
· α

3(α3n − 1)

α3 − 1

Since n = 	logα d∗
, we have n ≤ logα d∗+1 and α3n ≤ α3(logα d∗+1) = d∗3α3.

Therefore:

Ratio ≤ (logα d∗ + 1) logα

d∗3 log d∗
· α

3(d∗3α3 − 1)

α3 − 1

=
α3(d∗3α3 − 1)

d∗3(α3 − 1)
·
(
log d∗
logα

+ 1

)
· logα
log d∗

=
α3(d∗3α3 − 1)

d∗3(α3 − 1)
· (1 + logd∗ α)

=
α3

α3 − 1
·
(
α3 − 1

d∗3
)
(1 + logd∗ α)

Since logd∗ α ≤ log2 α and − 1
d∗ ≤ 0, we have:

Ratio ≤ α6(1 + log2 α)

α3 − 1

Corollary 4.1 Given that α = 1.2, we have:

T(ADA(q,p))

T(ADA-Opt(q,p))
≤ 5.18

Proof. By finding the minimum value of α6(1+log2 α)
α3−1

with a numerical solver.
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4.7.2 Number of iterations for ADA-L

We provide the additional experimental study for the number of iterations

for ADA-L (i.e. skew operations in Figure 4.9) with the variations of different

ε, as shown in Figure 4.21. When ε is larger, more skew operations can be

performed. However, once the number of iterations is larger, it is harder for the

feature vectors to be skewed more, as each non-zero value dimension contains

larger value (cf. Figure 4.9) and thus, the cost to skew one more dimension is

larger. This explains the slow trend increasing when ε is larger.
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(a) UW-RGB (b) VOC-RGB (c) COR-RGB (d) CAL-RGB

Figure 4.21. Number of iterations for ADA-L, varying ε from 0.01 to 0.3

4.7.3 Tightness of the inequality in Theorem 4.2

We first define the term E
skew
q,p (R) and fix ε = 0.2.

E
skew
q,p (R) =

UB(q,q′) + UB(p,p′)
LB(q,p)

(4.11)

Table 4.5 shows the average E
skew
q,p (R) and Eq,p(R). Even though the upper

bound E
skew
q,p (R) can achieve nearly 0.2, the average relative error Eq,p(R) still

retain smaller than 0.05 in practice. In our future work, we exploit whether we
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Table 4.5. Average Eq,p(R) and E
skew
q,p (R) in different datasets, ε = 0.2

Error UW-RGB VOC-RGB COR-RGB CAL-RGB

Eq,p(R) 0.035 0.038 0.035 0.042

E
skew
q,p (R) 0.164 0.165 0.161 0.156

can further tighten this inequality.
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Chapter 5

KARL: Fast Kernel

Aggregation Queries

In this era of digitalization, a vast amount of data are being continuously

collected and analyzed. Kernel functions are typically used in two tasks: (i) ker-

nel density estimation (for statistical analysis) and (ii) support vector machine

classification (for data mining). These tasks are actively used in the following

applications. Network security systems [17, 15] utilize kernel SVM to detect sus-

picious packets. In medical science, medical scientists [32] utilize kernel SVM

to identify tumor samples. Astronomical scientists [4] utilize kernel density esti-

mation for quantifying the galaxy density. In particle physics, physicists utilize

kernel density estimation to search for particles [36]. For example, Figure 5.1 il-

lustrates the usage of kernel density estimation on a real dataset (miniboone [2])

for searching particles. Physicists are interested in the dense region (in yellow).

Implementation-wise, both commercial database systems (e.g., Oracle, Ver-

117
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Figure 5.1. Kernel density estimation on the miniboone dataset, using 1st and 2nd

dimensions

tica) and open-source libraries (e.g., LibSVM [24]) provide functions for support

vector machines (SVM), which can combine with different kernel functions.

In the above applications, a common online operation is to compute the

following function:

FP (q) =
∑
pi∈P

wi exp(−γ · dist(q,pi)
2) (5.1)

where q is a query point, P is a dataset of points, wi, γ are scalars, and dist(q,pi)

denotes the Euclidean distance between q and pi. A typical problem, which

we term as the threshold kernel aggregation query (τKAQ), is to test whether

FP (q) is higher than a given threshold τ [107]. This creates an opportunity for

achieving speedup. Instead of computing the exact FP (q), it suffices to compute

lower/upper bounds of FP (q) and then compare them with the threshold τ .

In addition, different types of weighting (for wi) have been used in different

statistical/learning models, as summarized in Table 5.1. Although there exist
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several techniques to speedup the computation of FP (q), each work focuses on

one type of weighting only [50, 46, 68, 57, 78]. In contrast, this paper intends to

handle the kernel aggregation query under all types of weightings.

Table 5.1. Types of weighting in FP (q)
Type of weighting Used in model Techniques

Type I: identical, positive wi Kernel densityQuality-preserving
(most specific) [50, 46] solutions [50, 46]

Type II: positive wi 1-class SVM Heuristics
(subsuming Type I) [86] [81]

Type III: no restriction on wi 2-class SVM Heuristics
(subsuming Types I, II) [107] [68, 57, 78]

The above query is expensive as it takes O(nd) time to compute FP (q)

online, where d is the dimensionality of data points and n is the cardinality of

the dataset P . In the machine learning community, many recent works [78, 57, 68]

also complain the inefficiency issue for computing kernel aggregation, which are

quoted as follows:

• “Despite their successes, what makes kernel methods difficult to use in

many large scale problems is the fact that computing the decision function

is typically expensive, especially at prediction time.” [78]

• “However, computing the decision function for the new test samples is typi-

cally expensive which limits the applicability of kernel methods to real-world

applications.” [57]

• “..., it has the disadvantage of requiring relatively large computations in

the testing phase” [68]

Existing solutions are divided into two camps. The machine learning com-

munity tends to improve the response time by using heuristics [68, 57, 78, 81]
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(e.g., sampling points in P ), which may affect the quality of the model (e.g.,

classification/prediction accuracy). The other camp, which we are interested in,

aims to enhance the efficiency while preserving the quality of the model. The

pioneering solutions in this category are [50, 46], albeit they are only applicable

to queries with Type I weighting (see Table 5.1). Their idea [50, 46] is to build

an index structure on the point set P offline, and then exploit index nodes to

derive lower/upper bounds and attempt pruning for online queries.

In this paper, we identify several important research issues that have not

yet been addressed in [50, 46], as listed below:

1. Tighter bound functions: How to design lower/upper bound functions

that are always tighter than existing ones? How to compute them quickly?

2. Type of weighting: The techniques in [50, 46] are applicable to Type I

weighting only (see Table 5.1). Can we develop a general solution for all

types of weighting?

3. Automatic index tuning: The performance of a solution may vary

greatly across different types of index structures. How to develop an auto-

matic index tuning technique for achieving the best possible efficiency?

4. In-situ scenario: In this scenario, the entire dataset is not known in

advance. An example scenario is online kernel learning [38, 83, 73], in

which the model (e.g., dataset P ) would be updated frequently. The end-

to-end response time includes the index construction time and the tuning

time as well. How to develop a quick tuning technique while enjoying the

benefit of a reasonably-good index structure?
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Our proposal is Kernel Aggregation Rapid Library (KARL)1, a compre-

hensive solution for addressing all the issues mentioned above. It utilizes a novel

bounding technique and index tuning in order to achieve excellent efficiency.

Experimental studies on many real datasets reveal that our proposed method

achieves speedups of 2.5-738 over the state-of-the-art.

Two widely-used libraries, namely LibSVM [24] and Scikit-learn [94], provide

convenient programming support for practitioners to handle kernel aggregation

queries. Implementation-wise, LibSVM is based on the sequential scan method,

and Scikit-learn is based on the algorithm in [50] for query type I. We compare

them with our proposal (KARL) in Table 5.2. As a remark, since Scikit-learn

supports query types II and III via the wrapper of LibSVM [94], we remove those

two query types from the row of Scikit-learn in Table 5.2. The features of KARL

are: (i) it supports all three types of weightings as well as both εKAQ and τKAQ

queries, (ii) it supports index structures, (iii) it yields much lower response time

than existing libraries.

Table 5.2. Comparisons of libraries
Library Supported Supported Support Response

queries weightings indexing time

LibSVM [24] τKAQ Types I, II, III no high
Scikit-learn [94] εKAQ Type I yes high

KARL (this paper) εKAQ, τKAQ Types I, II, III yes low

We first introduce the preliminaries in Section 5.1, and then present our

solution in Section 5.2. We later extend our techniques for different types of

weighting and kernel functions in Section 5.3. After that, we present our exper-

iments in Section 5.4. Then, we present our related work in Section 5.5. Lastly,

1https://github.com/edisonchan2013928/KARL-Fast-Kernel-Aggregation-Queries
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we conclude the paper with future research directions in Section 5.6.

5.1 Preliminaries

We consider two popular types of kernel aggregation queries in the liter-

ature [107, 50]. The first variant is to test whether FP (q) is higher than a

threshold [107]. We term this as the threshold kernel aggregation query (τKAQ),

which simply tests whether FP (q) ≥ τ , where τ is a given threshold. The second

variant is to compute an approximate value of FP (q) with accuracy bound [50].

We call this as approximate kernel aggregation query (εKAQ), which returns an

approximate value within (1± ε) times the exact value of FP (q).

5.1.1 Problem Statement

First, we reiterate the kernel aggregation query (KAQ) as discussed in the

introduction.

Definition 5.1 (KAQ) Given a query point q and a set of points P , this query

computes:

FP (q) =
∑
pi∈P

wi K(q,pi) (5.2)

where wi is a scalar indicating the weight of the i-th term, and K(q,pi) denotes

the kernel function.

In the machine learning and statistics communities [24, 107, 124], the typical

kernel functions are the Gaussian kernel function, the polynomial kernel function,

and the sigmoid kernel function. For example, the Gaussian kernel function
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is expressed as K(q,pi) = exp(−γ · dist(q,pi)
2), where γ is a positive scalar

denoting smoothing parameter, and dist(q,pi) denotes the Euclidean distance

between q,pi.

Then we formally define two variants of KAQ: threshold kernel aggregation

query (τKAQ) [107] and approximate kernel aggregation query (εKAQ) [50].

Problem 5.1 (τKAQ) Given a threshold value τ , a query point q, and a set of

points P , this problem returns a Boolean value denoting whether FP (q) ≥ τ .

Problem 5.2 (εKAQ) Given a relative error value ε, a query point q, and a set

of points P , this problem returns an approximate value F̂ such that its relative

error (from the exact value FP (q)) is at most ε, i.e.,

(1− ε)FP (q) ≤ F̂ ≤ (1 + ε)FP (q) (5.3)

Table 5.3 summarizes the types of queries that can be used for each appli-

cation model. Table 5.4 summarizes the frequently-used symbols in this paper.

Table 5.3. Example applications for the above queries
Application Relevant Obtained from Specified

model queries training/learning by user

Kernel density εKAQ, N.A. query point q,
[50, 46] τKAQ point set P ,

parameters ε, τ, γ
1-class SVM τKAQ point set P , weights wi, query point q

[86] parameters τ, γ
2-class SVM τKAQ point set P , weights wi, query point q

[107] parameters τ, γ
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Table 5.4. Symbols
Symbol Description

P Point set
FP (q) Kernel aggregation function (Equation 5.2)
K(q,p) Kernel (e.g., Gaussian, polynomial)

Linm,c(x) Linear function mx+ c
FLP (q, Linml,cl) Linear lower bound of FP (q)
FLP (q, Linmu,cu) Linear upper bound of FP (q)

dist(q,p) Euclidean distance between q and p

5.1.2 State-of-the-Art (SOTA)

We proceed to introduce the state-of-the-art [50, 46] (SOTA), albeit it is

only applicable to queries with Type I weighting (see Table 5.1). In this case, we

denote the common weight by w.

Bounding functions.

We introduce the concept of bounding rectangle [105] below.

Definition 5.2 Let R be the bounding rectangle for a point set P . We denote

its interval in the j-th dimension as [R[j].l, R[j].u], where R[j].l = minp∈P p[j]

and R[j].u = maxp∈P p[j].

Given a query point q, we can compute the minimum distance mindist(q, R)

from q to R, and the maximum distance maxdist(q, R) from q to R.

It holds that mindist(q, R) ≤ dist(q,p) ≤ maxdist(q, R) for every point p

inside R.

With the above notations, the lower bound LBR(q) and the upper bound
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UBR(q) for FP (q) (Equation 5.1) are defined as:

LBR(q) = w ·R.count · exp(−γ ·maxdist(q, R)2)

UBR(q) = w ·R.count · exp(−γ ·mindist(q, R)2)

where R.count denotes the number of points (from P ) in R, and w denotes the

common weight (for Type I weighting). It takes O(d) time to compute the above

bounds online.

Refinement of bounds.

The state-of-the-art [50, 46] employs a hierarchical index structure (e.g., k-d

tree) to index the point set P . Consider the example index in Figure 5.2. Each

non-leaf entry (e.g., R5, 9) stores the bounding rectangle of its subtree (e.g., R5)

and the number of points in its subtree (e.g., 9).

R1,5 | R2,4

p1 p2 … p5 

R3,4 | R4,5

R5,9 | R6,9

p6 p7 … p9 

node N5

root node: Nroot

node N1

node N6

p10 p11 … p13 p14 p15 … p18

node N3node N2 node N4

Figure 5.2. Hierarchical index structure

We illustrate the running steps of the state-of-the-art on the above example

index in Table 5.5. For conciseness, the notations LBR(q), UBR(q),FP (q) are

abbreviated as lbR, ubR,FP respectively. The state-of-the-art maintains a lower
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bound l̂b and upper bound ûb for FP (q). Initially, the bounding rectangle of the

root node (say, Rroot) is used to compute l̂b and ûb. It uses a priority queue to

manage the index entries that contribute to the computation of those bounds;

the priority of an index entry Ri is defined as the difference ubRi − lbRi . In each

iteration, the algorithm pops an entry Ri from the priority queue, processes the

child entries of Ri, then refines the bounds incrementally and updates the priority

queue. For example, in step 2, the algorithm pops the entry R5 from the priority

queue, inserts its child entries R1, R2 into the priority queue, and refines the

bounds incrementally. Similar technique can be also found in similarity search

community (e.g., [19, 20]).

Table 5.5. Running steps for state-of-the-art
Step Priority queue Maintenance of lower bound l̂b

and upper bound ûb

1 Rroot l̂b = lbRroot ,

ûb = ubRroot

2 R5, R6 l̂b = lbR5 + lbR6 ,

ûb = ubR5 + ubR6

3 R6, R1, R2 l̂b = lbR6 + lbR1 + lbR2 ,

ûb = ubR6
+ ubR1

+ ubR2

4 R1, R2, R3, R4 l̂b = lbR1 + lbR2 + lbR3 + lbR4 ,

ûb = ubR1 + ubR2 + ubR3 + ubR4

5 R2, R3, R4 l̂b = Fp1···p5 + lbR2 + lbR3 + lbR4 ,

ûb = Fp1···p5 + ubR2 + ubR3 + ubR4

The state-of-the-art terminates upon reaching a termination condition. For

τKAQ, the termination condition is: l̂b ≥ τ or ûb < τ . For εKAQ, the termina-

tion condition is: ûb < (1 + ε)l̂b.



CHAPTER 5. KARL: FAST KERNEL AGGREGATION QUERIES 127

5.2 Our Solution: KARL

Our proposed solution, KARL, adopts the state-of-the-art (SOTA) for query

processing, except that existing bound functions (e.g., LBR(q) and UBR(q)) are

replaced by our bound functions.

Our key contribution is to develop tighter bound functions for FP (q). In

Section 5.2.1, we propose a novel idea to bound the function exp(−x) and discuss

how to compute such bound functions quickly. In Section 5.2.2, we devise tighter

bound functions and show that they are always tighter than existing bound

functions. Then, we discuss automatic tuning in Section 5.2.3.

In this section, we assume using Type I weighting and the Gaussian kernel

in the function FP (q). We leave the extensions to other types of weighting and

kernel functions in Section 5.3.

5.2.1 Fast Linear Bound Functions

We wish to design bound functions such that (i) they are tighter than ex-

isting bound functions (cf. Section 5.1.2), and (ii) they are efficient to compute,

i.e., taking only O(d) computation time.

In this section, we assume Type I weighting and denote the common weight

by w. Consider an example on the dataset P = {p1,p2,p3}. Let xi denotes the

value γ · dist(q,pi)
2. With this notation, the value FP (q) can be simplified to:

w
(
exp(−x1) + exp(−x2) + exp(−x3)

)
.
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In Figure 5.3, we plot the function value exp(−x) for x1, x2, x3 as points.
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0.2

0.4

0.6

0.8

1

0.0 0.5 1.0 1.5 2.0

xmin=
γ mindist(q,p)2

x axis

function value

x1 x2 x3

function

exp(–x)

xmax=
γ maxdist(q,p)2

Figure 5.3. Linear bounds

We first sketch our idea for bounding FP (q). First, we compute the bound-

ing interval of xi, i.e., the interval [xmin, xmax], where xmin = γ ·mindist(q, R)2,

xmax = γ ·maxdist(q, R)2, and R is the bounding rectangle of P . Within that

interval, we employ two functions EL(x) and EU (x) as lower and upper bound

functions for exp(−x), respectively (see Definition 5.3). We illustrate these two

functions by a red line and a blue line in Figure 5.3.

Definition 5.3 (Constrained bound functions) Given a query point q

and a point set P , we call two functions EL(x) and EU (x) to be lower and

upper bound functions for exp(−x), respectively, if

EL(x) ≤ exp(−x) ≤ EU (x)

holds for any x ∈ [γ ·mindist(q, R)2, γ ·maxdist(q, R)2], where R is the bounding
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rectangle of P .

In this paper, we model bound functions EL(x) and EU (x) by using two

linear functions Linml,cl(x) = mlx+cl and Linmu,cu(x) = mux+cu, respectively.

Then, we define the aggregation of a linear function Linm,c as:

FLP (q, Linm,c) =
∑
pi∈P

w
(
m(γ · dist(q,pi)

2) + c
)

(5.4)

With this concept, the functions FLP (q, Linml,cl) and FLP (q, Linmu,cu) serve

as a lower and an upper bound function for FP (q), subject to the condition

stated in the following lemma:

Lemma 5.1 Suppose that Linml,cl and Linmu,cu are lower and upper bound func-

tions for exp(−x), respectively, for the query point q and point set P . It holds

that:

FLP (q, Linml,cl) ≤ FP (q) ≤ FLP (q, Linmu,cu) (5.5)

Observe that the bound functions in Figure 5.3 are not tight. We will devise

tighter bound functions in the next subsection.

Fast computation of bounds.

The following lemma allows FLP (q, Linm,c) to be efficiently computed, i.e., in

O(d) time.

Lemma 5.2 Given two values m and c, FLP (q, Linm,c) (Equation 5.4) can be
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computed in O(d) time and it holds that:

FLP (q, Linm,c) = wmγ
(
|P | · ||q||2 − 2q · aP + bP

)
+ wc|P |

where aP =
∑

pi∈P pi and bP =
∑

pi∈P ||pi||2.

Proof.

FLP (q, Linm,c) =
∑
pi∈P

w
(
m(γ · dist(q,pi)

2) + c
)

= wmγ
∑
pi∈P

(
||q||2 − 2q · pi + ||pi||2

)
+ wc|P |

= wmγ
(
|P | · ||q||2 − 2q · aP + bP

)
+ wc|P |

Observe that both terms aP and bP are independent of the query point q.

Therefore, with the pre-computed values of aP and bP , FLP (q, Linm,c) can be

computed in O(d) time.

5.2.2 Tighter Bound Functions

We proceed to devise tighter bound functions by using Linml,cl and Linmu,cu .

Linear function Linmu,cu for modeling EU (x).

Recall that, by using the query point q and the bounding rectangle R (of point set

P ), we obtain the bounding interval [xmin, xmax], where xmin = γ ·mindist(q, R)2

and xmax = γ ·maxdist(q, R)2. Since exp(−x) is a convex function, the chord be-

tween two points (say, (xmin, exp(−xmin)) and (xmax, exp(−xmax)) must always
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reside above the curve exp(−x). We illustrate this in Figure 5.4.
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Figure 5.4. Chord-based upper bound function

Regarding the linear function Linmu,cu , its slope mu and the intercept cu

are computed as:

mu =
exp(−xmax)− exp(−xmin)

xmax − xmin
(5.6)

cu =
xmax exp(−xmin)− xmin exp(−xmax)

xmax − xmin
(5.7)

It turns out that the above chord-based linear function Linmu,cu leads to

a tighter upper bound than the existing bound exp(−xmin) (see Section 5.1.2).

Clearly, as shown in Figure 5.4, the projected values on the blue line (Linmu,cu)

are smaller than the existing bound exp(−xmin) (green dashed line in Figure 5.4).

Lemma 5.3 There exists a linear function Linmu,cu such that

FLP (q, Linmu,cu) ≤ UBR(q), where UBR(q) is the upper bound function

used in the state-of-the-art (see Section 5.1.2).



132 5.2. OUR SOLUTION: KARL

Linear function Linml,cl for modeling EL(x).

We exploit a property of convex function [52], namely that, any tangent line

of a convex function must be a lower bound of the function. This property is

applicable to exp(−x) because it is also a convex function.

We illustrate the above property in Figure 5.5a. For example, the tangent

line of function exp(−x) at point (xmax, exp(−xmax)) serves as a lower bound

function for exp(−x). Furthermore, this lower bound is already tighter than the

existing bound exp(−xmax) (see Section 5.1.2). Note that in Figure 5.5a, the

projected values on the red line (Linml,cl) are higher than the existing bound

exp(−xmax) (green dashed line in Figure 5.5a).

Lemma 5.4 There exists a linear function Linml,cl such that FLP (q, Linml,cl) ≥

LBR(q), where LBR(q) is the lower bound function used in the state-of-the-art

(see Section 5.1.2).

Interestingly, it is possible to devise a tighter bound than the above. Fig-

ure 5.5b depicts the tangent line at point (t, exp(−t)). This tangent line offers a

much tighter bound than the one in Figure 5.5a.

In the following, we demonstrate how to find the optimal tangent line (i.e.,

leading to the tightest bound). Suppose that the lower bound linear function

Linml,cl is the tangent line at point (t, exp(−t)). Then, we derive the slope ml
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(b) optimized tangent line at t

Figure 5.5. Tangent-based lower bound function

and the intercept cl as:

ml =
d exp(−x)

dx

∣∣∣
x=t

= − exp(−t)

cl = exp(−t)−mlt = (1 + t) exp(−t)
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The following theorem establishes the optimal value topt that leads to the tightest

bound.

Theorem 5.1 Consider the function FLP (q, Linml,cl) as a function of t, where

ml = − exp(−t) and cl = (1 + t) exp(−t). This function yields the maximum

value at:

topt =
γ

|P | ·
∑
pi∈P

dist(q,pi)
2 (5.8)

Proof. Let H(t) = FLP (q, Linml,cl) be a function of t. For the sake of clarity,

we define the following two constants that are independent of t:

z1 = wγ ·
∑
pi∈P

dist(q,pi)
2 and z2 = w|P |

Together with the given ml and cl, we can rewrite H(t) as:

H(t) = −z1 exp(−t) + z2(1 + t) exp(−t)

The remaining proof is to find the maximum value ofH(t). We first compute

the first derivative of H(t) (in terms of t):

H ′(t) = z1 exp(−t) + z2 exp(−t)− z2(1 + t) exp(−t)

= (z1 + z2 − z2 − z2t) exp(−t)

= (z1 − z2t) exp(−t)

Next, we compute the value topt such that H ′(topt) = 0. Since exp(−topt) �=
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0, we get:

z1 − z2topt = 0

topt =
z1
z2

=
γ

|P | ·
∑
pi∈P

dist(q,pi)
2

Then we further test whether topt indeed yields the maximum value. We

consider two cases for H ′(t). Note that both z1 and z2 are positive constants.

1. For the case t > topt, we get H ′(t) < 0, implying that H(t) is a decreasing

function

2. For the case t < topt, we get H ′(t) > 0, implying that H(t) is an increasing

function.

Thus, we conclude that the function H(t) yields the maximum value at t = topt.

The optimal value topt involves the term
∑

pi∈P dist(q,pi)
2. This term can

be computed efficiently in O(d) time by the trick in Lemma 5.2. By apply-

ing Lemma 5.2 and substituting w = m = γ = 1 and c = 0, we can express∑
pi∈P dist(q,pi)

2 in the form of FLP (q, Linm,c), which can be computed in

O(d) time.

Case study.

We conduct the following case study on the augmented k-d tree, in order to

demonstrate the performance of KARL and the tightness of our bound functions

compared to existing bound functions. First, we pick a random query point from
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the home dataset [2] (see Section 5.4.1 for details). Then, we plot the lower/upper

bound values of SOTA and KARL versus the number of iterations. Observe that

our bounds are much tighter than existing bounds, and thus KARL terminates

sooner than SOTA.

Figure 5.6. Bound values of SOTA and KARL vs. the number of iterations; for type
I-τ query on the home dataset

5.2.3 Automatic Tuning

The performance of KARL depends on the choices of the index structure and

the index height. Popular index structures include the k-d tree and the ball tree,

which are also supported in an existing machine learning library (e.g., Scikit-

learn [94]). In addition, the height of such index structure can be controlled via

the parameter ‘leaf node capacity’ (i.e., the maximum number of points per leaf

node).

To demonstrate the above effect, we conduct the following test by using

different index structures with different values of leaf node capacity. Then we
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measure the throughput (i.e., the number of processed queries per second) of

KARL in each index structure. Figures 5.7a and b show the throughput of KARL

on two datasets (home and susy respectively). In each figure, the speedup of the

best choice to the worst choice can be up to 4 times. Furthermore, the optimal

choice can be different on different datasets.

To tackle the above issue, we propose some automatic tuning techniques.

(a) dataset home (b) dataset susy

Figure 5.7. The throughput of query type I-τ , varying the leaf node capacity

Offline tuning scenario.

In this scenario, we are given ample time for tuning and the dataset is provided

in advance.

Observe that two index structures with similar leaf node capacity (e.g., 100

and 101) tend to offer similar performance. It is sufficient to vary the leaf node

capacity in an exponential manner (e.g., 10,20,40,80,160,320,640). Next, we build

an index structure for each parameter value and for each index type. Finally, we

sample a small subset Q of query points, then recommend the index structure

having the highest throughput on Q. According to our experimental results, it
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is enough to set the sample size to |Q| = 1000.

In-situ scenario: online tuning.

This scenario is more challenging because the dataset is not known in advance.

The end-to-end response time includes index construction time, tuning time, and

query execution time. To achieve high throughput, we should reduce the index

construction time and the tuning time, while figuring out a reasonably good

index.

First, we recommend to build the k-d tree due to its low construction time.

It suffices to build a single k-d tree with all levels (i.e., log2(n) levels). Denote

the entire tree by T , and the tree with the top i levels by Ti. Observe that the

tree Ti can be simulated by using the entire tree T , by skipping lower/upper

bound computations in the lowest log2(n)− i levels of T .

Suppose that we are given the number of queries to be executed. We sample

s% (say, 1%) of those queries and then partition them into log2(n) groups. For

the i-group, we run its sample queries on the tree Ti. Then, we obtain the value

i∗ that yields the best performance. Finally, we execute the remaining (100−s)%

of queries on the k-d tree Ti∗ .

5.3 Extensions

The state-of-the-art solution has not considered other types of weighting nor

other types of kernel functions. In this section, we adapt our bounding techniques

(in Sections 5.2.1 and 5.2.2) to address these issues.

5.3.1 Other Types of Weighting

We extend our bounding techniques for the following function:
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FP (q) =
∑
pi∈P

wi exp(−γ · dist(q,pi)
2)

under other types of weighting.

5.3.1.1 Type II Weighting

For Type II weighting, each wi takes a positive value. Note that different

wi may take different values.

First, we redefine the aggregation of a linear function Linm,c as:

FLP (q, Linm,c) =
∑
pi∈P

wi

(
m(γ · dist(q,pi)

2) + c
)

(5.9)

This function can also be computed efficiently (i.e., in O(d) time), as shown in

the following lemma.

Lemma 5.5 Under Type II weighting, FLP (q, Linm,c) (Equation 5.9) can be

computed in O(d) time, given two values of m and c.

Proof.

FLP (q, Linm,c)

=
∑
pi∈P

wi

(
m(γ · dist(q,pi)

2) + c
)

=
∑
pi∈P

wi

(
mγ

(
||q||2 − 2q · pi + ||pi||2

))
+ c

∑
pi∈P

wi

= mγ
(
wP · ||q||2 − 2q · aP + bP

)
+ cwP

where aP =
∑

pi∈P wipi, bP =
∑

pi∈P wi||pi||2 and wP =
∑

pi∈P wi.

The terms aP, bP , wP are independent of q. With their pre-computed values,
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FLP (q, Linm,c) can be computed in O(d) time.

It remains to discuss how to find tight bound functions. For the upper

bound function, we adopt the same technique in Figure 5.4. For the lower bound

function, we use the idea in Figure 5.5b, except that the optimal value topt should

also depend on the weighting.

Theorem 5.2 Consider the function FLP (q, Linml,cl) as a function of t, where

ml = − exp(−t) and cl = (1 + t) exp(−t). This function yields the maximum

value at:

topt =
γ

wP
·
∑
pi∈P

widist(q,pi)
2 (5.10)

where wP =
∑

pi∈P wi.

Proof. Following the proof of Theorem 5.1, we let H(t) = FLP (q, Linml,cl) be

a function of t and we define the following two constants.

z1 = γ ·
∑
pi∈P

widist(q,pi)
2 and z2 = wP

Then, we follow exactly the same steps of Theorem 5.1 to derive the maximum

value (Equation 5.10).

Again, the value topt can also be computed efficiently (i.e., in O(d) time).

5.3.1.2 Type III Weighting

For Type III weighting, there is no restriction on wi. Each wi takes either a

positive value or a negative value.
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Our idea is to convert the problem into two subproblems that use Type II

weighting. First, we partition the point set P into two sets P+ and P− such

that: (i) all points in P+ are associated with positive weights, and (ii) all points

in P− are associated with negative weights. Then we introduce the following

notation:

FP−(q) =
∑

pi∈P−
|wi| exp(−γ · dist(q,pi)

2) = −FP−(q)

This enables us to rewrite the function FP (q) as:

FP (q) =
∑

pi∈P+∪P−
wi exp(−γ · dist(q,pi)

2)

= FP+(q) + FP−(q)

= FP+(q)−FP−(q)

Since the weights in both FP+(q) and FP−(q) are positive, the terms FP+(q)

and FP−(q) can be bounded by using the techniques for Type II weighting.

The upper bound of FP (q) can be computed as the upper bound of FP+(q)

minus the lower bound of FP−(q).

The lower bound of FP (q) can be computed as the lower bound of FP+(q)

minus the upper bound of FP−(q).

5.3.2 Other Kernel Functions

In this section, we develop our bounding techniques for other kernel func-

tions, such as the polynomial kernel function, and the sigmoid kernel function.
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First, we consider the polynomial kernel function K(q,pi) = (γ q ·pi+β)deg,

where γ, β are scalar values, and deg denotes the polynomial degree. In this

context, we express the function FP (q) as follows.

FP (q) =
∑
pi∈P

wi(γ q · pi + β)deg (5.11)

For the sake of discussion, we assume Type II weighting (i.e., positive weight

coefficients wi).

We introduce the notation xi to represent the term γ q·pi+β. The bounding

interval of xi, i.e., the interval [xmin, xmax], is computed as:

xmin = γ IPmin(q, R) + β

xmax = γ IPmax(q, R) + β

where R is the bounding rectangle of P , and IPmin(q, R), IPmax(q, R) represent

the minimum and the maximum inner product between q and R, respectively.

We then extend the efficient computation techniques in Section 5.2.1.

Suppose that we are given two linear functions Linml,cl(x) = mlx + cl and

Linmu,cu(x) = mux + cu such that Linml,cl(x) ≤ xdeg ≤ Linmu,cu(x) for all x.

Similar to Lemma 5.1, we can obtain the following property: FLP (q, Linml,cl) ≤

FP (q) ≤ FLP (q, Linmu,cu), where:

FLP (q, Linm,c) =
∑
pi∈P

wi(m(γq · pi + β) + c)

= mγq · âP + (mβ + c)b̂P
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where âP =
∑

pi∈P wipi and b̂P =
∑

pi∈P wi. Such function can be computed in

O(d) time, provided that the terms âP, b̂P have been precomputed.

We proceed to discuss how to devise the bounding linear functions for xdeg.

When deg is even, the function xdeg satisfies the convex property, and thus the

techniques in Section 5.2.2 remain applicable. However, when deg is odd, the

techniques in Section 5.2.2 are not applicable. For example, we plot the function

x3 in Figure 5.8 and notice that the chord between xmin and xmax is no longer

an upper bound function.

Our idea is to exploit the monotonic increasing property of the function xdeg

(given that deg is odd). We illustrate how to construct the bounding linear func-

tions in Figure 5.8. For the upper bound function, we start with the horizontal

line y = (xmax)
deg and then rotate-down the line until its left-hand-side hits

the function xdeg. For the lower bound function, we start with the horizontal

line y = (xmin)
deg and then rotate-up the line until its right-hand-side hits the

function xdeg. The parameters of these lines can be derived by mathematical

techniques.

The above idea is also applicable to the sigmoid kernel because it is also

a monotonic increasing function. The tightness of all these bound functions

depends on xmin and xmax.

5.4 Experimental Evaluation

We introduce the experimental setting in Section 5.4.1. Next, we demon-

strate the performance of different methods in Section 5.4.2. Then, we compare
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Figure 5.8. Lower and upper bound functions for x3

the tightness of KARL and SOTA bound functions in Section 5.4.3. After that,

we perform experimental analysis of our index-tuning method (KARLauto) in

Section 5.4.4. Next, we compare different methods for in-situ applications in

Section 5.4.5. Lastly, we extend our techniques to combine with polynomial

kernel function in Section 5.4.6.

5.4.1 Experimental Setting

5.4.1.1 Datasets

For Type-I, Type-II, Type-III weighting, we take the application model as

kernel density estimation, 1-class SVM, and 2-class SVM, respectively. We use a

wide variety of real datasets for these models, as shown in Table 5.6. The value

nraw denotes the number of points in the raw dataset, and the value d denotes

the data dimensionality. The source/reference for each dataset is also provided.
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These datasets either come from data repository websites [2, 24] or have been

used in recent papers [46, 41].

For Type-I weighting, we follow [46] and use the Scott’s rule to obtain the

parameter γ. Type-II and Type III datasets require a training phase. We con-

sider two kernel functions: the Gaussian kernel and the polynomial kernel. We

denote the number of remaining points in the dataset after training as ngauss
model

and npoly
model, for the Gaussian kernel and the polynomial kernel respectively.

The LIBSVM software [24] is used in the training phase. The training

parameters are configured as follows. For each Type-II dataset, we apply 1-class

SVM training, with the default kernel parameter γ = 1
d [24]. Then we vary

the training model parameter ν from 0.01 to 0.3 and choose the model which

provides the highest accuracy. For each Type-III dataset, we apply 2-class SVM

training with the automatic script in [24] to determine the suitable values for

training parameters.

Table 5.6. Details of datasets
Model Raw dataset nraw ngauss

model npoly
model d

mnist [24] 60000 n/a n/a 784
Type I: miniboone [2] 119596 n/a n/a 50
kernel home [2] 918991 n/a n/a 10
density susy [2] 4990000 n/a n/a 18

Type II: nsl-kdd [1] 67343 17510 6738 41
1-class kdd99 [2] 972780 19461 19462 41
SVM covtype [24] 581012 25486 14165 54

Type III: ijcnn1 [24] 49990 9592 9706 22
2-class a9a [24] 32561 11772 15682 123
SVM covtype-b [24] 581012 310184 323523 54
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5.4.1.2 Methods for Comparisons

SCAN is the sequential scan method which computes FP (q) without any

pruning. Scikit-learn (abbrev. Scikit) is the machine learning library which sup-

ports the approximate KDE problem [50] (i.e., query type I-ε) and handles SVM-

based classification (by LIBSVM [24]), i.e., query type I-τ , types II-τ and III-τ .

SOTA is the state-of-the-art method which was developed by [46] for handling

the Kernel Density Classification problem, i.e., I-τ query. We modify and extend

their framework to handle other types of queries. Our KARL follows the frame-

work of [46], combining with our linear bound functions, LBKARL and UBKARL.

Both SOTA and KARL can work seamlessly with various index-structures. The

space complexity of all these methods are O(|P |d). Even for the largest tested

dataset (susy), the memory consumption is only at most 1.34GBytes.

For the indexing options, kd-tree [105] and ball-tree [122, 87] are currently

supported by Scikit. We only report the best result of Scikit (denoted as

Scikitbest). For consistency, we also evaluate SOTA and KARL with these two

indices. KARL can automatically choose suitable index and leaf capacity among

these two indices, which we called KARLauto. To demonstrate our effectiveness

compared with SOTA, we select the best index with the best leaf capacity during

the comparison in later sections, which we denote it by SOTAbest. For in-situ

application, we combine the online-tuning method with KARL which we called

KARLonline
auto . We also compare this method with the best performance of SOTA

for this scenario, which we term it as SOTAonline
best .

We implemented all algorithms in C++ and conducted experiments on an

Intel i7 3.4GHz PC running Ubuntu. For each dataset, we randomly sample
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10,000 points from the dataset as the query set Q. Following [46], we measure

the efficiency of a method as the throughput (i.e., the number of queries processed

per second).

5.4.2 Efficiency Evaluation for Different Query Types

We test the performance of different methods for four types of queries which

are I-ε, I-τ , II-τ and III-τ . The parameters of these queries are set as follows.

Type I-ε. We set the relative error ε = 0.2 for each dataset.

Type I-τ . We fix the mean value μ of FP (q) from the set Q, i.e., μ =∑
q∈QFP (q)/|Q| as the threshold τ for each dataset in Table 5.7.

Types II-τ and III-τ . The threshold τ can be obtained during the training

phase.

Table 5.7. All methods for different types of queries
Type Datasets SCAN LIBSVM Scikitbest SOTAbest KARLauto

miniboone 36.1 n/a 36 16.5 301
I-ε home 15.2 n/a 11.9 36.2 187

susy 2.02 n/a 1.17 0.77 13.2

miniboone 36.1 34 n/a 102 510
I-τ home 15.2 14.1 n/a 93.2 258

susy 2.02 1.86 n/a 3.58 83.4

nsl-kdd 283 481 n/a 748 20668
II-τ kdd99 260 520 n/a 1269 11324

covtype 158 462 n/a 448 6022

ijcnn1 903 1170 n/a 1119 826928
III-τ a9a 162 610 n/a 546 6885

covtype-b 13 38.4 n/a 33.9 274

Table 5.7 shows the throughput of different methods for all types of queries.
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In the result of query type I-ε, SCAN is comparable to Scikitbest and SOTAbest

since the bounds computed by the basic bound functions are not tight enough.

The performance of Scikitbest and SOTAbest is affected by the overhead of the

loose bound computations. KARLauto uses our new bound functions which are

shown to provide tighter bounds. These bounds lead to significant speedup in

all evaluated datasets, e.g., KARLauto is at least 5.16 times faster than other

methods.

For the type I-τ threshold-based queries, our method KARLauto improves the

throughput by 2.76x to 21.2x when comparing to the runner-up method SOTA.

The improvement becomes more obvious for type II-τ and type III-τ queries. The

improvement of KARLauto can be up to 738x as compared to SOTA. KARLauto

achieves significant performance gain for all these queries due to its tighter bound

value compared with SOTA.

Sensitivity of τ . In order to test the sensitivity of threshold τ in different

methods, we select seven thresholds from the range μ − 2σ to μ + 4σ, where

σ =
√∑

q∈Q(FP (q)− μ)2/|Q| is the standard deviation. Figure 5.9 shows the

results on three datasets. As a remark, for the miniboone dataset, we skip the

thresholds μ−σ and μ−2σ as they are negative. Due to the superior performance

of our bound functions, KARLauto outperforms SOTAbest by nearly one order of

magnitude in most of the datasets regardless of the chosen threshold.

Sensitivity of ε. In Scikit-learn library [94], we can select different relative error

ε, which is called as tolerance in the approximate KDE. To test the sensitivity, we

vary the relative error ε for different datasets with query type I-ε. If the value of

ε is very small, the room for the bound estimations is very limited so that neither
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SCAN © SOTAbest � KARLauto �

(a) miniboone (b) home (c) susy

Figure 5.9. Query throughput with query type I-τ , varying the threshold τ

(a) miniboone (b) home (c) susy

Figure 5.10. Query throughput with query type I-ε, varying the relative error ε

KARLauto nor SOTAbest perform well in very small ε setting (e.g., 0.05). For

other general ε settings, our method KARLauto consistently outperforms other

methods by a visible margin (c.f. Figure 5.10).

Sensitivity of dataset size. In the following experiment, we test how the

size of the dataset affects the evaluation performance of different methods for

both query types I-ε and I-τ . We choose the largest dataset (susy) and vary the

size via sampling. The trend in Figure 5.11 meets our expectation; a smaller

size implies a higher throughput. Our KARLauto in general outperforms other

methods by one order of magnitude in a wide range of data sizes.



150 5.4. EXPERIMENTAL EVALUATION

(a) type I-τ , fixing τ = μ (b) type I-ε, fixing ε = 0.2

Figure 5.11. Query throughput on the susy dataset, varying the dataset size

Sensitivity of dimensionality. In this experiment, we choose the dataset

(mnist) with the largest dimensionality (784) and then vary the dimensionality

via PCA dimensionality reduction as in [46]. The default threshold τ = μ is

used. As shown in Figure 5.12, our method KARLauto consistently outperforms

existing methods under different dimensionalities.

Figure 5.12. Query throughput with query type I-τ (τ = μ) on the mnist dataset,
varying the dimensionality

5.4.3 Tightness of Bound Functions

Recall from Section 5.2, we have theoretically shown that our developed lin-

ear bound functions LBKARL and UBKARL are tighter than SOTA bound func-
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tions. In this section, we explore how tight our bound functions can be better

than SOTA in practice.

For the sake of fairness, we fix the tree-structure to be the kd-tree with leaf

capacity 80. We use the following equation to measure the average tightness of

bound values.

Errorbound =
1

|Q| · L

L∑
l=1

∑
q∈Q

∣∣∣∣∣
∑

Rj∈Rl
bound(q, Rj)−FP (q)

FP (q)

∣∣∣∣∣
where Rl denotes the set of entries (cf. Figure 5.2) in the lth level of kd-tree

(with L levels in total).

Figure 5.13. ErrorLB and ErrorUB for Type-I, II and III queries (left,middle and

right respectively)

Our bound functions are in practice much tighter than LBSOTA and UBSOTA

in all evaluated datasets, especially for LBKARL, as shown in Figure 5.13. In
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addition, the bound functions (of SOTA and KARL) provide very tight bounds

for query types II and III. There are two reasons for this phenomenon, including

the data distribution and data normalization. First, the data points of types II

and III are the support vectors (being trained by SVM), which are the nearest

points to the decision boundary [107] and are very close to each other. Second,

the set of support vectors are normalized to the domain [0, 1]d [24]. This limits

the range of possible values of the exponential function so that the lower and

upper bounds are close to the exact value.

5.4.4 Offline Index Tuning
Recall from Figure 5.2, different indexing structures can be applied to our

problems. One natural question is how can we predict the suitable index-

structure. In this section, we demonstrate our offline tuning method KARLauto

(cf. Section 5.2.3), which automatically selects the best tree-structure with the

suitable leaf capacity from kd-tree [105] and ball-tree [122, 87]. These two tree-

structures are currently supported by Scikit-learn library [94].

Our solution KARLauto randomly samples 1000 vectors, denoted by the

sample set S, from each dataset and predicts the performance based on the

throughput, using different leaf capacities of tree. Table 5.8 shows that in the

offline stage, our method KARLauto can provide good prediction which yields an

online throughput near the best solution KARLbest.

5.4.5 Online Index Tuning for In-situ Applications

In some online learning scenarios [38, 83, 73], we may not be able to pre-

build the index. Thereby, we cannot simply omit the index construction time.

In this section, we consider our online-tuning solution KARLonline
auto (cf. Section
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Table 5.8. Query throughput for variants of KARL, using sample set with |S| =
1000

Type Datasets KARLworst KARLauto KARLbest

miniboone 88.1 302 304
I-ε home 35.9 185 188

susy 5.5 12.9 13.3

miniboone 64.8 514 566
I-τ home 76.6 258 258

susy 16.7 84 89

nsl-kdd 4357 20668 20677
II-τ kdd99 5911 11324 11325

covtype 915 6022 6038

ijcnn1 388109 826928 843601
III-τ a9a 408 6885 6891

covtype-b 52 274 277

5.2.3). All results are shown in Table 5.9.

For query types I-ε and I-τ , SOTAonline
best is not efficient because its bound-

ing functions are not tight (recall from Figure 5.6). Our method KARLonline
auto

outperforms existing methods significantly on all tested datasets.

For query types II-τ and III-τ , our KARLonline
auto can significantly increase the

throughput in several datasets since each support vector in a dataset is near to

each other.

5.4.6 Efficiency for Polynomial Kernel

Recall from Section 5.3.2, our linear bound functions can be also used for

polynomial kernel. In this section, we experimentally test the online query

throughput with query types II-τ and III-τ . We use the polynomial kernel with

degree 3 which is the default setting in LIBSVM [24]. We also normalize the
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Table 5.9. In-situ solutions for different types of queries
Type Datasets baseline SOTAonline

best KARLonline
auto

miniboone 36.1 16.4 217
I-ε home 35.8 32.1 184

susy 2.02 0.75 7.26

miniboone 36.1 101 419
I-τ home 15.2 92.1 243

susy 2.02 3.57 51

nsl-kdd 481 733 9869
II-τ kdd99 260 1264 7920

covtype 462 439 2389

ijcnn1 1170 1112 426132
III-τ a9a 610 543 1966

covtype-b 38.4 33.5 101

datasets to the domain [−1, 1]d [24]. Then, we apply the same setting in the

training phases in 1-class and 2-class SVM which are stated in Section 5.4.2.

Table 5.10 shows that our method KARLauto outperforms SOTAbest by 3x to

165x.

Table 5.10. Query throughput with query type II/III-τ using polynomial kernel
Type Datasets baseline SOTAbest KARLauto

nsl-kdd 909 1200 4522
II-τ kdd99 314 639 2741

covtype 537 6423 88396

ijcnn1 1154 1122 185372
III-τ a9a 463 422 2813

covtype-b 36.4 30.5 187

5.5 Related Work

The literature review of the recent techniques of kernel functions have been

summarized in Section 2.4.3. In this section, we cover the works directly related

to our problem. Then, we mainly discuss the differences between our work [22]

and previous works.



CHAPTER 5. KARL: FAST KERNEL AGGREGATION QUERIES 155

The term “kernel aggregation query” abstracts a common operation in sev-

eral statistical and learning problems such as kernel density estimation [50, 46],

1-class SVM [86], and 2-class SVM [107].

Kernel density estimation is a non-parametric statistical method for den-

sity estimation. To speedup kernel density estimation, existing works would

either compute approximate density values with accuracy guarantee [87] or test

whether density values are above a given threshold [46]. Zheng et al. [136] focus

on fast kernel density estimation on low-dimensional data (e.g., 1d, 2d) and pro-

pose sampling-based solutions with theoretical guarantees on both efficiency and

quality. On the other hand, [87, 46] assume that the point set P is indexed by a

k-d tree, and apply filter-and-refinement techniques for kernel density estimation.

The library Scikit-learn [94] adopts the implementation in [87]. Our proposal,

KARL, adapts the algorithm in [87, 46] to evaluate kernel aggregation queries.

The key difference between KARL and [87, 46] lies in the bound functions. As

explained in Section 5.2.2, our proposed linear bound functions are tighter than

existing bound functions used in [87, 46]. Furthermore, we extend our linear

bound functions to deal with different types of weighting and kernel functions,

which have not been considered in [87, 46].

SVM is proposed by the machine learning community to classify data ob-

jects or detect outliers. SVM has been applied in different application do-

mains, such as document classification [86], network fault detection [134, 17, 15],

anomaly/outlier detection [23, 80], novelty detection [58, 84, 108], tumor sam-

ples classification [32], image classification [29], time series classification [69]. The

typical process is divided into two phases. In the offline phase, training/learning

algorithms are used to obtain the point set P , the weighting, and parameters.
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Then, in the online phase, threshold kernel aggregation queries can be used to

support classification or outlier detection. Two approaches have been studied

to accelerate the online phase. The library LibSVM [24] assumes sparse data

format and applies inverted index to speedup exact computation. The machine

learning community has proposed heuristics [68, 57, 78, 81] to reduce the size of

the point set P in the offline phase, in order to speedup the online phase. How-

ever, these heuristics may affect the prediction quality of SVM. Our proposed

bound functions have not been studied in the above work.

5.6 Chapter Summary

In this chapter, we study kernel aggregation queries, which can be used

to support a common operation in kernel density estimation [50, 46], 1-class

SVM [86], and 2-class SVM [107].

Our key contribution is the development of fast linear bound functions,

which are proven to be tighter than existing bound functions, yet allowing fast

computation. In addition, we propose a comprehensive solution that can support

different types of kernel functions and weighting schemes. Our automatic tuning

methods support identification of efficient index structure, which depends on the

underlying point set P .

Experimental studies on a wide variety of datasets show that our solution

yields higher throughput than the state-of-the-art by 2.5–738 times.

A promising future research direction is to consider more statistical/learning

tasks based on kernel functions, e.g., kernel regression and multi-class kernel

SVM.
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Conclusions and Suggestions

for Future Research

Similarity measures are important for many computer vision and machine

learning tasks. In this paper, we propose both exact or approximation algorithms

combining with the developed lower and upper bound functions to boost up the

efficiency performance in three fundamental problems.

6.1 Contributions

The first one is for the template matching problem (SWNNS) in Chapter

3 which are deemed to be inefficient in previous work. Our developed solution

boosts up the performance for nearly 9-20x faster which can enable different

applications in computer vision, for example: object detection or motion estima-

tion.

157
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The second one is for the image retrieval problem in Chapter 4. Earth

mover’s distance is a robust similarity measure for this application, but it is slow.

Our developed approximation methods can not only retain the accurate result

compared with the exact one, but also they can provide an order of magnitude

speedup over the fastest exact computation algorithm.

The third one is for the kernel aggregation query in Chapter 5. This type

of query is computed in kernel based machine learning/ statistics models such

as: one-class SVM, two-class SVM or kernel density estimation/ classification.

Directly computing this query is not efficient. Our developed solution can boost

up the efficiency performance by 2.5-738x faster in various datasets, models and

kernel types.

6.2 Future Directions

In Chapter 3, our problem formulation is only limited to the rectangular/ ir-

regular shaped query. However, existing object detection algorithms also need to

handle some objects which contain a wide range of deformation, such as: rotation,

affline transformation. Our developed techniques may not be straightforward to

apply in these scenarios. As such, our next goal is to develop algorithms to boost

up the efficiency performance for these tasks.

In Chapter 4, we develop an approximate framework to efficiently boost up

the efficiency performance of evaluating EMD function. However, this frame-

work is general which can also support other similarity measures. One research

direction is to apply this framework to other similarity measures.
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In Chapter 5, our solution only covers some popular machine learning mod-

els, for example: svm or kernel density estimation, in the online phase. However,

it is interesting to know whether our techniques can be applied to other models,

such as: kernel regression model. Another interesting direction is how to extend

our techniques to boost up the training phase of these models. Recently, many

works also focus on deep learning based models for different machine learning

tasks with successful results. Our next goal is to exploit the property in this

categories of model and develop efficient algorithms.
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